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Abstract—The exponential growth of unstructured textual
data in enterprise environments has made automated knowledge
graph generation essential for efficient information management.
Although recent advances in natural language processing have
enabled automated knowledge extraction, organizations face two
critical challenges: maintaining domain specificity in knowledge
representation and ensuring secure, role-based access to sensitive
information. VAULT (Verified Access Control for Large Language
Model (LLM)-Based Knowledge Graph Querying) presents a
novel framework that combines ontology-driven knowledge ex-
traction with dynamic access control mechanisms. The frame-
work introduces three key innovations: (1) a configurable domain-
driven node structure that enforces domain-specific knowledge
organization through semantic validation, (2) a multitiered ac-
cess control mechanism that implements both document-level
restrictions and node-level visibility patterns, and (3) an LLM-
powered inference engine that dynamically filters knowledge
graph traversal based on user authorization levels. We implement
our approach using a prototype system that demonstrates the
automated conversion of natural language text into structured
knowledge graphs while maintaining security constraints. Our ex-
perimental evaluation encompasses comprehensive testing across
16 different open-source LLMs, analyzing their performance
under varying access control conditions and authorization levels.
The results demonstrate the framework’s effectiveness in main-
taining information security while preserving query response
quality across different access tiers. The adaptability of the
framework makes it particularly valuable for industries handling
sensitive information, such as healthcare, finance, and intellec-
tual property management, where both domain specificity and
information security are paramount. This paper contributes to
the field by bridging the gap between generic knowledge graph
generation and domain-specific requirements while providing
empirical evidence for the effectiveness of multilevel access control
in LLM-based knowledge systems.

Keywords-Knowledge Graphs; Verified Roled-Based Access;
LLM; Semantic Interoperability.

I. Introduction

The exponential growth of unstructured textual data in mod-
ern enterprises has created unprecedented challenges in the
management of information and the extraction of knowledge
[1][2][3]. Organizations face the complex task of transform-
ing large amounts of unstructured documents into actionable

structured knowledge while maintaining strict security proto-
cols and access controls [4][5]. This challenge is particularly
acute as enterprises increasingly rely on automated systems
to process and analyze their data repositories [1] or automate
their business processes [6]. In modern enterprises, Enterprise
Resource Planning (ERP) systems usually provide an inte-
grated and continuously updated view of the core business
processes, while Enterprise Knowledge Management (EKM)
systems refer to the systematic handling of an organization’s
information assets, ensuring that employees can efficiently
access, share, and utilize knowledge. With the rise of Natural
Language Processing (NLP), companies are integrating AI-
driven tools into their ERP and EKM systems to improve
knowledge retrieval, automate document processing, support
decision-making, and process automation [6][7][8][9]. How-
ever, maintaining domain and business process specificity, as
well as implementing secure, role-based access, are critical
challenges, which we explore in more detail in the following.

A. Maintaining Domain Specificity
Comprising domain-specific information is especially chal-

lenging for general-purpose NLP models that are trained on
broad, openly available datasets, which may not adequately
capture the nuances, such as distinct terms or abbreviations
of specialized domains [10]. Without proper customization to
local domain-specific data and business process knowledge,
these models risk generating inaccurate, misleading, or overly
generic knowledge representations that do not align with
domain-specific terminology, ontologies, or reasoning frame-
works [11]. Given an enterprise context, context awareness of
NLP-based systems is especially relevant to ensure accurate
interpretation of ERP-specific business processes, data, and
terminology, as generic models may introduce inaccuracies
that could disrupt operations, decision-making, or even lead
to harmful consequences for the business.

Recent works explored various ways to ensure domain
specificity, such as fine-tuning local data, prompt engineering,
and few-shot learning, Knowledge Graph (KG) integration,
or building Retrieval-Augmented-Generation (RAG) pipelines
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[12]. Each technique has its own specific challenges. Although
fine-tuning requires substantial computing resources and can
be costly [13], simple prompt engineering with few-shot learn-
ing may not generalize well and requires careful prompt design
and testing, which need to be revisited when new documents
are introduced to the data repositories [14]. Curating KGs
requires domain experts and may be complex to maintain and
update dynamically [15]. RAG retrieves unstructured text that
may contain conflicting or imprecise domain knowledge and
lacks the reasoning ability to connect concepts.

The choice of the customization approach depends on the
underlying use case, needs, and domain [12]. In our work, we
are focusing on EKM, in which employees require accurate
domain-specific responses from corporate knowledge bases.
Hence, it is crucial to reduce misinformation and systems
need to accommodate fast-changing and growing data reposi-
tories. In the context of EKM, we leverage a combination of
structured KGs and RAG with the rationale of combining the
precision of structured KG-based retrieval with the low-cost,
real-time adaptability of RAG pipelines. To ensure appropriate
knowledge representation across various domains, we present
a novel configurable ontology-driven node structure.

B. Secure, Role-Based Access Control

While recent advances in Large Language Models (LLMs)
have revolutionized knowledge extraction capabilities, they
have simultaneously introduced critical security concerns re-
garding information access and distribution [2][16]. Tradi-
tional RAG systems, while efficient at knowledge extraction,
rarely address the crucial aspects of user permissions and
access restrictions, creating significant security risks and com-
pliance challenges [1][4]. This limitation becomes particularly
problematic in the context of EKM. Given the example in
which a company uses an internal NLP-based search engine
for corporate documents, it is essential to prevent unautho-
rized access and unintentional return of restricted sensitive
information. Restricting information access policies should be
dynamically changeable based on varying roles, since, for
example, an executive should have access to strategic reports
for their responsible domain, while employees usually have
a more restricted view due to compliance or other company
policies. For example, if an employee prompts the internal
NLP-based system to "Show the latest NDA template", the
system should retrieve only the template without showing any
information regarding any related confidential legal disputes.
Hence, to ensure each employee’s access to knowledge relevant
to their role without unnecessary noise, the underlying NLP
systems should integrate predefined enterprise identity and
access management policies to enforce appropriate access
control. To solve this challenge, our aim is to use explicit KG
rules to store the relationships between users, roles, and access
permissions. More specifically, we propose a novel multitiered
access control mechanism with document-level restrictions and
node-level visibility patterns that allows dynamic filtering of
KG traversals based on user authorization levels.

C. Research Contribution
Existing solutions can be categorized into two distinct types:

those that focus on the extraction of generic knowledge without
considering security implications, and those that implement
rigid access control mechanisms that lack the flexibility re-
quired for domain-specific knowledge management. The ab-
sence of a unified framework that combines robust security
measures with sophisticated knowledge extraction capabilities
represents a significant gap in current EKM systems. To
address these challenges, we present VAULT (Verified Access
Control for LLM-Based KG Querying), a novel framework that
integrates three key innovations.

• A configurable domain-driven node structure that en-
forces domain-specific knowledge organization through
semantic validation, ensuring consistent and contextually
appropriate knowledge representation across various en-
terprise domains.

• A sophisticated multi-tiered access control mechanism
that implements both document-level restrictions and
node-level visibility patterns, providing granular control
over information access while maintaining system flexi-
bility.

• An innovative inference engine powered by open-source
LLMs that dynamically filters KG traversal based on
user authorization levels, demonstrating the framework’s
effectiveness across eleven different open-source language
models.

This research addresses the critical gap between automated
knowledge extraction and security requirements by providing a
comprehensive solution that maintains both domain specificity
and information security. The framework particularly addresses
the challenges of managing permissions across multiple in-
tegrated data sources while ensuring zero margin of error
in access control implementation. Empirical validation across
multiple open-source LLMs demonstrates the framework’s ro-
bustness and adaptability, establishing a foundation for secure,
domain-aware knowledge management systems in enterprise
environments.

The remainder of the paper is structured as follows. In
Section II, we present the related work, reviewing approaches
in knowledge graph generation, role-based access control, in-
tegration of large language models in knowledge management,
ontology-driven knowledge extraction, and existing limitations.
Section III describes the system architecture and implementa-
tion of the VAULT framework, covering the knowledge extrac-
tion layer, the access control layer, and the query processing
layer. Section IV provides the results of our experimental eval-
uation, detailing the setup and methodologies used, including
human expert evaluation and automated metrics. Finally, we
conclude our work and discuss future research directions in
Section V.

II. Related Work
Recent advances in knowledge management systems have

highlighted the importance of integrating structured knowl-
edge with flexible access control mechanisms. This section
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examines key approaches across several critical areas relevant
to secure KG generation and management.

A. KG Generation from Unstructured Text
The transformation of unstructured textual data into KGs has

become increasingly vital for enterprise information manage-
ment [2][3][17]. Current approaches typically employ a three-
stage process: entity extraction, relationship identification, and
graph construction. While traditional methods like OpenNRE
[18] achieve only 61.4% accuracy, modern techniques like
REBEL [19] have demonstrated success rates of up to 87%.
A significant challenge remains in verifying whether the
extracted information actually exists in the source documents,
leading to the development of hybrid approaches that combine
traditional extraction methods with LLM capabilities.

B. Role-based Access Control in KGs
Role-Based Access Control (RBAC) has emerged as a

critical component in KG systems, particularly in enterprise
environments [4]. Modern implementations simplify security
management by grouping users into roles based on their tasks
rather than assigning individual permissions. Recent research
has expanded this concept to include multilevel access control
mechanisms that implement document-level restrictions and
node-level visibility patterns [20][21]. A notable advancement
is the development of graph-based access control patterns that
enable both open and closed security policies.

C. LLM Integration in Knowledge Management Systems
The integration of LLMs into knowledge management sys-

tems represents a transformative development in organizational
knowledge management [22][23]. Current approaches focus
on automating content creation, improving knowledge re-
trieval, and improving system efficiency. However, implemen-
tation presents significant challenges, particularly regarding
customization requirements and system integration. Although
LLM integration has shown potential to improve knowledge
discovery and automated summarization capabilities, con-
cerns persist about the reliability and accountability of LLM-
generated content.

D. Ontology-driven Knowledge Extraction
Ontology-driven knowledge extraction has been identified as

a crucial method to maintain domain specificity in knowledge
representation [24]. Current systems employ ontologies as
formal knowledge sources that can unambiguously represent
task specifications and domain knowledge. This approach
has been particularly effective in specialized domains where
maintaining semantic accuracy is paramount.

E. Limitations in Existing Solutions
Several key limitations persist in current approaches:
1) Verification Challenges: Existing systems face difficul-

ties in verifying the accuracy of LLM-extracted infor-
mation, particularly in maintaining the clear provenance
of extracted knowledge [25].

2) Access Control Granularity: Although RBAC systems
provide fundamental security mechanisms, they often
lack the flexibility required for complex organizational
hierarchies and dynamic access requirements [4].

3) Integration Complexity: The integration of LLMs with
existing knowledge management systems often requires
extensive customization, which can disrupt established
workflows [22].

Domain adaptation is another key challenge. Current
ontology-driven approaches often require significant manual
effort to adapt to new domains, limiting their scalability
across different business contexts. These limitations under-
score the need for a more integrated approach that combines
the strengths of LLM-based extraction, robust access control
mechanisms, and domain-specific ontological validation.

III. System Architecture and Implementation

VAULT employs a three-layer architecture designed to en-
sure secure and efficient knowledge extraction and manage-
ment. Each layer serves a specific purpose in the pipeline,
from raw text processing to secure knowledge delivery. An
overview of the architecture is shown in Figure 1.

A. Knowledge Extraction Layer

The knowledge extraction layer implements a sophisticated
pipeline to transform unstructured text into structured KG. The
resulting KG is shown in Figure 3. This process occurs in
several distinct stages:

• Document Processing: Source documents are initially
segmented into manageable text chunks, with an optimal
chunk size of 600 tokens to maximize the extraction
efficiency of the entities.

• Entity and Relationship Extraction: The system per-
forms entity and relationship extraction using LLM-based
processing (either ChatGPT or local Ollama models)
through multiple "gleaning" rounds for comprehensive
coverage. Users can define domain-specific entities for
mapping, ensuring relevance to their application area.
The extraction uses a multipart prompt to identify entities
(with name, type, and description) and their relationships,
which can be customized through few-shot examples for
specialized domains. The summarisation of community
detection results is facilitated by LLM-based abstractive
summarisation, thereby enabling both hierarchical data
exploration and focused querying.

• Community Detection: In contrast with related work that
exploits the structured retrieval and traversal affordances
of graph indexes, the focus here is on a previously
unexplored quality of graphs in this context: their inherent
modularity [26] and the ability of community detection
algorithms to partition graphs into modular communi-
ties of closely-related nodes (e.g., Leiden [27]). LLM-
generated summaries of these community descriptions
provide comprehensive coverage of the underlying graph

23Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-272-2

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

eKNOW 2025 : The Seventeenth International Conference on Information, Process, and Knowledge Management



Figure 1. VAULT architecture overview: process from reading the input data, to building the KG, to generating a personalised access-controlled
response to a user query. The user can specify a selection of entities to be used to build the KG.

Figure 2. Overview of access levels: KG structure with predefined entities and Leiden-extracted communities. Responses are filtered based
on user authorization, especially in the DOCUMENT_BASED mode.

index and the input documents it represents. Query-
focused summarisation of an entire corpus is then fa-
cilitated through a map-reduce approach. This approach
involves the use of each community summary to answer
the query independently.

B. Access Control Layer

The Access Control Layer implements a sophisticated four-
tier security system that provides granular control over knowl-
edge access and retrieval. This hierarchical approach ensures
precise information delivery while maintaining security bound-
aries across different user-authorization levels. An overview is
given in Figure 2.

The system implements four distinct access levels:
1) KG_ONLY: Provides access exclusively to authorized

nodes and edges within the KG that match the query
parameters. This most restrictive level ensures visibility
of the basic knowledge structure while maintaining strict
information control.

2) CHUNKS: Extends the KG_ONLY access by including
referenced text chunks from the original documents,
enabling users to verify KG assertions through source
material while maintaining security constraints.

3) FULL: Augments the CHUNKS level by incorporating
community summaries derived from the KG structure.
These summaries provide a contextual understanding of
node clusters while preserving access control bound-
aries.

4) DOCUMENT_BASED: Implements a distinct approach
where document access is determined by node-level
permissions. The system first performs a FULL-level
search, but then filters results based on user authorization
for specific nodes associated with the extracted text.

This multitiered approach operates independently of the
query processing layer, ensuring consistent security enforce-
ment regardless of the underlying LLM implementation. The
system validates access permissions before any content reaches
the query processing stage, effectively creating a security
boundary that prevents unauthorized information disclosure.
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Figure 3. Visualisation of the KG extracted from the nine input
documents and the predetermined entities.

The DOCUMENT_BASED level represents a particularly
innovative approach, as it combines traditional document-level
access control with node-based permissions, enabling fine-
grained control over information flow while maintaining doc-
ument context. This method ensures that users can access only
the information from documents where they have appropriate
authorization for the referenced KG nodes.

Each access level builds upon the previous one, creating
a hierarchical security model that can accommodate various
organizational security requirements while maintaining system
flexibility. This layered approach enables organizations to
implement precise access control policies while maximizing
the utility of knowledge within authorized boundaries.

C. Query Processing Layer
The query processing layer utilizes a flexible LLM integra-

tion architecture that supports multiple open-source models
through Ollama[28]. The implementation includes support for
various models ranging from lightweight (1.5b parameters) to
large-scale (32b parameters) architectures, including:

• DeepSeek models (1.5b and 32b variants)
• Llama3.2 (1b and 3b)
• Mistral-small (24b)
• Phi variants (3.5b and 4b)
• Qwen2.5 variants (0.5b to 7b)
• SmolLM series (135m to 1.7b)

The query processing implements a sophisticated retrieval
and generation pipeline that leverages both the hierarchical

community structure and the underlying KG. The system first
identifies relevant entities through a semantic search, which
serve as entry points for graph traversal. From these entry
points, the system explores connected text chunks, community
reports, and entity relationships, with all retrieved data being
filtered according to the user’s access level. The system em-
ploys a map-reduce approach to handle broad thematic queries.
Retrieval of relevant community node reports from specified
hierarchical levels, which are then shuffled and chunked. Each
segment generates points with associated importance scores
that are subsequently ranked and filtered to maintain the most
significant information. This filtered intermediate response
serves as a context for the final LLM-generated answer.
This approach combines structured KG data with unstructured
document content, enabling comprehensive responses that in-
corporate both specific entity information and broader thematic
understanding. The community-based retrieval strategy has
been shown to be particularly effective in addressing queries
about broad themes and ideas, thus overcoming the limitations
of traditional RAG methodologies in handling corpus-wide
analysis.

The modular design of the system facilitates the seamless
integration of new models while ensuring the consistent ap-
plication of security controls across all configurations. Query
processing is only initiated after access control validation,
ensuring that responses are generated using only authorized
information. This architecture enables VAULT to maintain
strict security boundaries while leveraging the capabilities
of modern LLMs for knowledge extraction and query pro-
cessing. The implementation demonstrates both scalability
and flexibility, accommodating various organizational security
requirements while maintaining efficient knowledge manage-
ment capabilities. The Knowledge Extraction Layer and the
Query Processing Layer have been inspired by the Microsoft
GraphRAG approach [29]. The complete implementation is
available here [30].

IV. Results
This section presents the comprehensive evaluation of

VAULT’s performance across different access control config-
urations and LLM models.

A. Experimental Setup
We conducted an extensive evaluation using a diverse

dataset comprising computer science papers and financial
documents. The experiment included 20 carefully crafted ques-
tions derived from two distinct documents: a computer science
research paper and Apple’s SEC 8K report for 2024. The
evaluation framework encompassed 16 open source language
models deployed through Ollama, tested across four access
control configurations with two different user roles, resulting
in 2,240 unique question-response pairs.

B. Evaluation Methodology
The evaluation process consisted of two complementary

approaches:
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Figure 4. Visualization of the performance comparison across 16 different open-source LLM models with varying parameter sizes (135m to
8b) under different access control configurations. The y-axis represents the manual quality score (0-10), while the x-axis lists the different
LLM models.

Human Expert Evaluation Eight researchers conducted
systematic evaluations of responses, the evaluation corpus
being equally divided between them. Each expert:

• Assigned a quality score (1-10 scale - higher is better)
• Provided qualitative justification for their scoring
• Verified response correctness within access control con-

straints
Automated Metric Analysis We used the OPIK framework

by CometML[31] to calculate six key metrics:
• LevenshteinRatio: Quantifies response validity through

string similarity comparison against reference text, iden-
tifying structural and content deviations

• Answer Relevance: Measures response alignment with
query intent and appropriateness, independent of factual
accuracy

• Context Precision: Evaluates the accuracy of context
usage in responses, identifying information misalignment
with the provided context

• Context Recall: Assesses completeness of context uti-
lization, measuring inclusion of critical information from
available context

• Usefulness: Scores practical value (0.0-1.0) based on
completeness, clarity, and applicability of responses

• Hallucination: Identifies and quantifies information gen-
eration that is not supported by input context or access
permissions.

Automated metrics provided objective measurements, while
human evaluation offered nuanced qualitative insights into
response effectiveness. The following sections present detailed

analyses of the results in these evaluation dimensions, ex-
amining the effectiveness of different levels of access con-
trol and the performance variations among the LLM mod-
els tested. The experimental results in Figure 4 demonstrate
varying performance across different LLM models and access
control configurations. The phi4 model emerges as the top
performer, achieving scores between 6 and 7 across all ac-
cess levels, significantly outperforming other models in the
evaluation. This performance suggests that model size does
not necessarily correlate directly with effectiveness in access-
controlled knowledge retrieval tasks. Across the access control
spectrum, KG_ONLY, CHUNKS, and FULL access levels
exhibit relatively consistent performance patterns within each
model, although with notable variations in absolute scores.
The DOCUMENT_LEVEL access shows a clear differentia-
tion between USER1 and ADMIN permissions, with ADMIN
consistently achieving higher scores. This pattern validates the
effectiveness of the access control mechanisms implemented.
The larger models, including deepseek-rp (1.8b) and mistral-
small (24b), demonstrate more stable performance at different
access levels compared to their smaller counterparts. However,
smaller models like smollm2 variants show more pronounced
variations in performance in different access configurations.
The error bars indicate considerable variance in performance,
particularly in models with larger parameter counts, suggesting
that the size of the model may influence response consistency.
The results also reveal that the DOCUMENT_LEVEL_ADMIN
configuration generally achieves higher scores compared to
USER1 access, particularly evident in models like llama3.2
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TABLE I. PERFORMANCE METRICS BY ACCESS TYPE

Access Type RT Score Hall. Rel. Use. Prec. Rec.
DOCUMENT_LEVEL_ADMIN 1.90 3.14 0.79 0.50 0.47 0.22 0.24
FULL 3.24 3.00 0.91 0.46 0.48 0.17 0.18
KG_ONLY 3.18 2.97 0.90 0.48 0.50 0.19 0.20
CHUNKS 3.16 2.92 0.91 0.46 0.48 0.17 0.18
DOCUMENT_LEVEL_USER1 1.92 2.57 0.89 0.40 0.42 0.14 0.16

(3b) and deepseek-r1, indicating successful implementation
of hierarchical access control mechanisms while maintaining
response quality. A detailed analysis of performance metrics
across access types, as shown in Table I, provides addi-
tional information on the effectiveness of the system. DOC-
UMENT_LEVEL_ADMIN configuration achieves the highest
overall performance with a score of 3.14 and the lowest
hallucination rate (0.79), indicating more reliable information
retrieval. This configuration also demonstrates better precision
(0.22) and recall (0.24) compared to other access levels,
suggesting more accurate and comprehensive information ex-
traction. Notably, while KG_ONLY access shows slightly lower
overall scores (2.97), it achieves the highest usefulness metric
(0.50), indicating that despite restricted access, responses
remain practically valuable. FULL and CHUNKS access levels
show similar performance patterns across the metrics, with
scores of 3.00 and 2.92, respectively, suggesting that additional
context beyond basic fragments may not significantly improve
response quality. DOCUMENT_LEVEL_USER1 consistently
shows lower performance across all metrics, with the lowest
overall score (2.57) and reduced relevance (0.40), confirming
the effectiveness of access control mechanisms in restricting
unauthorized information access. The response time (RT)
metrics indicate that the 𝐷𝑂𝐶𝑈𝑀𝐸𝑁𝑇_𝐿𝐸𝑉𝐸𝐿 configura-
tions (both ADMIN and USER1) process queries significantly
faster (1.90 and 1.92 seconds, respectively) compared to
other types of access, suggesting more efficient information
retrieval when operating at the document level. These findings
demonstrate that, while stricter access controls may limit
overall information availability, they can lead to more precise
and efficient information retrieval when properly implemented.
The results also validate the system’s ability to maintain
security boundaries while preserving response quality within
authorized access levels. Figure 5 presents a detailed analysis
of the performance of the model in two key dimensions.
The upper plot reveals a positive correlation between answer
relevance and usefulness metrics, with most models clustering
in the 0.4−0.7 range for relevance and 0.3−0.6 for usefulness.
Notably, larger models like qwen2.5:14b and mistral-small:24b
achieve higher scores on both metrics, while smaller models
such as deepseek-r1:1.5b show lower performance. The lower
plot examines the precision-recall relationship, where a distinct
cluster of better performing models emerges in the upper
right quadrant (precision: 0.25 − 0.30, recall: 0.22 − 0.32).
This cluster, highlighted in the plot, predominantly consists
of larger parameter models, suggesting that increased model
size contributes to both higher precision and greater recall
in knowledge retrieval tasks. Response times, indicated by

dot sizes, remain relatively consistent across models, with no
significant performance penalties for larger architectures. The
visualization effectively demonstrates that while model size
correlates with improved performance metrics, even smaller
models can achieve competitive results, particularly in the
midrange of the performance spectrum.

The effectiveness of VAULT’s access control mechanisms is
particularly evident when examining specific query responses
- shown in Figure 6. Consider the question "Who is Apple’s
new Chief Financial Officer?" posed to the mistral-small:24b
model under different access levels. When queried with USER1
permissions, the model correctly responded with "I don’t have
the information about who Apple’s new Chief Financial Officer
is," demonstrating appropriate handling of access restrictions,
as the Apple SEC report was restricted to admin access
only. In contrast, under ADMIN privileges, the same model
provided a comprehensive response detailing Kevan Parekh’s
appointment as CFO, including contextual information about
the transition and its implications for corporate governance.
This stark contrast in response quality and content accuracy
directly validates the effectiveness of access control imple-
mentation. Human evaluators noted this distinction, observing
that USER1 responses appropriately acknowledged information
limitations, while ADMIN responses provided accurate and
detailed information about Kevan Parekh’s appointment. The
ADMIN response not only identified the new CFO, but also
provided valuable context about the leadership transition and
its implications for Apple’s financial management structure.
This example effectively demonstrates VAULT’s ability to:

• Maintain strict access control boundaries
• Prevent unauthorized information disclosure
• Provide comprehensive responses when appropriate ac-

cess is granted
• Generate contextually appropriate responses based on

access level
The significant difference in response quality and content
between the USER1 and ADMIN access levels validates the
effectiveness of the framework in implementing secure, role-
based access control while maintaining response quality within
authorized boundaries.

V. Conclusion and Future Work
VAULT demonstrates effective integration of secure access

control mechanisms with LLM-based knowledge graph gen-
eration and querying. The framework successfully addresses
two critical challenges in enterprise knowledge management:
maintaining domain specificity and implementing flexible
access control. Through a comprehensive evaluation across
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Figure 5. Open-Source-LLM Model comparison.

Figure 6. Comparison of VAULT responses across different access levels using the mistral-small:24b model. The figure shows the ground
truth (left), admin-level response with admin access (center), and user1-level response with restricted access (right), demonstrating effective
access control implementation.

16 different open-source LLMs and multiple access control
configurations, we have demonstrated the system’s ability to
maintain information security while preserving query response
quality. Key contributions of this work include the following.

• A configurable ontology-driven architecture that enables
domain-specific knowledge organization

• A multi-tiered access control system that provides gran-
ular information access management

• An LLM-powered inference engine that effectively filters
knowledge graph traversal based on authorization levels

The results show that the DOCUMENT_LEVEL_ADMIN setup
performs best, with the highest score (3.14) and lowest hallu-
cination rate (0.79), effectively balancing response quality and
strict access control.

A. Future Work
Several promising directions for future research emerge

from this work:
• Dynamic Access Control: Developing mechanisms for

real-time adaptation of access control policies based on
user behavior and organizational changes.

• Cross-Domain Integration: Extending the framework to
handle multiple domain ontologies simultaneously, en-
abling more flexible knowledge integration across differ-
ent business units.

• Performance Optimization: Investigating techniques to
reduce response times

These future directions aim to enhance VAULT’s practical
applicability while maintaining its core strengths in secure,
domain-specific knowledge management.
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