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Abstract—Processing time series is wildly used for many real-
world applications such as financial market prediction, resource
demand forecasting, device maintenance prediction, or environ-
mental state prediction. In this work, we propose a general time
series prediction pipeline with a hybrid unit for the relevance
intervals on the processing part. The granularity unit is separated
based on the intermittency level of the time series. We further
apply the pipeline to real data from household appliances for non-
intrusive usage pattern modeling and multistep-ahead prediction
using machine learning methods.

Keywords—Time series; data filtering; processing pipeline; home
appliances data; forecasting devices usage.

I. INTRODUCTION

Time series prediction is the subject of multiple studies due
to its general applicability to various domains. The existence of
null, unrecorded, zero values in time series requires filtering
data at different intervals, which still maintains the relevant
recordings. The granularity level refers to these intervals of
relevance. Changing the granularity could lead to a smaller
number of non-relevant entries in the time series but would
affect the overall sampling of the result. Depending on the
problem, a smaller granularity might enhance the processing
step.

Machine learning approaches have various applications in
time series processing. One such application is the prediction
of future values. Depending on the intermittency level of
the dataset, classical regression models, neural networks, or
specific ones that target data with multiple zeros are commonly
used. Therefore, this work can be classified as an application
of machine learning supervised models for knowledge and
information extraction and processing.

A substantial percentage of water and energy resources used
by a given household comes from household appliance usage
[1] [2]. Therefore, extracting and understanding usage patterns
would lead to a more accurate prediction of the resources
needed in the future.

This work addresses a time series forecasting problem that
uses intermittent time series and multistep ahead prediction.
First, we propose a sampling rate separation based on the
time series’ intermittency level. Then, further, we integrate this

in a general processing pipeline for prediction, which uses a
combination of different sampling rates based on the number
of zero entries from the time series. Finally, we apply this
for knowledge extraction on real home appliance data from
the industry to predict the following usage of given devices
for a month. To the best of our knowledge, the previous
pipelines used in the literature do not propose a separation of
the sampling rate to obtain a better overall combined result.
Our proposed pipeline offers a more rigorous approach from
the perspective of the sampling rate.

Section 2 presents related work on time series sampling
rate and prediction with a focus on forecasting using machine
learning methods. Next, we present in Section 3 our proposed
strategy for multistep prediction of time series with different
intermittency levels. Then, in Section 4, we project the general
model to household appliance data to predict the devices’
future running time. Finally, we round up this paper in Section
5 with some conclusions and remarks.

II. RELATED WORK

A time series is a sequence of consecutive data points
over time and is the most commonly used data type [3]. The
sampling rate of a time series gives the maximum resolution
of any prediction on that data. However, the best results are
only sometimes given by using the smallest granularity of the
data [4].

Intermittent time series refers to those series that have values
equal to zero on multiple entries without obvious patterns
of variation [5]. Prediction of their future values has been a
subject of interest for numerous studies since long ago. Most
of these studies are concerned with predicting intermittent
and irregular sales demands [6] [7]. Non-intermittent data can
become intermittent at fine-grained decomposition levels, for
example, by using the time granularity of minutes or hours
instead of days or months.

Univariate time series regression or forecasting is the sim-
plest version and relies only on historical data of a variable
to predict future behavior. On the other hand, multivariate
analysis and prediction use the relationship between several
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variables. Several studies suggest that models with multiple
time series perform better than models with a single time series
[8] [9].

Machine learning strategies are used to forecast and classify
time series. One of the most common methods for multivariate
forecasting is Vector Autoregression (VAR), but this has the
disadvantage of not capturing non-linearity patterns. Numer-
ous studies are using deep neural networks for prediction due
to their capabilities in capturing non-linear interdependencies
[10] [11] [12]. On the other hand, more straightforward
methods that provide fast results, such as Support Vector
Regression (SVR), have been successfully applied in time
series forecasting due to their generalization capability in
obtaining a unique solution [13] [14] [15].

The random forest regression model can also be used
to predict multiple points in the future based on historical
data by combining several single-point forecasting [16] [17].
Extreme gradient boosting is a decision tree ensemble learning
algorithm similar to the random forest and can be used
for classification and regression. Compared to the random
forest, it uses a gradient of the data for each tree, which
makes the calculation faster and more accurate. XGBoost [18]
implementation for extreme gradient boosting method has also
been successfully used for time series forecasting [19] [20].

The evaluation metrics are essential to any machine learning
linear regression or forecasting problem. The most commonly
used ones are Mean Square Error (MSE), Mean Absolute
Error (MAE), and Mean Absolute Percentage Error (MAPE)
[21]. For regression problems where the output might be zero,
percentage error metrics, such as MAPE [22], are not suitable,
instead Symmetric Mean Absolute Percentage Error (SMAPE)
[23] can be used.

Time series forecasting applied to data from household
appliances is a subject of multiple studies. This is done in
the context of predicting the resources needed in the near
future for a specific household [1] [24], as well as extracting
and understanding usage patterns [25]. A specific time series
data from home appliances are the running time information
of the devices. This subject is particularly interesting in the
cases of appliances with running cycles. Extracting runtime
information in a non-intrusive manner from already existing
data is tackled in [26].

Electrical energy consumption and peak demand forecasting
are vital in planning and maintaining power systems. The ap-
pliances give part of the variation of the household consumers.
Machine learning approaches have shown the best accuracy
in forecasting electrical appliance consumption and are the
current state-of-the-art solutions [27].

III. STRATEGY FOR DEALING WITH INTERMITTENT DATA

This section covers two dimensions: the data sampling
strategy at different granularities on data sets with different
levels of intermittency and a general processing pipeline. This
pipeline decomposes the processing part in two, based on
the number of empty values in the input data. Our strategy
proposes the usage of a model selector to decide the model

used for the prediction and its corresponding granularity level.
Due to the different granularity levels, the prediction result will
have a hybrid time series unit.

Time series data from multiple sources can have zero values
which could be caused by the nature of the data or the
sampling rate used. When data does not offer sufficient initial
information, projecting it onto a different subspace could lead
to better results.

When applying multivariate forecasting or predicting values
based on multiple time series, zero values negatively impact
performance. Several strategies could be used to overcome
this, such as handling missing data in forecasting or regression,
cutting off data portions with multiple zero values, or reducing
the overall sampling rate. Removing parts of time series data
would lead to a loss of information regarding time dimension
and misalignment. Simultaneously, setting the overall sam-
pling rate to a higher value for all time series to overcome
the prediction issues of the ones with multiple zeros would
impose a prediction with a higher granularity regardless of
the level of intermittency of the data series. More than that, it
would reduce the dimension of the data set, which might lead
to insufficient data in some cases.

To maintain the granularity as small as possible where it
does not affect the identification of the objectives in hand and
to have proper outcomes over the entire dataset, we propose
a hybrid sampling rate based on the time series intermittency
level as follows: time series with the number of zero values
on initial sampling rate smaller than a given threshold -
granularity level set to time series unit. The granularity should
be composed of several time units for the other time series.
For example, for time series data with a granularity level
of a second, if the data has a high level of intermittency, a
minute can be used as a time unit in the prediction pipeline.
Using a hybrid sampling rate could partially overcome the
disadvantages that arise from the sampling rate for portions of
the dataset.

The general pipeline is comprised of three main steps:
pre-processing, processing, and post-processing. Our method
introduces new steps in the processing part.

We propose a multistep-ahead time series prediction
pipeline that divides the problem into two parts. A regression
problem in the first part predicts the usage of time series with
a smaller intermittency level and outputs the prediction for a
given period by using the initial time series unit of time. The
second model gives the prediction with a higher granularity
level for the sampling rate for time series with a smaller
number of non-zeros per day. This method is illustrated in
Figure 1. Depending on a threshold, the newly added selector
component will choose the appropriate model and granularity
for the time series. This way, we would achieve the best
prediction results in the most suitable unit given a time series
used as input in the pipeline.

The threshold used for the decision can vary depending on
the nature of the data and the problem at hand. Depending on
the initial time series unit, the higher level granularity should
be chosen based on the problem to be solved while maintaining
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Fig. 1. Proposed pipeline for prediction based on time series intermittency
level

a logical predefined time scale such as second, minute, hour,
day, week, month, and so on. The post-processing part, as well
as the pre-processing, depends on the problem to be solved and
the data and is not the subject of this work.

A possible application of this pipeline could be estimating
resources - such as the energy or water consumption in our
examples. Having an accurate prediction of the future needed
resources could lead to better management of the resources.

IV. METHOD INSTANTIATION ON HOME APPLIANCES DATA

The strategies presented in Section III are applicable in the
general context of time series prediction with intermittent de-
mand or missing data. We further applied them in the context
of home appliances and present the results in this section.
We evaluated three machine learning strategies for prediction:
decision trees, extreme gradient boosting, and support vector
regression. We particularised the general time series pipeline
presented for home appliances running time data based on the
results.

A. Context and dataset description

Several types of household appliances have functioning
cycles, such as washing machines, tumble dryers, dishwashers,
ovens, or microwaves. Given the data’s nature, reducing the
intermittency in forecasting the sampling period is crucial.

The best-suited granularity from the perspective of the
possibility of making an accurate prediction would be of one
day because a smaller one would lead to a massive number
of samples with values equal to zero. As a consequence,
the prediction would be less accurate. According to [25],
appliances tend to be used based on a general pattern on
the temporal dimension. Therefore, undersampling the devices
not so used by cutting off extensive intervals with no usage
would lead to a loss of information that arises from the time
dimension.

When projecting the appliance usage forecasting into the
energy consumption estimation, having a daily prediction
could lead to a better estimation of the resources per day. A
smaller granularity could be used for a more detailed analysis
of the variation of the energy needed for a day.

The methods presented in Section III for data sampling and
the pipeline for the prediction can be applied to any type of

data. We projected them in our experiments on real operational
data from household appliances. More specifically, we used
data logs from washing machines recorded over one year.
Due to copyright reasons, we will further maintain the data’s
anonymity. We used a time series unit of one day of usage,
pre-processed the data, and computed each device’s run time
in seconds per day. The result is a time series where one
point represents each device’s runtime per that day of the year.
The proportion of zero values is computed taking into account
the entire interval of data samples. Since we are interested in
predicting the duration a device would be used during a time
interval of a given granularity, we have chosen seconds as the
unit of measurement for appliance usage.

Figure 2 presents the usage patterns of appliances investi-
gated - the histogram with the number of days an appliance
was used computed for all devices from the initial data set.
As can be seen, most of the devices are used for a few days.
Thus, we removed them from the investigation.

Fig. 2. Histogram of the number of appliances and their numbers of days
with running cycles over a year

We removed from the initial data set the devices that have
more the 50% of days with no usage since their lack of
usage adds a question mark regarding the correctness of their
utilization and if it is the usual one. Furthermore, the remaining
appliances were sufficient to create a meaningful sample. We
separated the remaining entries into two groups based on the
average usage of the machines. From the initial dataset of tens
of thousands of devices, we obtained a dataset formed of 1.2k
devices used at least 70% of the days and a total of 6.3k
devices operated at least 50% of the days. The dimensions of
the initial dataset compared to the one after selecting instances
are presented in Table I.

TABLE I
DIMENSIONS OF THE INITIAL DATASET VERSUS SELECTED INSTANCES

OVER ONE YEAR

Dataset Size No of devices Time period
Raw data 8.1mil 49k 1 year

Selected instances 2.4mil 6.3k 1 year

For our evaluations, we have selected several different ap-
pliances. Among the investigated ones, we present the results
for six appliances representative of their categories out of the
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6.3k selected devices. Their characteristics are summarised in
Table II, which we refer to further. All of these appliances
have a different number of days without usage per year and
different average runtime per day.

TABLE II
NUMERICAL CHARACTERISTICS OF APPLIANCES USED FOR EXPERIMENTS

Appliance Average usage/ day (s) No of days without usage/ year
App 1 36.718 39
App 2 7.233 46
App 3 6.976 67
App 4 7.848 120
App 5 5.926 141
App 6 6.483 156

The first three appliances have a lower level of intermit-
tency, while the last 3 have a higher number of zero values.
Moreover, they all have a different average usage number of
seconds per day. We will further refer to these appliances in
the experiments from the next section.

B. Daily prediction of future appliance usage

We designed and implemented several preliminary exper-
iments on our dataset to reduce the search area. From the
available tools commonly used for prediction, we selected
Random Forest, Support Vector Regression, as well as XG-
Boost [18] implementation for gradient-boosted trees. We split
the dataset and used it for training data from 11 months, while
for evaluation, 1-month data.

The purpose of the first set of experiments is included in
the multiple-step-ahead prediction category. More specifically,
to predict the appliances’ daily usage for a month’s time
window. For each strategy, we investigated the best suited
parameters for our dataset. As a result, we identified 125 trees
for the random forest as the best configuration, 100 trees for
XGBoost, and a linear kernel for SVR.

We made several preliminary investigations to identify the
number of zeros from raw data by using levels 10%, 15%,
20%, 30%, 40%, and 50%. We filtered the data and ran several
experiments where we varied the dataset used for the model
based on the percentage of zeros from the time series. The
comparison of the mean average error and symmetric mean
absolute percentage error obtained on several appliances using
random forest on the three most significant levels from our
dataset is presented in Table III. Table II summarizes the
appliance characteristics from this experiment. From there,
we selected the first three devices due to their low level of
intermittency.

In the first experiment, we only used for training the
appliances that have less than 15% of days with no usage.
Then we added the devices that had up to 30% of days zero
runtime seconds. Finally, we added appliances in training set
up until half of the entry points were zeros and evaluated the
model’s performance.

The best results without modifying the granularity of the
prediction were obtained for daily prediction of devices for
models based on learning data with up to 30% of the days

TABLE III
MEAN AVERAGE ERROR AND SYMMETRIC MEAN ABSOLUTE PERCENTAGE

ERROR FOR DAILY PREDICTION OF APPLIANCES BASED ON THE
PERCENTAGE OF ZEROS ENTRIES APPLIANCES IN THE TRAINING SET

15% zeros 30% zeros 50% zeros
Appliance MAE SMAPE MAE SMAPE MAE SMAPE

App 1 8365 10.92 7871 10.28 7886 10.32
App 2 3345 25.07 2913 22.69 3134 23.95
App 3 4292 27.25 4374 27.23 4494 28.01

of a year. However, the prediction was less accurate when we
used the appliances with a higher number of zeros for the
model. Therefore, further on, we are using the 30% threshold
for the daily prediction.

We implemented and compared the results for daily predic-
tion by using random forest, XGBoost, and SVR on the best
size for the dataset for training previously found. The results
are presented in Table IV. For measuring the prediction, we
have used mean average error in seconds and symmetric mean
absolute percentage error normalized on [0,100] interval.

TABLE IV
RESULTS OF DAILY PREDICTION OF APPLIANCES USAGE AFTER USING

THREE DIFFERENT METHODS

Classifier
Random forest XGBoost SVR

Metrics MAE SMAPE MAE SMAPE MAE SMAPE
App 1 7871 10.28% 8771 11.38% 9148 12.44%
App 2 2913 22.69% 3573 26.22% 3810 27.39%
App 3 4374 27.23% 4321 26.61% 4613 41.81%

In our experiments, XGBoost and Random Forest had
similar results, while SVR performed worse for daily usage
prediction regardless of the set size.

C. Impact of variation of the granularity level

Generally, predicting time series with a more significant
intermittency level using classical forecasting methods does
not perform well. For these, several other methods could be
used. These scaled on our experiments too, where the average
SMAPE was over 50% for daily prediction of devices with
more the 30% of the data having values equal to zero when
using random forest, SVR, and XGBoost.

According to our previous experiments from Table III, in
the case of appliance data, using an upper threshold of 30%
for the number of zero values where the daily usage can be
predicted would be appropriate. Further, we propose the usage
of the next logical time unit as a granularity level. This gives
us the time unit of a week instead of a day for devices with
a more significant number of missing data or zero values.

We used a granularity level of a week and recomputed
the time series for the devices with a higher percentage of
zero data. Then, we applied the machine learning strategies
from above and recorded the results in Table V. The mean
average error represents the number of seconds per week.
Although there was no general winner as the best tool for
all the appliances, XGBoost and SVR performed well on a
subset of devices.
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TABLE V
RESULTS OF WEEKLY PREDICTION OF APPLIANCES USAGE AFTER USING

THREE DIFFERENT METHODS

Classifier
Random forest XGBoost SVR

Metrics MAE SMAPE MAE SMAP MAE SMAPE
App 4 11339 15.52 % 13760 17.98% 9148 13.89%
App 5 29483 30.64% 22435 22.65% 28623 30.70%
App 6 16571 19.65% 15637 17.93% 16207 19.79%

The initial SMAPE values obtained when using daily
prediction on appliances 4-6 were over 50%. However, by
changing the granularity of the time series to a week, on all
of our experiments, symmetric mean absolute percentage error
became under 25%, which means that SMAPE was reduced
by at least 50% for devices with a higher number of zeros.

D. Processing pipeline particularized on home appliances
data

According to the results for time series data from appliances
with running cycles, a daily sampling rate performs well for
highly used devices. In our experiments, the machines used at
least 70% of the days are part of this category. In the case of
the other appliances, using a granularity level of a week gives
good results while maintaining a logical time unit, making the
results valuable and keeping the dataset size to a reasonable
amount.

Fig. 3. Proposed pipeline instantiated on home appliances data

Figure 3 presents the corresponding instantiation in the
context of home appliances data of the pipeline presented in
Section III. The purpose of this pipeline is the non-intrusive
usage pattern prediction with a hybrid granularity level.

V. CONCLUSION AND FUTURE WORK

The major contributions of this work consist in the gran-
ularity level separation on time series data and the general
processing pipeline for time series having different levels of
intermittency. We applied these strategies to running time
information from real household appliance data. Further on,
we instantiated the general pipeline for this particular use
case based on our threshold determination experiments to
predict the future running cycles of a given appliance in the

next month using machine learning. Applying the presented
strategies to other types of time series is the subject of future
work.
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