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Abstract—This paper introduces Newsjam, a multilingual sum-
marization tool for COVID-19 news articles. To this purpose,
two extractive summarization methods were implemented: Latent
Semantic Indexing and K-means clustering on contextual word
embeddings on French and English data. This tool was then
evaluated using three evaluation metrics and four different
corpora; two existing ones as well as two custom-built ones.
Finally, the best performing methods were implemented into a
complete pipeline, going from text scraping and classification to
summarization, and ultimately posting the summaries to Twitter
automatically.
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I. INTRODUCTION

The ongoing COVID-19 pandemic has caused people from
around the world to feel fatigued from the overload of
pandemic-related news articles being released every day [1].
One study collecting data from 11 different countries found
that more than 26 million coronavirus related articles have
been posted since the beginning of the pandemic [2].

These observations have prompted us to create Newsjam, a
COVID-19 news summarization tool aimed at reducing news
fatigue by keeping only the main points of pandemic-related
articles and aggregating them in a single place, therefore
reducing the amount of time and effort it takes to stay informed
about the pandemic.

Newsjam consists of four interconnected parts:
• A web scraper to locate and scrape relevant COVID-19

articles from multiple French and English news websites
• An article classification model to separate these articles

into four possible regions of interest
• A summarization model able to generate short summaries

for selected articles
• A pipeline automating those steps by regularly fetching

new articles, classifying and summarizing them, and then
posting the summary as a single tweet to Twitter

In particular, the last part implies that our generated summaries
must abide by the maximum tweet length of 280 characters.

The paper is organized as follows. Section II briefly surveys
tools that are pertaining to Newsjam. Methodology is described
in Section III, which details the different corpora used, a brief
overview of annotation guidelines, as well as the classification
and annotation approaches employed. Section IV concerns
the experimental setup and evaluation protocol, and contains
our empirical results. In Section VI, we provide a qualitative
analysis of the results and conclude with perspectives of future
work in Section VII.

II. LITERATURE REVIEW

This section briefly presents text summarization and classi-
fication methods and tools encountered in the literature.

A. Text Summarization

There are two main methods of automatic text summa-
rization in the literature [3]. Extractive summarization centers
around identifying key sentences in the text and putting them
together verbatim, whereas abstractive summarization involves
generating novel text. Extractive approaches include assigning
importance scores to sentences using topic modeling, k-means
clustering, and latent semantic indexing [4]. Primary ap-
proaches seen in abstractive text summarization include the use
of deep learning, Recurrent Neural Network encoder-decoders,
Gated Recurrent Units, and Long Short-Term Memory [5].

Text summarization comes with a few key challenges.
During the testing stage, reference summaries are needed for
evaluation. However, datasets often contain poor reference
summaries or do not contain them at all, making evaluation
unreliable or impossible [5]. Other challenges include the
occurrence of Out-Of-Vocabulary (OOV) words that are absent
from the training dataset but are central to understanding a
document, and finding metrics able to evaluate a summarized
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or paraphrased fragment on both a syntactic and semantic level
[6].

Given the multiple challenges encountered in text summa-
rization, the question arises of how to validate the results. The
most commonly used metric is Recall-Oriented Understudy
for Gisting Evaluation (ROUGE), which compares a generated
summary to a reference one (typically created by a human)
and calculates the number of overlapping units [7]. ROUGE
is however far from ideal: Dorr, Monz, President, Schwartz,
and Zajic [8] found that the metric was sensitive to the type
of summarization. ROUGE scores also tend to be higher for
summaries that are longer or generated by using supervised
learning approaches [9].

B. Text Classification

Text classification methods include Decision Trees, Logis-
tic Regression (LR), Naive Bayes (NB) and Support Vector
Machine (SVM) [10]. NB is one of the oldest methods of
text classification, which is based on Bayes’ Theorem and
determines the probability that each document belongs to
a given class [11]. It can operate using several probability
distributions, such as the normal (Gaussian), Bernoulli and
multinomial distributions. LR is a simple but effective binary
classifier for text classification, which calculates the probabil-
ity of a document belonging to two different classes. SVM is
a supervised learning model that was also originally built as
a binary classifier, but was later extended to support multiple
classes [11]. Lastly, Decision Trees calculate the probability
of different ’children’ belonging to the ’parent’ of a tree [12].

III. METHODOLOGY

This section describes how corpora acquisition and annota-
tion were performed in our pipeline, followed by the chosen
implementation of text classification and summarization.

A. Corpora

When discussing the coronavirus pandemic, many words
such as pandemic and vaccine occur much more frequently
than in regular news articles. Thus, after careful consideration,
it was decided that new corpora should be created in order to
provide better accuracy for summarizing novel articles about
the pandemic compared to a more general news-based corpus.

For French, articles were scraped from the online version of
the newspaper Actu and L’Est Républicain. Articles were re-
trieved along with reference summaries which were extracted
from the highlights section or title of the article.

For English, articles were similarly extracted from the
online version of The Guardian. This website was chosen in
particular due to the fact that it hosts several versions of The
Guardian: A USA-based version covering news from the USA
and Canada, a UK-based version covering the British Isles, and
an Australian one covering both Australia and New Zealand.

In both cases, articles were retrieved on an extended time
frame ranging from September 2020 to March 2022.

In addition, two large corpora were selected for evaluation
of our models. The French version of the MultiLingual SUM-
marization corpus (MLSUM) [13], made up of news articles

and summaries from Le Monde, was selected for French. For
English, the CNN/Daily Mail corpus was used [14].

B. Annotation

In order to provide news articles that are relevant to readers,
the scope of the tool was limited to 4 distinct geographical
regions: France, English-speaking North America, the British
Isles, and Australia/New Zealand. To achieve this, a classifier
was implemented to determine whether or not a given news
article is relevant to a particular region. To this purpose,
annotation guidelines for tagging articles as local (relevant)
or global (irrelevant) for each region were created. The latter
category includes not only news about other countries, but also
global events, such as decisions made by the World Health
Organization.

Four annotators, labeled A, B, C and D, were selected for
the task of annotating our custom-built corpora. For each
corpus, two to three annotators tagged the entire dataset.
Articles are tagged with "local" or "global" for the Actu/L’Est
Républicain corpus, and with one of the four possible tags for
the Guardian corpus (North America, British Isles, Oceania
or Global). For each pair of annotators, the Ao, S, Scott’s
π and Cohen’s κ inter-annotator agreement coefficients were
then computed. The results are summarized in Table I.

TABLE I
INTER-ANNOTATOR AGREEMENT FOR EACH PAIR OF ANNOTATORS.

Dataset Actu Guardian L’Est Républicain
Metric A-B A-B A-C B-C A-B A-D B-D
Ao 0.995 0.987 0.917 0.913 0.966 0.976 0.978
S 0.990 0.974 0.834 0.827 0.958 0.952 0.955
π 0.956 0.961 0.761 0.747 0.949 0.879 0.888
κ 0.956 0.961 0.761 0.748 0.949 0.879 0.888

We observe high agreement between all pairs of annotators,
for all coefficients and datasets. Furthermore, we observe
the highest agreement between annotators A and B, reaching
approximately 0.95 in all situations. After careful review of the
results, we compute reference tags for our corpora by taking
the majority vote between annotators. In case of disagreement,
the priority was given to the native speaker of the language in
which the article is written.

The resulting datasets, to be used for classification training
and testing, proved to be rather imbalanced. The French
language dataset, containing articles from L’Est Républicain
and Actu, has more articles about France (58%) than about the
rest of the world (42%). The makeup of the English language
dataset (Guardian articles) is as follows: 48% about North
America, 24% about the British Isles, 16% about Oceania,
and 11% about the rest of the world.

C. Article Classification

The pre-processing of the corpus for classification begins
with noise removal (punctuation and irrelevant special charac-
ters), stopword removal, and lemmatization. Three different
methods for classification were implemented: Multinomial
Naive Bayes (MNB), Logistic Regression (LR), and Support

56Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-986-7

eKNOW 2022 : The Fourteenth International Conference on Information, Process, and Knowledge Management



Vector Machine (SVM). All three methods were used for
both binary and multi-class classification. These methods are
inherently probabilistic, so we decided to test several of them
to see which one gives the most accurate results in our case.
Two classifiers were ultimately created: one for distinguishing
between French and non-French articles, and the other one
for tagging English articles with the appropriate geographical
region as described in Section III-B.

For model-specific issues, one way to improve the per-
formance is hyper-parameter tuning, which can be done by
exhaustive search over the parameter space. MNB may ben-
efit from tuning the α parameter, which represents Laplace
smoothing, and helps tackle the issue of zero probabilities.
For the LR model, we searched for the best C parameter.
Regarding the SVM model, we tuned the C parameter as well
to find a balance between the minimum margin and accounting
for outliers in the data.

D. Summarization

Two extraction approaches for summarization were chosen:
Latent Semantic Indexing and K-means clustering on contex-
tual word embeddings.

1) Latent Semantic Indexing: Latent Semantic Indexing
(LSI) is a technique initially introduced for automatic doc-
ument classification [15] and information retrieval [16], but it
was later found to be efficient for automatic text summariza-
tion [17][18] and its evaluation [19][20]. LSI typically applies
a matrix factorization algorithm called Singular Value De-
composition (SVD) to the Term Frequency-Inverse Document
Frequency (TF-IDF) matrix of the document. Our algorithm
replicates that of Gong and Liu [17], including for sentence
selection. For each article, the optimal number of topics
ntopics was chosen by measuring Cv topic coherence [21].
We then chose ntopics = argmaxk∈J2,10K Cv(k). 2 and 10
were arbitrarily picked as initial bounds, and further analysis
would be required to determine the optimal bounds.

Sentences are then categorized by topic, and the output
summary is generated by looping through the topics and
choosing the best-scoring sentence for each topic until the
aforementioned maximum summary length of 280 characters
is reached. In practice, this length restriction allows for very
few sentences in a summary. Highly-ranked sentences are
therefore skipped in favor of lower-ranked ones if the former
would make the summary go over the character limit and the
latter would not.

We apply LSI to the TF-IDF of a list of keywords generated
by removing punctuation and stopwords from the article
and lemmatizing the remaining words. Our intent in using
keywords rather than the raw text is to eliminate noise that
could be caused by stopwords, and to apply topic modeling
only to the most important words in a document.

2) Word Embeddings and K-means Clustering: K-means
clustering is an alternative way to model topics within a
document, which has been successfully applied to text sum-
marization before [22].

Our implementation uses contextual word embeddings as
the raw input of k-means clustering, which are generated on a
sentence basis using the pre-trained models FlauBERT [23]
and CamemBERT [24] for French and RoBERTa [25] for
English. Embeddings were chosen with the intuition that they
capture semantic information. Specifically, contextual embed-
dings were used with the hope that they would perform better
than a bag-of-words model such as TF-IDF. We arbitrarily
choose nclusters = 5 for k-means clustering, and further
research is necessary to determine the optimal value.

Output scores are generated on a word basis (and not a
sentence one) by computing the cosine similarity between a
word’s embedding and the centroids of the article’s topics. For
each cluster, the top words are picked and mapped back to the
original sentence that contains them. The subsequent sentence
selection and summary building process is then the same as
for the LSI model.

Fig. 1. LSI model.

Fig. 2. K-means clustering model.

IV. EXPERIMENTAL SETUP

This section contains quantitative information about our
corpora, as well as the chosen methods of evaluation of the
article classification and summarization methods.
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A. Datasets

Our French corpus contains 787 articles from Actu and
1,803 from L’Est Républicain, adding up to a total of 2,503 ar-
ticles along with their summaries. Our English corpus contains
2,010 articles from The Guardian with summaries.

The French version of the MLSUM corpus contains over
400,000 news articles. For evaluation, we restricted ourselves
to the test set of that corpus, which contains 15,828 articles.
Similarly, a test set of 11,490 articles was selected from the
CNN/Daily Mail corpus.

B. Article Classification Evaluation

In a machine learning process, it is often insufficient to split
the dataset into training and testing subsets and assume that
the model will always perform well on unseen data. For this
reason, k-fold cross-validation was used to further evaluate the
classifier. This method divides data into a chosen number k of
sets, of which k − 1 are used for training and the remaining
one for testing. The choice of the testing set changes with each
execution. A five-fold validation on all models was run and the
values of all four metrics were collected: accuracy, precision,
recall, and F1-score. The MNB, LR and SVM models were
evaluated both before and after tuning.

C. Summarization Evaluation

To evaluate the summarization models, three different met-
rics were selected: the well-known ROUGE-L [26], as well
as the much more recent, state-of-the-art metrics BERTScore
[27] and Word Mover’s Distance (WMD) [28]. These metrics
calculate output scores via three different means: ROUGE-
L, following a surface-level approach, attempts to align se-
quences of words in the generated and reference summaries.
BERTScore evaluates texts on a deeper level by using contex-
tual BERT embeddings to compute cosine similarity between
two texts. Both of these metrics output three values per sum-
mary: precision, recall, and F1-score. Those are proportions
ranging from zero to one, where a higher score indicates higher
performance. Lastly, WMD computes a single score per sum-
mary, representing its semantic distance to the corresponding
reference summary, modeled as a transportation problem. Its
values range from 0 up to the size of the vocabulary in words,
with a lower score indicating a higher quality summary.

We compute our metrics on two different forms of our data:
• The standard score is computed on pairs consisting of

the generated summary and the reference summary.
• The keyword score is computed on pairs consisting of

stemmed, keyword-only (see III-D1) versions of the gen-
erated and reference summaries.

To our knowledge, it is not common practice for text summa-
rization models to evaluate keyword versions of summaries.
The purpose behind adding this evaluation is to reduce the risk
of score inflation due to stopword similarity. We also expect
stemming to increase the opportunity for matching word
subsequences in ROUGE-L between our generated summaries
and the reference ones, which is the same motivation that led
to the inclusion of a Porter stemmer module in the METEOR

evaluation metric [29]. We do not expect this keyword score
to be significantly different for BERTScore or WMD, as those
rely on semantics through the use of embeddings.

All summarization and evaluation experiments were per-
formed on the Grid’5000 testbed [30].

V. RESULTS

Experimental results are split into two parts: one pertaining
to article classification, and one concerning summarization.

A. Article Classification Results

Our article classification results are in Tables II and III. For
the English classifier, results are expressed in terms of macro-
averaged scores.

Even after tuning, the MNB consistently showed under-
whelming performance compared to LR and SVM. Its per-
formance was especially poor when it came to multi-class
classification: the model barely classified any samples in
the categories with lower support correctly. In contrast, LR
and SVM showed comparably adequate results. They both
performed slightly better on the French corpus; and the metrics
for the multi-class corpus came close behind. Tuning LR
and SVM using GridSearch improved their performance by
approximately 1%.

For LR, the optimal value for C appeared to be a low value
(C = 100). Lower values tend to be more fit for imbalanced
datasets as they require more regularization and more weight
to the complexity penalty to avoid overfitting. For SVM, we
found that a larger C value (C = 100), which creates a smaller-
margin hyperplane, improved the performance of our model.

B. Summarization Results

Our summarization results are shown in Tables IV and V.
We find that the LSI model outperforms the k-means

clustering implementations for all scores and all datasets
except for MLSUM. This is most noticeable for the ROUGE-
L score. On MLSUM, k-means clustering performs slightly
better depending on the chosen metric. We also observe that

TABLE II
CLASSIFICATION RESULTS FOR FRENCH.

Method Accuracy Precision Recall F1
Multinomial Naive Bayes 0.842 0.711 0.842 0.775
MNB (tuned) 0.845 0.732 0.845 0.781
Logistic Regression 0.934 0.934 0.934 0.934
LR (tuned) 0.943 0.943 0.943 0.934
Support Vector Machine 0.934 0.934 0.934 0.921
SVM (tuned) 0.943 0.943 0.943 0.934

TABLE III
CLASSIFICATION RESULTS FOR ENGLISH.

Method Accuracy Precision Recall F1
Multinomial Naive Bayes 0.610 0.505 0.610 0.505
MNB (tuned) 0.628 0.505 0.628 0.505
Logistic Regression 0.934 0.934 0.934 0.934
LR (tuned) 0.935 0.935 0.935 0.935
Support Vector Machine 0.921 0.921 0.921 0.918
SVM (tuned) 0.932 0.932 0.932 0.932
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TABLE IV
SUMMARIZATION EVALUATION FOR FRENCH (AVERAGE SCORES FOR WMD, AVERAGE F1-SCORES FOR OTHER METRICS).

Method ROUGE-L Keyword ROUGE-L BERTScore Keyword BERTScore WMD Keyword WMD
MLSUM corpus, test set (15,828 articles)

LSI 0.0652 0.0627 0.5894 0.5885 0.2517 0.2652
FlauBERT + k-means 0.0564 0.0571 0.5905 0.5909 0.2558 0.2629
CamemBERT + k-means 0.0591 0.0598 0.5907 0.5904 0.2528 0.2602

Built corpus (787 + 1,803 = 2,560 articles)
LSI 0.1536 0.1538 0.6267 0.6238 0.2355 0.1959
FlauBERT + k-means 0.1040 0.1075 0.6137 0.6134 0.2471 0.2080
CamemBERT + k-means 0.1093 0.1123 0.6153 0.6143 0.2452 0.2057

TABLE V
SUMMARIZATION EVALUATION FOR ENGLISH (AVERAGE SCORES FOR WMD, AVERAGE F1-SCORES FOR OTHER METRICS).

Method ROUGE-L Keyword ROUGE-L BERTScore Keyword BERTScore WMD Keyword WMD
CNN/Daily Mail corpus, test set (11,490 articles)

LSI 0.1207 0.1894 0.4947 0.4807 0.2178 0.1709
RoBERTa + k-means 0.0839 0.1513 0.4680 0.4640 0.2342 0.1807

Built corpus (2,010 articles)
LSI 0.0748 0.1162 0.4822 0.4663 0.2297 0.2241
RoBERTa + k-means 0.0533 0.0953 0.4702 0.4650 0.2390 0.2331

the keyword-only version of the various score is significantly
better for ROUGE-L on both English corpora and for Word
Mover’s Distance on our French corpus and on the CNN/Daily
Mail one, but that it produces either no improvement or a
regression for other metrics and corpora. Finally, we observe
that our English model performs significantly better on the
CNN/Daily Mail corpus than on our custom one, while the
opposite is true for French.

VI. DISCUSSION

Since there is no one metric that performs high and above
all the others for article classification, we focus on one metric
that we deem to be the most important. Therefore, we focus
on the F1-score. We justify this choice with our goal to
maximize the amount of true positives while minimizing the
amount of false positives and false negatives, which translates
to minimizing the misidentification of local and global articles
in the model. Given this choice, both the tuned LR and tuned
SVM methods are the best options for article classification.
In the full pipeline, the tuned LR model was chosen for the
classifier due to its slightly higher evaluation results.

In terms of summarization, we notice that LSI outperforms
k-means clustering in nearly all metrics and situations. Al-
though k-means clustering performs better with respect to
BERTScore and Word Mover’s Distance on the MLSUM
dataset, the gain is of half a percentage point or less, whereas
LSI can give a ROUGE-L score up to 5% higher on our
French corpus. LSI has therefore been chosen as the default
summarization method in the full summarization pipeline.

Our evaluation shows poor ROUGE-L scores for all datasets
and summarization methods. This is easily explainable by the
fact that ROUGE-L scores are computed on a purely surface
level; in our case, as summaries often contain one to two
sentences, it is unlikely to find large subsequences overlapping

with the reference text. This coincides with the findings in
[31], according to which ROUGE-L scores usually have very
low correlation with human judgments.

On the other hand, the BERTScore reaches acceptable levels
for English and good results for French. We observe similarly
good results for Word Mover’s Distance.

For French, the scores typically indicate a higher perfor-
mance of the models on our corpus by several percentage
points. We hypothesize that this could be due to different
writing styles in the source newspapers causing changes such
as different ratios of stopwords in both corpora. This may have
led to articles in the MLSUM corpus being more strongly
affected by the keyword scores.

For English, the opposite effect occurs: there is a significant
decrease in performance across the board when switching from
the CNN/Daily Mail corpus to our corpus. This could be due
to a number of factors, such as our corpus containing a larger
language diversity through inclusion of multiple varieties of
English, and having longer average article length.

Using the keyword score seems to make little difference
with respect to the BERTScore, which could be due to
BERTScore’s reliance on embeddings, the content of which
may be more significant for keywords. The discrepancy be-
tween ROUGE-L scores for English are harder to account for,
but may arise from a larger list of stopwords or more efficient
stemming. It is unclear why the keyword-only version of Word
Mover’s Distance is significantly lower on the CNN/Daily
Mail corpus and on our French corpus, while being nearly
unchanged for the remaining two datasets.

We would like to draw attention to two important points.
The first is that working with a maximum length of 280
characters severely restricts our models’ ability to output a
high-quality summary. When combined with the sentence
selection algorithm, which is designed to minimize the amount

59Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-986-7

eKNOW 2022 : The Fourteenth International Conference on Information, Process, and Knowledge Management



of unused characters in the output tweet, it often happens that
output summaries are not necessarily optimal with regard to
our models. This is further reinforced by the fact that our
models are extractive and typically have to work with articles
consisting of a couple dozen sentences.

The second is that while looking deeper into samples of the
generated summaries, we found that the summaries chosen
by our model often outlined the articles well and matched
a quality reference summary. For example, in the MLSUM
LSI summaries, we notice a recurring issue where we feel
that our model’s summary matches the article, but receives
a low ROUGE-L score due to a poor reference summary.
This seems inevitable when working with a corpus of this
magnitude, but it is important to note because it exhibits a
way in which the scores may not always reflect the quality of a
generated summary. To further exhibit this matter, a quick look
at the generated summaries seems to show that BERTScore
better represents the quality of our models. The following
example, drawn from Article 54 of the French MLSUM testset,
shows an instance of a quality summary given a poor score.
It demonstrates that our model is able to select high-quality
summaries, but that they will not always be evaluated as such
since some of the reference summaries are low-quality.

• Generated summary: "Douze personnes ont été abattues
vendredi 31 mai par un tireur dans un bâtiment municipal
de Virginia Beach (Etat de Virginie), station balnéaire de
la côte est américaine."
[On Friday, May 31st, twelve people were killed by
a shooter in a municipal building in Virginia Beach
(Virginia), a seaside resort on the east coast of the USA.]

• Reference summary: "Le suspect principal, un employé
des services de la ville, a tiré « à l’aveugle ». Il est lui
aussi décédé."
[The main suspect, a city worker, fired "blindly". He also
died.]

• Scores:
– ROUGE-L F1: 0.151 (standard), 0.066 (keyword)
– BERTScore F1: 0.157 (standard), 0.119 (keyword)
– WMD: 0.316 (standard), 0.348 (keyword)

To further evaluate the relevance of computed scores com-
pared to human evaluation, one would need one or several
native speakers to manually annotate each generated summary
as good or bad, and to assess how those scores relate to our
chosen metrics.

Finally, one issue that has affected all datasets is poor
summary selection, which may be due to the performance of
the summarization methods themselves.

As for the classification part of our task, we limited our-
selves to traditional, supervised methods, such as Multinomial
Naive Bayes, Support Vector Machine, and Logistic Regres-
sion. We are well aware that the state-of-art approaches now
revolve mainly around deep learning (DL). It has also been
established in scientific reviews that unsupervised models do
demonstrate superior performance: XLNet-Large and XLNet
showed consistently good classification results on multiple

’classic’ datasets, such as IMDB and Yelp reviews [32]. For
instance, for the SST-2 dataset, the best result yielded by a
traditional model (Naive Bayes) was 81.8, while the best result
yielded by a DL model (XLNet) was 97.0.

Even with the success of DL models today, there are a few
key reasons simpler statistical models were chosen. DL models
come with a handful of unique challenges that traditional
supervised models do not have. For instance, most DL models
cannot easily be interpreted, and poor interpretability makes it
difficult to pinpoint exactly why one DL model outperforms
another one [32]. Furthermore, it can be hard to decipher what
a model has learned to achieve a desirable benchmark in order
to use this insight later. Lastly, our custom corpora were not
big enough to effectively train a DL model.

VII. CONCLUSION AND FUTURE WORK

A web scraper was built and dynamic COVID-19 corpora
covering French and English news articles were created and
manually annotated for local relevance. Then, text classifica-
tion and summarization models for news articles were created.

The classifier evaluation results are satisfactory, with a
maximum F1-score of 93.4% (French corpus) and 93.5%
(English corpus) in the tuned LR and SVM models. On
the other hand, the summarization results are mixed, but we
observe satisfying accuracy, especially after accounting for the
restrictions put on the summarization model.

Lastly, a full pipeline was implemented that automatically
selects and classifies news articles pertaining to COVID-19,
summarizes them, and finally posts them to Twitter. In the fu-
ture, the overall performance and usefulness of our tool could
be improved by adding more news sources, and optimizing our
summarization models or relaxing their constraints, such as the
280 character limit. Moreover, the framework and workflow
can be easily adapted and deployed on other use-cases, such
as different news topics.

All tweets produced by our pipeline can be found
on the Newsjam Twitter account. The entirety of News-
jam’s code and results can also be found on GitHub
[https://github.com/pie3636/newsjam].
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