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Abstract—Performance analysis of resources is important part 

of process optimizing. It is useful to analyze performance 

(execution time) for particular tasks, time deviation, error rate 

and its improvement during time. It is also possible to use the 

analyzing task execution time by resource for different 

purposes. For example, it is possible to change process 

definition according to the results, make predictions using 

short-term simulation, or use it only as analysis of performance 

properties. This paper focuses on analyzing resource 

properties and then makes overview of its applications. Some 

of these methods will be evaluated on real data in 

manufacturing company. 

Keywords-resource performance analysis; business process 

simulation; business process intelligence; data mining; process 

mining; prediction; optimization; recommendation 

I.  INTRODUCTION 

Current business process management system stores a lot 
of information about processes, data flow, resources, and 
execution time. The information is very valuable and it is 
possible to use for analysis [14, 15, 16]. Related work deals 
with process model discovery [14]. Another related work 
deals with mining decision rules or organizational models of 
companies [5, 6]. There is also work based on resource 
perspectives [8, 9]. Nevertheless, resources are an important 
part of business processes. This paper deals with resource 
performance analysis and its usage. 

It is possible to analyze different performance 
perspectives. Basic properties can be execution time of task, 
its deviation, and error rate. However, other important 
properties could be analyzed – for example ability to raise 
performance during pressure or ability to quickly adapt to 
new task (set up time). However, simple look at execution 
time of task is not enough, because this execution time is not 
only based on resource productivity but also on another 
attributes. There is also an influence done by process change, 

e.g. new, faster machines or cooperation of multiple 
resources. 

The information is useful to improve our process model. 
This paper describes several approaches related to mentioned 
topic. The first application is analyzing the current resource 
performance properties and improvement over time. Then 
manager can look at these data and make some assumptions 
– better resources will get more money, better resources can 
show other resources how to perform particular task much 
better. 

Second application is about changing process definition 
according to resource properties. For example, more 
experienced resource does not need so many checkpoints as 
less experienced resource does. This can improve 
performance while technological logic process remains the 
same. 

Third application deals with process prediction. This part 
is based on short-term prediction that uses simulation model 
built semi-automatically by process mining. These 
simulation models need more information about resources, 
because performance could differ significantly between best 
and slowest worker. 

Next possible application is about allocation of resources. 
This can be static, e.g. manager can decide what resource 
should be assigned to specific task taking into account 
properties of resource. This method corresponds with second 
application – changing process definition. The other 
approach corresponds to short-term simulation and 
recommendations. System can simulate multiple scenarios of 
allocation of resources to task. 

This paper is organized as follows: second Section 
concludes related work; the third Section is about analysis of 
resource properties. Forth Section is about its application, 
fifth Section evaluates some previous methods in real 
manufactory and last Section is conclusion and future 
challenges.  

II. RELATED WORK 

An interest in process mining raised in last decade. Process 
mining is based on several perspectives. First is process 
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discovery [3, 12, 13, 14]. Process discovery is able to 
analyze process event log. Event log contains events that 
were executed during run of process. Every event 
corresponds to some task and some case. Events have also 
start and end execution time (they must be ordered at least). 
Using this information, process discovery is able to find 
process model of the task sequence (see figure 1). 
 

 
Figure 1. Process discovery [5]. It is possible to discover a process 

model from logs. The discovered process model must be able to replay most 
of log traces. 

 
Another research deals with mining decision in routing 

points (OR split) [5, 7, 14, 15]. Using case attributes, 
decision rules could be discovered as classification problem.  
 

 
Figure 2. Decision rule discovery [5]. It is possible to discover decision 

rules from log. Target attribute is class, which corresponds to next task in 
process model. 

 
Using previous methods, simulation model can be built 

[5, 7, 10, 15]. This simulation model (figure 3) can be used 
for either analysis, or short-term prediction and operational 
decision support [15]. 
 

 
Figure 3. Simulation model [5]. Classic simulation model is enhanced 

by decision rules. Decision rules can make our routing probabilities more 
precise, because they depend on case attributes. 

 
Resources are also point of interest. Mates [1] described 

Resource Dynamic Profiles, which he used for modification 
of process taking account resource attributes from their 
Dynamic Profiles. Process mining group also had some 
research in resources. For example, Song [6] discovered 
organizational model from process log. Nakatumba [8, 9] 
examined some resource properties as time availability and 
ability to increase performance when in pressure. 

Another work in Business Process Prediction was from 
Grigori [2, 16]. She used classification over all case 

attributes for business process prediction. However, that 
work did not focus much on resource. Wetzstein [4] did 
related work where bottlenecks were identified using similar 
methods (classification). That work also covered resources 
(resources could be bottlenecks too). 

Aalst [11] discovered simulation model using different 
methods (transition system), but he did not take into account 
the resource and case attributes at all. 

Related work was also done in business process 
simulations for operational decisions [5, 7, 10], or another 
methods [2, 11, 16] but only our work [15] deals directly 
with execution time of tasks ([5, 7, 10, 16] did not examined 
it at all). However, execution time of task is also dependent 
on resource performance and thus it is the goal of this paper. 

III. ANALYSING OF RESOURCE PERFORMANCE 

It is possible to analyze multiple resource properties: 

A. Execution Time Length of Task 

This property cannot be computed only by looking into 

the task execution time, because the execution time can be 

dependent on another attributes. The task with one attribute 

combination could be much easier than the same task with 

another attribute combination. For example, assume repair 

process. “Repair” is one single task, but there is difference 

between repairing of computer mouse and the notebook. 

Repairing mouse is easier task than repairing notebook in 

most cases. In classic workflow system, resource that 

repaired more mice than notebooks could be considered 

faster than resource that repaired more notebooks. However, 

this is false assumption, because second resource is maybe 

better. There can be the reason why he takes harder repairs. 

One solution could be to divide one task into several task 

that are more similar, but this may not be necessary. The 

algorithm that computes real worker productivity looks like 

that: 

 For every worker. 

 For every worker record. 

 Take worker time and predicted time (taken from 
classifier based on given attributes of record). 

 Worker productivity = record time length / classifier 
result. 

 Compute average productivity from these records. 
 

The idea of the algorithm is quite simple. Every worker 

record of executed task is compared to predictor, that is able 

to predict execution time of task based on provided record 

attributes (these attributes must not contain resource id). 

Predictor should be some classifier like Decision Tree, 

Neural Network, or K-Nearest-Neighbour (that predictor has 

good results, but it is very slow). Predictor is able to predict 

execution time of task independently of resource, so 

resource id must not be part of its input attributes. That 

means the classifier learns its predictions from all workers 

and our worker time is compared to all workers times (for 

only similar task parameters). The productivity ratio is 
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computed as worker time compared to all workers times that 

worked on task with similar attributes. 

This algorithm needs some data cleaning. First, 

execution times that deviate from average too much are not 

considered and second, if prediction of classifier is based 

only on records, that belong to the worker himself, the result 

is not taken account, because that would mean comparison 

of worker to himself. Of course, this information should be 

taken from decision tree, because decision tree should return 

final leaf, which is based on particular records, whereas 

neural network does not provide this type of information. 

B. Execution Time Variation of Task 

It is important to analyze not only the resource 

performance, but also time variation. Time variation could 

be the same important information to manager as 

performance itself. Whole planning is based mainly on 

variation. Slow resource with low variation and error rate 

could be good for planning and stable process. Fast resource 

with high performance could be used in situation, where 

time is more important than stability. 

Variation could be computed using the same method as 

performance. We will take every worker record and 

compare it to classifier that predicts variance of all workers 

according to the task attributes. 

C. Error Rate 

Error rate could be computed by looking for task 

execution that were marked as incorrect and then computed 

by the same method as two previous parameters, because 

some case attributes could lead to more errors. Error rate 

have similar usage as variance of time. It brings uncertainty 

into process that is not desired. 

D. Ability to Raise Performance in Pressure 

Nakatumba [9] described method how to compute this 

property using linear regression. We propose different 

solution. It could by usable to know performance, variability 

and error rate, when worker is in stress. Therefore, we will 

compute these parameters for records that were marked as 

high pressure. How to detect urgent records? It highly 

depends on context of business process. Usually, it is 

possible to check work queue, deadlines and available 

resources. Nevertheless, the question, if the task was in high 

pressure is beyond that paper. 

E. Resource Set up Time 

Set up time is important factor that have to be taken into 

account. When resource is changing task, its performance 

could be lower than the situation where the task is repeated. 

This can be computed in the same way as ability to raise 

performance in pressure. We have to compute performance, 

variability and error rate the same way but only for tasks, 

which were changed. If the performance (or variability and 

error rate) is significantly worse than average properties, we 

know that we have computed set up time that has to be 

taken into account in resource allocation. This could be 

useful information for resource allocation planning, because 

we can choose resources that have good set up time ability. 

F. Present, Historic and Actual properties 

Present parameters (performance, variability, error rate – 

average, in pressure, or set-up time) can be seen also in time 

plane. We consider present parameters as those, which are 

two months long. Historic parameters could be analyzed for 

several months’, long periods of time. Using this, we can 

see if the resource productivity is growing or falling. Actual 

properties are those, which are valid for example one last 

week. This reflects actual performance of resource and this 

could be useful information for prediction – see Section IV.  

G. Triage 

Triage is term from business process reengineering. It 

means dividing one task into more special tasks. Our 

analysis could be more precise for tasks, which are more 

similar (in performance). This could be done semi-

automatically (maybe fully automatically) by analysis 

techniques and manager. It is possible to use clustering 

methods to identify clusters (by execution time). If we 

found several clusters that are quite different, we can divide 

one task into that clusters (of course, only for analysis 

purpose). If those clusters are different (e.g. high distances 

between clusters) and have low variation (e.g. distances 

between items in cluster) then we could simplify the 

operation of analysis of performance (and variance), 

because we can then compute simple average of times.  

IV. GETTING USAGE INFORMATION FROM ANALYSIS 

A. Rewards and Experience 

Rewards are most obvious things when analyzing 

resource performance. It is sometimes difficult for managers 

to distinguish fast and slow resources only from simple 

analysis of execution times. Experience is also another 

valuable property of analysis, because when we found, that 

one resource has excellent performance in some 

combination of task attributes comparing to others, it could 

mean, he has a special approach that could improve 

performance to others. Similar method was described in [4]. 

B. Modification of Process Model 

In some cases, it is useful to change process definition in 

runtime in order to adapt particular worker. This can be 

done by adding special rules using resource dynamic 

properties or switching variants of process based on results 

of previous observations. Monitoring and analyzing 

behavior of resources and products is one the most 

important source of process improvement. 

C. Prediction Based on Simulation 

Our previous work [15] proposed a method for 

operational predictions. These predictions were based on 

simulation model enhanced of process mining. For example, 

decision rules were discovered and execution time of tasks 
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was predicted based on task attributes and particular 

resource. Using that (and process model, of course), the 

method is able to predict business process using simulation. 

Quality of this depends on predictability of process itself, 

complexity (complex process model full of communication 

with web services can be barely predicted) and quality of 

data. Nevertheless, our experience on data has shown, that 

this type of prediction could be usable is our manufacture. 

What is the influence of resources and their attributes in 

this method? Significant, some tasks are heavily depended 

on resource that executes it. Predicted execution time could 

vary between two different resources (one slow, one fast). 

There are two basic approaches for this problem: 

 Integration with classifier (predictor), 

 post modification after prediction, 

 prediction with resource attribute, 

 prediction without resource attribute. 
 

1) Integration with Classifier 

First method is based on integration with instance 

classifier. Instance classifier is classifier that does not return 

final decision (in our case – time or variation) but rather set 

of examples that are near to current record we are 

predicting. This means we need to return set of records with 

similar attributes. It could be accomplished by several 

algorithms, for example K-Nearest-Neighbour, or 

Regression Tree (or Regression Tree Forest). Note that these 

classifiers must not contain resource as input attribute. In 

normal situation, result will be computed by simple average 

of results. However, this is not our case. There are several 

reasons for that. 

First, we want to include both results from our resource 

and other resources. Second, people tend to change their 

performance over time, so later records are more important 

and third is almost the same as second, task performance 

could change over time due to some another reasons (better 

machines, ..) , so later records are twice more important. 

Also, if we are predicting task that is changed for resource 

(set up time), or resource is in stress (long working queue), 

we could give more weight to records, that are also changed 

or in hurry (and opposite – lower, if this is not the case). 

Result average and variance could be computed by 

weighting records. 

How to compute these weights? It strongly depends on 

data. Sometimes, newer records are not such important as 

older records (resource improvement is not so important – 

for example some easy monotone work). We do not know 

how to set those weights, our experiments shows that those 

numbers ranges from 1.0 to 3.0 (another resource vs. this 

resource, old record vs. new record, etc.). These weights 

must be set manually in experiments. Of course, we can use 

some automatic optimization like evolutionary algorithm. 

Nevertheless, this is beyond this paper.  

2) Post modification After Prediction 

Previous method will work well for instance based 

classifier. However, there are situation, where instance 

based classification is not available – a lot of historic data 

that cannot be stored or another reason like performance. 

Some classifiers can learn from stream of data that are then 

forgotten. In that situation, we need to use post modification 

after prediction. Predictions have to be made without 

resource attribute. If it is, we do not have to modify its 

result. 

Post modification is made by applying resource 

attributes (performance, variation) to classification result by 

multiplying it. Performance and variation of resource 

attributes is number about 1.0 that says how much better (or 

worse) resource is compare to other resources. Performance 

0.5 means, that resource is two times faster than average 

resource. We deal with variation in the same way. Low 

variation means, that resource performance is stable, while 

high variation means unstable performance results. 

3) Prediction With Resource Attribute 

We could build predictor using resource attribute. There 

are two types of predictor: One returns set of instance 

records, second do not. The result of first one could be 

accomplished by similar method by weighting results of 

returned records. Second, one is final prediction and does 

not need any post modification. This approach has several 

limitations. These limitations depend on classifier we are 

using. In Regression tree, the result is based only on results 

by one resource (there is a way from root to leaf using 

resource attribute, so leaf will cover only records belongs to 

this resource), which could be not enough. There can be lot 

of experience in another record especially when there are 

many combinations of attributes and we do not have so 

many records for the same attributes. Note that in our case 

study, execution time varies even for the same attributes, if 

we want most probable result and variability, we should 

need much more than ten records (30-50 could be enough). 

4) Prediction Without Resource Attribute 

If work does not depend on resource, we can use simply 

prediction without resource attribute. This could be case for 

some workplaces with machines that are little dependent on 

resource. For this purposes, it could be easier to omit 

resource attribute at all. 

D. Allocation of Resources 

Based on simulation described in previous Section, we 

can predict future state of process. However, not only 

predict, we can also recommend some allocation rules. 

System knows (by analyzing resource performance) who is 

suitable for what work. Thus, there is space for system 

recommendation of resources allocation. For example, there 

are two work queues, one long queue with many same tasks 

and another with different tasks. We could choose resource 

that performs well in set-up time attribute. System can 

simulate those situations by using previous method and 

compare results, than recommend several good decisions. 

Static (long-term) allocation is also available.  
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V. EVALUATION 

We have tested some methods in real manufacturing 

company. This company produces doors. Company has 

multimple workplaces. These are machine workplaces or 

manual worklpaces. Execution time of one task (one door) 

varies too high. But it is dependent on attributes – door 

parameters (size, weight, material, type…) and also resource 

who serves the task. These attributes were all categorical. 

Yes, some of them were numeric (size, weight), but they 

were treated as categorical, because these parameters were 

standardized by company to only few values. Target 

attribute for prediction was execution length of task. There 

were about 19 attributes and hundered thousands of records 

(for one workplace). On these records, previous method 

were tested. 

First, we have tried to make deeper analysis of workers 

performance and we have discovered that our analysis was 

closer (by opinion of manager) to real performance than 

simple average of execution times for particular tasks. 

Unfortunately, validation of this method cannot be made, 

because no one knows the real right result, but we believe 

that it is more precise than simple average of execution 

times of task. 

Second test was more interesting. We have tested four 

methods from previous Section about simulation: 

 Integration with classifier (predictor), 

 post modification after prediction, 

 prediction with resource attribute (classifier returned 
only rows that belong to one resource), 

 prediction without resource attributes. 
We have made some tests (figure 4) on workplaces 

divided into two sets – machine workplaces that are not so 

dependent on resource performance and hand workplaces, 

which are more dependent on performance. Result was 

computed as follows: prediction was compared to most 

simple predictor that supposes always-average value of task 

execution time for all records. So: 

 

Mean diff   = ∑│mean – real value│ 

Predictor diff = ∑│predicted value – real value│ 

Ratio   = Predictor diff / Mean diff 

Final score  = 1 - Ratio 

 

Mean and Predictor difference is computed as sum of 

differences over all tested examples. Mean difference is 

absolute value of mean and real value and Predictor 

difference is computed from predicted value and real value. 

Ratio equals ratio of predictor difference and mean 

difference. We turned over the Ratio, because it is more 

natural to see the better results as higher.  

We can see (figure 4) that first method (integration with 

classifier) was best, as it was supposed. It has to be better 

than second method (post modification) because it takes 

account more deeper dependences (performance of resource 

is not so precise, because it is overall performance for task 

and resource could handle some task attributes better than 

other). Prediction without resource attribute worked well for 

machine workplace, because this workplace is not so much 

dependent on resource, but it did not work sufficient for 

hand workplace. Post modification after prediction is still 

best choice for resource-dependent workplaces if there is no 

historic data available and we have only predictor (neural 

network, regression tree with no leaf data, but only mean 

and variance information). 

Triage (division of task into several tasks by clustering) 

was not tested, because there were about 18 attributes (high 

space dimension), high variance of execution time and one 

big cluster with hundreds thousands of overlapping records. 

 

 
Figure 4. Experiment results of four method described in Section four. 

We tested two types of workplaces, machine, that are not so dependent on 
resource and hand workplace, which is heavily dependent of resource. 
 

VI. CONCLUSION 

The paper has been focused on internal context analysis, 

especially on resource performance analysis. Many different 

approaches were discussed. The analysis of internal context, 

especially combination task and resources, is very important 

for improving performance of process and it can be used for 

purposes presented in paper. Evaluation of methods were 

tested on data covered several million records.  

Our future goal is adapting planning algorithms in such 

way they could increase the planning flexibility and 

precision, which is very important for logistics purposes, 

and current planning algorithms do not take so much 

individuality of product and resource into account. Other 

goal that has already almost been accomplished is to provide 

benchmarking methods for comparing performance of 

workers in company, because using only standards do not 

reflect individuality of particular tasks. Application of 

results of the benchmarking can improve overall 

performance of the process. The paper also describes 

suitability of particular data mining algorithm for area of 

research and evaluating it on real data created by 

manufactory. 
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