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Abstract— SLA monitoring and enforcement ensure service 

dependability. In an ever challenging market, service providers 

strive to compete in the IT business by offering new innovative 

services. Fast to market and reliable Quality of Service goes 

hand in hand in determining the market leader. To address 

these challenges, a flexible and comprehensive tool is required 

to automate the provisioning of SLA and Service Level 

Management processes. Based on our investigation there is no 

single framework, which is flexible enough to orchestrate SLA 

provisioning for multiple services. To address this problem, we 

first describe the SLA object concepts and redefine the SLA 

management processes. It introduces an extended WSLA 

model and tiering mechanism, to promote modularity and 

reusability of the SLA model. We propose to model the SLA 

management process using the Business Process Management 

Notation to simplify and reduce the planning, design, and 

implementation effort in defining the SLA offerings. Both of 

these models act as guidelines to attain a generic SLA 

framework towards any service adaptation. 

Keywords-Service Level Agreement; Service Level 

Management; WSLA; Business Process Management;  

Dependable Service 

I.  INTRODUCTION 

Service is a means of delivering value or functions, 
which the provider offers, to the subscribers. Business 
applications, software functions and infrastructural services 
are some examples.  Subscribers require a certain level of 
service delivery guarantee and the Provider needs to ensure 
the dependability aspect of service fulfilment. In IT Service 
Management (ITSM), Service Level Agreement (SLA) 
provides a well-known standard in ensuring service delivery 
guarantee. The SLA captures the requirements and 
expectations of service guarantee where both parties agree. 
The SLA contract formalizes the requirements of; and not 
limited to Quality of Service (QoS) parameters; 
responsibilities of both parties; warranties or actions to be 
taken; compensations; guarantee coverage and service 
limitations or exclusion clauses [1].   

Service Level Management (SLM) is  a discipline of 
proactive methodology and procedures used to ensure 
adequate levels of service are delivered in accordance with 
business priorities at an acceptable cost [2]. Most SLA 
management strategy considers two common phases; (1) the 
negotiation of the contract – the formalisation of objectives, 

action guarantee and violations and (2) the monitoring of its 
fulfilment in real-time –the proof of service delivery [3].  

In this paper, we analyse several prominent research 
works in the areas of service delivery governance from the 
provider’s perspective.  We conclude that 1) Most SLA 
frameworks implement on a specific service or specific 
service domain. Interpretation of QoS attributes such as 
availability, reliability, or performance is unique to the 
service domain. For example, storage availability versus web 
services availability differs greatly. It affects the way the 
SLA is calculated and action logic to perform. To adapt the 
same framework for new implementation would be 
impossible. 2) The SLA implementation is embedded within  
service infrastructure - For example, the SLA rules or logics 
are buried implicitly in the application code [4]. It would be 
impossible to utilize the same framework for new 
implementation. 3) The dynamics of SLM - Not all of the 
process activities e.g., SLA negotiation, template definition 
and compensation to name a few, are required in order to 
deliver service level guarantees. Each research project 
usually defines a fix set of SLM process while in actual 
implementation, not all of the processes are required. To 
adapt the same predefined sets of SLA management process 
for another service is unsuitable. 

There are four main contributions of this paper. 1) A 
survey of multiple SLA research projects, which deduced the 
importance of SLA concepts, objects and SLM, processes 
surrounding the SLA management and the governance of 
service delivery guarantees. 2) A proposed new form of SLA 
and SLM process meta-model to illustrate the interactions 
and usage of SLA data objects with the SLM process 
activities. 3) An extension of existing Web Service Level 
Agreement (WSLA) model to support additional SLM 
processes that enable the separation of the SLA service 
information, the logics within the SLA, the implementation 
to enforce the SLA and runtime information of the model. 
Lastly, 4) an introduction of a modelling technique using 
Business Process Management to model the SLM process. 

This paper is organized as follows. Section II summarizes 

the SLM processes. Section III, discusses the requirements 

and analysis towards the importance of generic SLA 

framework.  Section IV, presents related works, Section V, 

discusses the SLA concepts and SLM meta-model. Section 

VI and VII describes the SLA Object and Process Model 

respectively. We conclude our work in the last section. 
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II. STATE OF THE ART SERVICE LEVEL MANAGEMENT 

SURVEY 

In order to define a generic SLM framework for service 
delivery guarantee, it is imperative to deduce and capture 
important phases and process activities of SLM. Here, we 
present our survey derived from multiple related SLA 
management research works. The investigation consists of 
24 SLA projects survey by the EU commission, 2 known 
SLA frameworks; WSLA & WS-Agreement, 2 ITSM 
standards; ITILv3 and CoBiT Delivery & Support, 10 
individual SLA projects and 3 related SLA products in order 
to broaden our investigation and the applicability of SLM. 
Full reference list for each process activity is in TABLE I. 
We identified and generalized the process activities, which 
from our point of view, is adequately generic and sufficient 
for any service adaptation. 

There are 4 main stages in the SLM lifecycle; 1) 
Requirement Specification – the requirement stage for 
service and SLA input; 2) Instantiation and Management –
negotiation of SLA and instantiation of service and SLA; 3) 
Enforcement – to monitor and assure QoS during service 
runtime; and 4) Conclusion –handles the closure of service 
and any reimbursement of credits due to breaches in the SLA 
contract. There are similar works in defining these stages. In 
[5] defines the 5 stages while [6] shows 4 stages where these 
stages are categorized by its processes.  

A. Requirement Specification Stage 

1) SLA Template Definition - is the process of 

requirement capturing of the SLA contract where Service 

Level Objective (SLO), guaranteed state, compensation, 

exclusion clauses of service are defined. In ITSM practices, 

it includes the requirements of Operating Level Agreement 

(OLA), defining the service support organization structure, 

support contract and Underpinning Contract (UC) [7]. 

Output of this activity is to translate the SLA document into 

a machine readable format e.g., XML, ontology or rules.  

B. Instantiation & Management Stage  

Here we define 4 processes:- 

1)  Service & SLA Offering– is the process which 

advertise the service e.g., Virtual Server; CPU core, 

memory, etc; and the service SLA attributes e.g., QoS, 

performance, availability or exclusion clauses prior to the 

service subscription process. 

2) Negotiation - handles the negotiation process of SLA 

requirements between the provider (a system providing the 

service) and subscriber (a system or customer). The 

negotiation parameter is usually limited to the qualities, 

which the provider is able to satisfy. The output of this 

activity is an agreed SLA by both parties. 

3) Mapping and translation – In an SLO, the service 

parameters to be guaranteed can be in high level description, 

which is close to business or application requirement 

language. This process bridges the gap between both. The 

process translates the high-level metrics i.e., application 

response time and maps it to the low-level resource 

parameter; i.e., transaction per-second, 

transaction response time, etc. Translation 

includes  both functional requirements e.g., performance, 

capacity and non-functional requirements e.g., availability, 

redundancy, security to be translated and mapped. 

4) Service Provisioning – creates the actual service 

instance and SLA in an enforced state. 

C. Enforcement Stage 

Enforcement is the most important stage to ensure 
service delivery guarantee and service dependability during 
service runtime [5][8][9]. There are 5 important processes:- 

1)  Monitoring - obtains the infrastructure or application 

performance metrics which acts as input for the SLA’s 

violation detection process. 

2) Violation detection  –monitors reactively the SLO 

parameters for any potential violation breach. 

3) Violation prevention – to detect a violation before it 

occurs where a proactive or predictive mechanism might be 

use. 

4) Violation corrective action– corrective action which 

is triggered by a violation detection or violation prevention 

process in order to repair or reduce the onset of the 

violation.  

5) Violation Escalation  – to escalate error, fault or 

failure information to system administrator where manual 

corrective actions  can be executed. 

D.  Conclusion Stage 

This stage consists of 5 main processes:- 

1) Termination of service & SLA – handles the 1) proper 

closure due to an end of subscription; or 2) termination of 

service caused by a breach in the service contract. 

2) Accounting & Billing – handles the charging 

mechanism to the subscriber.  

3) Resolution – to provide remedial action or 

compensation of breached SLA to the subscriber. 

4) SLA template archiving – to store previous SLA 

documents and its related information for future references. 

5) SLA Review – continous review of SLA and its 

performance for manual SLA management as defined in 

ITIL v3 [7] and CoBiT [10]. 
We have listed out necessary SLM processes, which are 

deem important for the adaptation of our generic SLM 
framework. We however, did not list out other processes, 
which are too unique for a specific service implementation or 
explain further the derivatives of each process i.e., 
monitoring; dynamic monitoring, scalable monitoring or 
negotiation; re-negotiation or auto-negotiation processes [8].   

III. AN ANALYSIS TOWARDS A GENERIC SLA FRAMEWORK 

To justify our argument in requiring a generic SLA 

framework, we provide concrete analysis in the next few 

sections which discusses the dynamics of the SLM 
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management processes, SLA offering and deployment 

variations. 

A. The Variation and Dynamics of the SLM  Process 

TABLE I. VARIATION OF SLM PROCESSES IN SLA IMPLEMENTATION 
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 [8] [11] [5] [10] [7] [12] [13] [4] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] 

Templ. Def. X X X X X X X X X X X    X X   

Offering           X        

Negotiation X  X X X  X   X X X X X X    

Map & Trans  X        X X   X      

Serv. Provision X X X X X   X  X X  X X X    

Monitoring X X X X X X X X X X X X X X X X X X 

Vio. Detection X  X   X  X  X   X X  X X X 

Vio. Prevention X           X       

Vio. Corrective   X  X   X    X   X X  X X X 

Vio. Escalation    X X         X   X X 

Termination   X                

Acc. & Billing X                  

Resolution X             X     

Archiving           X        

Review     X X              

 
From the investigation done on the SLM management 

activities in Section II, we created a comparison matrix 
TABLE I, to show the variation of management process 
implemented in each project. For each project, we marked 
the processes that are being adapted. We concluded that not 
all of the process or activities are compulsory. For example, 
negotiation, mapping and translation, accounting, billing, 
resolution and compensation are some of the optional 
components. While SLA template definition, monitoring and 
violation detection can be considered as the core must-have 
component by deducing the total number of adaptation of the 
processes. 

B. Types of SLA Offering 

SLA offering is a service delivery guarantee commitment 
that the provider is willing to offer to the subscriber. The 
process takes place before service is instantiated. The design 
of the SLA offering is based on pricing strategy, customer 
segmentation profiling or other business factors. We 
conclude there are 4 types of SLA offering categories, which 
can affect overall implementation of the SLM process. 

1) Common to all and 2) Template based SLA; are 

widely used type of SLA contracts. Both types are 

considered as a non-negotiable contract, whereas the SLA 

for a particular service is fixed and applies to all or a 

particular segments of users. When the SLA breached, the 

provider will compensate by providing service credits into 

the customer’s account or provides other forms of remedial 

compensation [24]. This type of SLA does not require any 

negotiation process or mapping and translation of 

monitoring metrics as the service delivery is static i.e., non-

negotiable service guarantees are common to all users. It 

may however focus on violation prevention or self-healing 

capabilities in order to reduce the violation-breached effects. 
3) Negotiable template based SLAs and 4) custom based 

SLAs provide flexibility to the subscriber to tune the 
requirements to match the intended workload. Requirements 
example are cost, pricing, performance, availability or other 
attributes [16][17]. Both SLA categories require a  
negotiation process or its derivatives e.g., auto-renegotiation 
[18], dynamic negotiation [19][20] or negotiation across 
multiple service layers [15] i.e., between subscribers and 
service providers or between service providers and another 
service provider in a multi-level service deployment setup.  It 
may require mapping and translation of high level metrics to 
low level metric [18][15] as the definition of SLA 
requirements are open for interpretation. 

C. Service Deployment Variation; IaaS as a Case Study 

IaaS provides infrastructural services such as compute, 
storage and network. Each IaaS Infrastructure deployment is 
unique and the deployment depends on the service functional 
requirements, cost, hardware, software or technology 
choices. It makes monitoring efforts; the core component of 
SLA system variable. We illustrate the complexity of IaaS 
deployment in TABLE II, which shows possible 
combinations of storage technology, transport, medium and 
backend options to host VM’s virtual disk where multiple 
combinations can be constructed for a single deployment.   

TABLE II. VIRTUAL MACHINE’S STORAGE DEPLOYMENT VARIATION 

Disk 
Storage 

Transport 

Storage 

medium 

Storage 

backend 

File 

qcow2, 

raw, 
vmdk 

Local Local Local Disk 

Over network 

NFS, OCFS, 

GFS 
JBOD, SAN 

CephFS,Gluster Distributed 
Storage 

Block 

 

Over network CEPH RBD 

Local LVM 
JBOD, SAN 

Over network iSCSI, AoE, FC 

 

We further emphasize the complexity with the example 
of a virtual disk deployment variation in Figure 1, where a 
VM can run in shared storage in setup A  or local storage in 
setup B. Both setups require the VM Availability SLA 
parameter to be guaranteed but with different metrics to 
monitor in Setup A; needs to monitor host, switches, NFS 
storage as compared to Setup B, which runs on a local disk.  

           
Figure 1. Deployment variation to host VM’s Virtual Disk 

NETWORK 
SWITCH

NFS Storage

LOCAL 
STORAGE

HOST NIC

VM 
AVAILABILITY

Setup A Setup B

HOST

Host avail

Host NIC up/down

Switch perf & avail

Storage avail
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The deployment setup will dictate the choice of 
performance metrics to be monitored and available 
corrective actions to be used. This will influence the SLA’s 
violation detection, violation prevention, and violation 
corrective action components. In short, the service 
deployment will dictate the SLA enforcement process 
activities. 

IaaS provides a good case study with multiple service 
types and multiple service deployment scenarios in order to 
test the concept of generic, flexible and compose-able SLA 
orchestrator framework. 

Our investigation shows that SLM activities or processes 
are neither static nor absolute. It depends on multiple factors 
such as SLA offering types, business requirements or certain 
technical difficulties, which makes it harder to implement 
some of the components. A generic and flexible framework 
is needed in order to orchestrate the SLA offering by 
implementing all, or certain of the components towards 
service levels guarantee delivery. 

IV. RELATED WORK 

Here, we describe two aspects of related work, the 

modelling of SLA and the modelling of SLM activities. 

A. Data Modelling 

WSLA is a framework which specifies SLAs for Web-
Services implementation [25].  WS-Agreement – an OGF 
standard for the creation and specification of SLA [13]. 
SLAng model is the SLA for a spectrum of Internet Services 
and provides its own internal language specification [26] and 
lastly, a generic SLA semantic model for e-business 
outsourcing contract is taken as part of the survey [12]. All 
the above projects use UML and Object Constraint Logic 
(OCL) to model the SLA objects and its relationships and 
present it into  XML schema format. In our view, this is the 
most suitable representation of SLA document.  

Paschke, Dietrich & Kuhla [4], captures selected portion 
of the SLA agreement using rules and logical based 
Knowledge Representation concepts. Rules can be used in 
the function to evaluate conditions or violations in the 
expression for Action Guarantee.  From our investigation, 
rule based only represents a portion of the SLA information. 
Service information relationships, between objects or 
descriptive information of the SLAs rely on other forms of 
representation. 

Ontology based SLA model is another form of 
representation [14] . It captures business service performance 
requirements key indicators such as KPI (Key Performance 
Indicator and QKI (Quality Key Indicators) to define the 
SLA parameter. In our view, to support modularity and 
multiple service adaptation, domain specific knowledge 
should not be modelled within the same model. This hinders 
the generality of service implementation. For example, 
“availability” for software and hardware is defined 
differently.   

Based on our literature review, we believe it is most 
suitable to use the UML object diagram and OCL to 
represent the SLA model.  UML diagrams are a well-
accepted software analysis and design tool. It is simple and 

captures a high level of information of the overall SLA 
document. It is sufficient to represent concepts and 
relationship information such as cardinality, aggregation and 
inheritance of those concepts.   

B. SLM Modelling 

There are several projects, which try to model the process 
flow of SLM using business process modelling. Correia & 
Abreu [27] proposed, a Model Driven Engineering (MDE) 
approach in modelling SLM activities for IT service SLA 
specification and processes.  It uses the BPMN notation to 
create a process meta-model.  

Corriea & Amaral [28] proposed a domain specific SLA 
Language Specification and Monitoring (SLALOM). It 
focuses on mapping of SLA to BPM notation for SLA 
implementation on ITIL standards. ServiceNow [23], an 
enterprise monitoring tool, uses a simplified form of BPMN 
notation for designing escalation, notification to user and 
scripting to automate tasks.  

These are among several projects, which have the same 
SLM modelling objectives as ours. It provides an insight on 
the application and applicability of process modelling in the 
SLA management domain.  

V. SLA OBJECT & SLM PROCESS META MODEL 

In this section, we present our deduction of SLA & SLM 
meta-models. We map each of SLA objects with the 
processes and activities of SLM to show its interactions. 
Figure 2 identifies the SLA data object or concept; presented 
in rectangular and functional process; represented in rounded 
rectangular. We show that, 1) compulsory; denoted as (C) – 
a must have activity or SLA object 2) optional; denoted as 
(O) - categorized as supporting activities or objects where 
the provider may adapt or drop. 

Our SLA model extends the WSLA with additional 
concepts denoted as (N). In the existing WSLA model, there 
is no process, which uses the exclusion and coverage 
clauses. Both of these are being utilized by the resolution 
process.  Pricing Information object provides information to 
calculate billing and accounting. We included the violation 
and service action repair object to support the violation 
detection, prevention, corrective action processes.   

In the implementation of the SLA system, it is common 
to combine the business process flow, business logic and 
data model in single implementation. For example, the SLA 
contract rules are buried implicitly in the application code 
[4]. It is therefore hard to maintain the SLA when a new 
requirement is introduced and may require extensive re-
implementation efforts. We opted the concept of addressing 
system complexity [29] by adapting common techniques 
such as abstraction and modularity. 

VI. SLA DOCUMENT – DATA MODELLING 

SLA modelling is the process of synthesizing information 
within the SLA document and translates it into a model for 
the consumption of Information Systems. From a high-level 
perspective, modelling captures the service definition, 
objectives and guaranteed actions.  
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To model the SLA document requires domain experts in 
depth understanding of the ITSM practices. Thus instead of 
creating a new model, we opted an existing one. We chose 
an SLA model that is generic enough to be able to describe 
multiple services implementation and a model that is non-
specific to any service implementation. We opted the WSLA 
as our case study. 

The WSLA describe an SLA framework for web-service 
implementation. It is generic enough to be adapted by 
multiple service categories, such as service management, 
networks or business application. The data model captures 
the crucial attributes, which is used to measure and monitor 
the QoS parameters, violation detection, repair actions 
logics, and escalation mechanism to authorized parties [25]. 
The WSLA framework provides a layout of a SLA document 
schema and provides multiple custom type object definitions. 
The WSLA consists of 3 major parts: 1) Service Definition – 
captures the service definition, the SLA parameter to 
guarantee and metrics to monitor 2) Obligation – captures 
the SLO and action guarantees towards the state or the 
violation, and 3) Parties involved - between the signatory or 
supporting party that supports SLM. 

To use and implement the WSLA introduces a new set 

of challenges in the creation, modification and management 

of the SLA template. WSLA does not separate the 1) service 

objects definition description and relationship; with 2) 

rules, logics and algorithm and 3) runtime and 

implementation information. Thus, the reusability – using 

the parts-of the SLA model and portability – to be able to 

export or import parts-of the SLA model is not possible. For 

example, in WSLA SLAParameter it captures the “how to 

measure”, “how to aggregate” into a compositeMetrics and 

includes, which “party” is responsible to provide the metric 

value. From our point of view, this information is only 

unique for a particular service implementation and mixing 

the modelling information with the implementation 

information will hinder reusability & portability. 

Based on these challenges we segmentize the SLA model 
and decouple with clear natural separation boundary by 
adapting the Separation of Concern, a design technique to 
achieve modularity as being implemented in [4][15][16][30]. 
Modularity promotes reusability and portability parts-of the 
SLA model i.e., by allowing the provider to reuse or imports 
parts of the SLA model for new service implementation. 
This is to satisfy and support multiple implementation of the 
service based on the challenges defined in Section I. 

We suggest 4 separations of the SLA model:- 

1) WHAT-IS the SLA-Model (SLA-M) – information 

about the ServiceDefinition, ServiceObject, 

SLAParameter and its relationship; 
2)   WHAT-IF the SLA-Logics (SLA-L) – the logics and 

rules of SLO, actionGuarantee, and monitoring 

calculation. It may consist of measurementDirectives 
expression which calculates composite metrics i.e., high-
level metrics such as availability may consist of multiple 
low-level metrics aggregation. Both can be defined using a 

combination of function and expression;   
  3)  HOW-TO the SLA Implementation (SLA-I) – the 
service implementation information such as Obligation-

action, monitoring GET metricURI endpoints, action SET 

actionURI endpoints together with;  
  4)   THE RUNTIME (SLA-R) - the SLA information, 
which is populated during service and SLA runtime. For 
example, signatory parties information, and possibly the QoS 
parameters. 

The SLA-M can be considered as a SLA service 
catalogue, which defines (ServiceDefinition) and 

quality attributes to guarantee (serviceObjects) and SLA 

Parameter to monitor (SLAParameter) the provider 
guarantees. It is considered as a non-volatile SLA data model 
where it is rarely changed unless the provider can guarantee 

a new serviceObject. We explain further based on, 

extends the SLA-M ServiceObject type. 

ServiceDefinition is a Virtual Machine service, 

Provides input to
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Verify againts
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Figure 2. SLA Objects and SLM Process Meta-model 
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where the serviceObjects may consist of 
VMAvailability, VMBootTime and VMNetworkPerformance. 

For each of the ServiceObject, the provider has agreed 
to guarantee these qualities.  By guarantying these qualities, 
we assume the providers have tested, able to collect the 
monitoring metrics and probably have a corrective action 
plan in hand to maintain the SLA for these qualities. If new 

ServiceObject is introduced, then a new sets of 

SLAParameter, metrics, SLO and 

ActionGuarantee needs to be laid out. 

TABLE III. TIERING WSLA EXAMPLE 

Type WSLA  Elements Examples 

SLA-R ServiceProvider 

Name 

Role 

Contact 

Action 

 

MIMOS cloud service 

Provider 

Kuala Lumpur, MY 

n/a 

SLA-D ServiceDefinition 

Name 

Description 

 

Virtual Machine Service 

Virtualize infrastructure 

SLA-D ServiceObject 

Name 

Desc 

Schedule 

Trigger 

Constant 

 

VMAvailability 

Virtualization Availability 

24X7 Coverage 

On Service Hooks 

99.99% 

SLA-D SLAParameter 

Name 

Unit 

Type 

Category 

 

VMAvailabilityUptimeRatio 

% 

FLOAT 

Availability 

SLA-I Metric 1 

Name/Type/Unit/Func

tion 

 

VMStatus  /  INT  /  Boolean  /N/A 

SLA-I 

 

SLA-L 

Metric 2 

Name/Type/Unit/ 

Function 

 

VMUptimeRatio  /  LONG  /  %  / 

If(VMStatus==0) Then VMUptimeRatio-1%  

SLA-R 

 

 

 

 

 

SLA-L 

SLO 

Name 

ValidityStart 

ValidityEnd 

Expression 

 

VMUptimeSLO 

01:01:00 2014/06/01 

When Subscription Ends 

PREDICATE= GREATERTHAN 

SLAParameter >Name = 

VMAvailabilityUptimeRatio, Value=0.95 

 
The SLA-I is the require information in the 

implementation phases. For example, GET – to fetch the 
monitoring data information or service status, and SET – to  
react based on the violation status. All of the above depends 
on the deployment setup landscape. This information is 
rarely changed unless the same SLA-I model is applied to 
another service deployment setup. The SLA-I captures time 

or interval information such as schedule starts and stops, 

period e.g., “SLO is valid only on working days”, 

interval of monitoring data to be fetch or send 
notification response in intervals.   

The SLA-L captures the rules, and logic. In WSLA, it 

can be in a form of evaluation expression or function 

in SLO, or ActionGuarantee e.g., “live migrate the VM if 
underlying HW components fail”. A sample SLA-L is SLO 
expression, for example VMAvailabilityUptimeRatio >= 
0.95 as depicted in table above.  SLA-L can be depicted in 2 
forms; 1) monitoring logics or violation detection; 2) 
violation prevention or violation correction action logic. The 
logic can change depending on the requirements, towards the 
service. For example, changing how the availability formula 
calculation or modify the action to perform once a violation 
is detected will affect the SLA-L. 

SLA-R is the SLA runtime information during 
instantiation and enforcement stages. It records information 
captured during SLA instantiation and the enforcement 
lifecycle. In Negotiation process such as contractual 
information; parties involves in the SLA agreement, 
agreement date, and agreement validity period are captured 
into the SLA-R. 

VII. SERVICE LEVEL MANAGEMENT – PROCESS 

MODELLING 

Business Process Management (BPM) transforms real 
world business processes into a process model 
representation. Several standards are available, for example 
BPMN, EEML, Flowchart, BPEL and IDEF3. Business 
Process Model & Notation (BPMN) is one of the most 
widely accepted process modelling standards. It creates a 
standardized bridge between business process design and 
process implementation. To design a process, Business 
Process Diagram (BPD) provides a flowcharting technique to 
create graphical models of the process called workflow. The 
same workflow, with enough customization and coding, can 
be executed by any BPM System (BPMS) e.g., Activiti, 
Bonita, jBPM. Thus, it reduces the gap between analysis, 
design and implementation of the system. 

Due to the nature of dynamics of SLM process varieties, 
we need an approach, which could address the design, 
analysis and implementation challenges. We propose to use 
BPMN, and utilize the BPD to model the SLM. To model, 
we need to identify the SLA concept, process flow and 
interactions of system component, required state, triggering 
events etc. It will act as a guideline for implementing the 
SLM into BPMN. 

In delivering the SLA, SLM activities manage the SLA 
states throughout creation, instantiation, enforcement and 
termination. The provider needs to orchestrate the SLM 
activities. Here, we try to explain those processes and see its 
applicability throughout the state of service and SLA 
(TABLE IV). 

 t1 t2 t3 t4 t5 t6 

Service State  Instantiation Runtime Terminate 

Service Activities   Service Offering  Service deployment   Service termination 

SLA & SLM 

State  

SLA, SLM 

creation 

SLM Instantiation  SLA  Instantiation SLA enforced SLA & WF SLM 

terminated, SLA Archiving 

SLM Activities Template 

definition 

 SLA Negotiation process SLA Deployment, 

Mapping & Translation 

Evaluation & Enforcement, 

monitoring 

Conclusion - Accounting, 

Settlement/Penalties/reward 

T-WSLA State Define SLA-

D, SLA-I and 

SLA-L  

Display the SLA-M info to the 

customer; Service Definition, 

SLAParameter and exclusion. 

Capture the SLA-R 

Signatory information 

between parties 

 The SLA-L and SLA-I will 

be used throughout the 

service runtime state 

 

TABLE IV. SLA, SLM, SERVICE AND T-WSLA STATE AND ACTIVITIES 
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TABLE V. CONCEPTUAL MAPPING OF SLA TO BPMN NOTATION  

 

At t0, the assumption is made that the service is ready 

to serve the customer. In t1, the creation of SLA data model 
(SLA-D, SLA-I, SLA-L) and SLM process model is 
formalized by the provider. This is the design and creation 

state of T-WSLA Object & SLM process workflow. At t2, 
the service & SLA agreement is offered to the user and the 

SLM workflow starts in parallel. In t3, the SLA enters the 
negotiation process. The negotiation process is not 
compulsory and depends on the design of the SLM. Once 
negotiation completes, we populate contractual information 

into the SLA-R. In t4, the service and SLA is instantiated. 

In t5, the Service is running and the SLA is in enforced 
mode where continuous evaluation, enforcement and 
monitoring are executed. The SLA-Logic that includes the 
SLO, goals, metric calculation and SLA-I i.e., monitoring 

URI and action URI is continuously used in t5. At T6, 
when the service is terminated, the SLA & SLM activities 
will be stopped. The SLA conclusion processes like 
accounting, settlement, penalties or rewards may run in both 

t5 and t6 and not exclusively in t6 since penalties can be 
compensated even during service runtime.  

A. Conceptual Modelling of SLA to BPMN 

 

Concept SLA Entity BPMN 

To show the data object transition 

between processes 

T-WSLA Data  Object 

To visualize signatory parties or 

communication between systems or 

components. 

Role & 

Organization 

Lanes & Pool 

To express individual SLM process  negotiation, 

enforcement, 

service offering,  

conclusion 

Sub-process; Process 

elements; tasks, 

gateway, events 

To calculate composite metrics or 

SLA parameter 

 Monitoring 

metrics,  SLA 

Parameters 

To express complex violation 

logics 

 Violation 

detection, 

prevention, action 

ActionGuarantee expresses a 

commitment to perform action if a 

given precondition is met. 

Action Guarantee 

SLO expresses commitment to 

maintain a particular state of the 

service over a period of time. 

SLO logics Sub-process for 

complex representation 

of SLO and business 

rules 

Any rules expressed in the SLA 

document. 

SLA Exclusion, 

Termination 

clauses, penalties 

Business rules or 

conditional Events 

To escalate message, system signal 

to another party or system 

component. 

Escalation events Intermediate throwing 

or end (escalation, 

message,  signal) events  

To receive violation events. Violation events Start or intermediate 

catching (error, 

message, signal)  events 

Scheduling of SLA or Monitoring. Schedule Timer Event 

SLA period or others. Period Timer Event 

To depict interval i.e., monitoring 

collection intervals. 

Intervals  Timer Event 

 
There are 4 basic categories of notations, 1) flow object 

(Event, Activity, Gateway) –core objects types to represent 

the operation logics. 2) Connecting objects (sequence, 
message, association flow) – to show communication or 
interaction, 3) swimlanes (pools, lane) – to illustrate different 
functional capabilities or responsibilities.  And 4) artifacts ( 
Data Objects, Group, Annotation)- as a supplementary 
notation [31]. 

A conceptual mapping is discussed in TABLE V between 
the SLA [25] to BPMN 2.0 specification [32]. This provides 
a guideline on how to use the BPMN in modelling the SLM 
process is possibly incomplete or accurate and open for 
improvement. To illustrate further, we can express the SLA 
violation triggers from monitoring tool or workflow sub-

process as start or intermediate catching; 

error, message or signal events or escalation of 

events to parties can be formalize using intermediate 

throwing or end; escalation, message or signal 

events. Any form of rules for example, SLA exclusion, 

and terminations can be put into complex business 

rules or simplified conditional events at process 

flow gateways.  

B. Example of IaaS Service into BPM Notation 

To illustrate BPMN notation, we present the VM 
availability Service Object into BPMN notation in                                   
Figure 3. It shows the a) Enforcement stage and b) 
conclusion stage; processes. This process model facilitates 
the SLA specification in the design phase of SLM activities 
as well as the interpretation of events during SLA 
monitoring. 

BPMN, similar to BPEL deals with two parts of process 
modelling 1) the abstract – partially specified processes that 
are not intended to be executed, which hides some of the 
required operational details of a process. Abstract processes 
serve as a descriptive role with more than one possible use 
case, which includes the behaviour or events of the process 
i.e. the communication, function or states of processes. It 
acts as a management discipline where it was used originally 
for people-to-people communication through BPD 
modelling. The process may highly underspecify where the 
process is presented in high-level descriptions. 2) The 
executable business process is an actual behaviour of a 
participant in business interactions which is executed in a 
BPM-system (BPMS) such as Activiti or jBPM [33]. 

While this paper presented the SLM into the BPMN 
abstract process design model, it is imperative to mention 
that the implementation to deliver SLA will requires more 
programming effort in order for it to run in a BPMS 
workflow engine. 

We have modelled the SLM and monitoring logics into 
BPMN, which can be executed on workflow engines. 
However, to reduce the traffic and monitoring overhead, it is 
best to push and translate the workflow into monitoring 
specific implementation through bash scripts or any available 
monitoring scripting available. 
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VIII. CONCLUSION & FUTURE WORK 

In this paper, we have summarized relevant SLA objects 
and SLA management processes towards a generic SLA 
management framework. To design a good SLA orchestrator 
tool it is imperative to properly 1) represent the SLA 
document into a suitable SLA model and 2) SLM 
management process into a suitable process language 
notation. Based on our survey, we have derived the SLA and 
SLM meta-model to show the relationship, interaction and 
categorize those items as compulsory or optional. In 
designing the SLA offering and its management process, the 
framework should be flexible enough to incorporate or drop 
any of the process or object as the SLA offering is never a 
fixed process cycle. 

 To model the SLA, we opted for WSLA and extended its 
concepts in order to support new SLA process activities.  We 
then proposed a tiered mechanism within the WSLA, which 
separates the information, logics, implementation and 
runtime information to promote reusability parts-of the 
model. We illustrate the usage with an example of an IaaS 
VM availability scenario. 

To model the processes, we provide a concrete 
conceptual mapping of SLA objects and concepts to the 
notation of BPMN. In our opinion, the BPMN is the most 
suitable process modelling language in order to design and 
implement SLA. The BPMN captures the nature, variation of 
design and dynamics of the SLM processes.   We believe 

that by correctly defining those two models it will act as a 
guideline in creating the SLA offering.  

For future work, a proof of concept of the framework is 
required. The tool should be flexible in defining some or a 
combination of the SLA management process. IaaS would be 
a suitable test case as it is a complex and ever-changing 
technology. 
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