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Abstract— Social networks, available open data and massive 

online APIs provide huge amounts of data about our 

surrounding location, especially for cities and urban areas. 

Unfortunately, most previous applications and research 

usually focused on one kind of data over the other, thus 

presenting a biased and partial view of each location in 

question, hence partially negating the benefits of such 

approaches. To remedy this, this work presents the CitySense 

framework that simultaneously combines data from 

administrative sources (e.g., public agencies), massive Point of 

Interest APIs (Google Places, Foursquare) and social 

microblogs (Twitter) to provide a unified view of all available 

information about an urban area, in an intuitive and easy to 

use web-application platform. This work describes the 

engineering and design challenges of such an effort and how 

these different and divergent sources of information may be 

combined to provide an accurate and diverse visualization for 

our use-case, the urban area of Chicago, USA. 

Keywords- Social networks; Crowdsourcing; Open data; 

Geographic visualization. 

I.  INTRODUCTION AND MOTIVATION 

The emergence of social networks, microblogging 
platforms, check-in applications and smartphone / Global 
Positioning System (GPS) devices in recent years has 
generated vast amounts of data regarding the location of 
users. To exploit this vastly growing data, recent research 
has focused on utilizing the geographic aspect of this 
information for event detection, sentiment analysis of users, 
place-name disambiguation [1][2], identification of popular 
hotspots and their temporal variation, identifying and 
visualizing the typical movement pattern of users throughout 
the day [3][4], as well as improving existing city maps 
[5][6]. However, volunteered geographic information (VGI) 
contributed by online users is imprecise and inaccurate by 
design and it should, thus, be used with extra caution for 
critical applications. 

Likewise, the increasing necessity for efficient location-
based services and effective online advertising drove leading 
web providers (e.g., Google, Here, Bing, Foursquare) to store 
and offer Point of Interest (PoI) information to their users, 
usually through the use of online Application Programming 
Interfaces (APIs). Such an approach has several benefits, 
since the users not only have access to information about 
their nearby PoIs but they may also provide (or view) 
reviews or notify their friends of their current whereabouts. 
The same web services also allow shop-owners and 
enterprises to advertise their stores and the services they 
offer. However, as any commercial offering there are 

limitations on the use of those APIs, thus providing users 
with a very locally-limited view of the existing city 
infrastructure that cannot be directly used to extract 
additional information for city-scale areas. 

On a separate front, the open data movement argued that 
citizens should have access to the data collected by 
government agencies, since they are the ones funding data 
collection through their taxes. A second strong supporting 
argument is that public access to government data helps 
individuals and enterprises to create apps that boost the 
economy and provide better services to the citizens, at no 
additional cost. Some countries and cities have openly 
released such data, which provide another alternative view of 
urban areas. Although this open data is official, curated, of 
excellent quality and impossible to collect by individuals, it 
has the obvious disadvantage that it cannot be real-time, it is 
usually not available through APIs and most importantly it 
may be updated at very infrequent intervals (e.g., census 
data), therefore at risk of being rather outdated. 

Overall, the aforementioned three sources of information, 
i.e., volunteered geographic information, online PoI data and 
official open data each have their own strengths and 
weaknesses, regarding accuracy, update-rate, ease of use and 
availability. Likewise, applications or research that utilize 
and rely on only one of those types of data offer a biased and 
imprecise view of reality that could potentially be 
misleading. To remedy this, this work proposes the 
CitySense framework that utilizes open data from 
administrative sources, online PoI APIs and social 
microblogs (tweets) to provide a unified view of our use-
case, the urban area of Chicago. The main innovation and 
focus of the paper is to show how disparate datasets of 
various origins can be combined to provide a more complete 
picture of a geographical area. The corresponding web 
application [47] may be viewed with any modern web 
browser (Chrome, Firefox). Our emphasis is on how to 
efficiently spatially aggregate, visualize and present the end-
user with an aesthetically pleasing and intuitive view of 
available raw data for any of these three sources, with 
minimum intervention, so that the end-user could freely 
interpret this information at his own will. As such, the 
CitySense application could be easily extended with 
additional features with minimal effort. The paper does not 
attempt to give a detailed description of all the algorithms 
used and explain in depth all the technical decisions taken; 
the focus is rather in providing a high-level view of the 
problems in order to motivate the approach, and in 
introducing the main elements of the solution. Overall, 
CitySense is a dynamic urban area viewer that integrates 
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various datasets related to an urban area, providing a rich 
visualization of a city’s life. 

As a motivating example, consider a newcomer to the 
city, who has to search for a house in an unfamiliar area. She 
has to answer some questions, in order to narrow down and 
locate the neighborhoods to search. These questions may 
involve criteria like education facilities (‘‘Where are the 
most popular residential neighborhoods having high level 
educational facilities?’’) and security (‘‘Where is the 
downtown area with the lowest criminality measures?’’). As 
another example, consider a tour operator that needs to track 
the tourist activity in a city, in order to offer improved tour 
packages and services. However, monitoring massive tourist 
activity using traditional methods would require lots of 
efforts, examination of many updating sources, hence huge 
costs and time involving off-line on-the-spot observation. 

The outline of this work is as follows. Section II presents 
related work. Section III describes the objectives, the 
architecture and the web-based application of CitySense. 
Section IV describes the CitySense technical challenges. 
Finally, Section V gives conclusions and directions for future 
work. 

II. RELATED WORK 

In recent years, as data from location sharing systems are 
constantly increasing, researchers have proposed a wide 
variety of “urban sensing” methods, based on location data 
derived from all kinds of sources: social media posts and 
check-ins, cellphone activity, taxicab records, demographic 
data, etc. Scientists combined social sciences, computer 
science and data mining tools, in order to derive useful 
knowledge regarding the life of cities. Cranshaw et al. [7] 
tried to reveal the dynamics of a city based on social media 
activity, while in [8][9], authors characterized sub-regions of 
cities by mining significant patterns extracted from geo-
tagged tweets. Frias-Martinez et al. [10] focused on deriving 
land uses and points of interest in a specific urban area based 
on tweeting patterns and Noulas et al. [11] analyzed user 
check-in dynamics, to mine meaningful spatio-temporal 
patterns for urban spaces analysis.  Much work has been 
done in the field of using social media textual and semantic 
content for urban analysis purposes. For example, 
Pozdnoukhov et al. [12] conducted real-time spatial analysis 
of the topical content of streaming tweets. Moreover, Noulas 
et al. [13] proposed the comparison of urban neighborhoods 
by using semantic information attached to places that people 
check in, while Kling et al. [14] applied a probabilistic topic 
model to obtain a decomposition of the stream of digital 
traces into a set of urban topics related to various activities of 
the citizens using Foursquare and Twitter data. Grabovitch-
Zuyev et al. [15] studied the correlation between textual 
content and geospatial locations in tweets and Kamath et al. 
[16] used the spatio-temporal propagation of hashtags to 
characterize locations. Prediction methodologies have widely 
used geo-tagged social content. For example, Kinsella et al. 
[17] created language models of locations extracted from 

geotagged Twitter data, in order to predict the location of an 
individual tweet, in [18]-[21], the authors aimed to model 
friendship between users by analyzing their location trails 
and Cheng et al. [22] estimated a Twitter user’s city-level 
location based purely on the content of the user’s tweets. 
Moreover, researchers have focused on trend and event 
detection by detecting correlations between topics and 
locations [23][24]. Lately, many works have been published 
focusing on urban mobility patterns. For example, Veloso et 
al. [25] analyzed the taxicab trajectory records in Lisbon to 
explore the distribution relationship between pick-up 
locations and drop-off locations. In [26], the authors 
explored real-time analytical methodologies for spatio-
temporal data of citizens’ daily travel patterns in urban 
environment. The authors of [27]-[31] used the moving 
trajectory data of mobile phone users to study city dynamics 
and human mobility, while the authors of [32]-[35] analyzed 
the human mobility using social media data. Another field 
connected to urban analysis is the geodemographic 
classifications, which represent small area classifications that 
provide summary indicators of the social, economic and 
demographic characteristics of neighborhoods [36]. In the 
area of location demographics and socio-economic 
prediction and correlation, researchers have proposed a 
variety of methods based on geo-tagged social media data 
[37]-[39]. 

A wide variety of applications that describe the life of 
urban areas have been developed so far. For example, 
EvenTweet [40] is a framework to detect localized events in 
real-time from a Twitter stream and to track the evolution of 
such events over time. Moreover, the “One million Tweet 
Map” [41] is a web app that displays the last million tweets 
over the world map in real-time. Every second the map is 
updated, dropping twenty of the earliest tweets and plotting 
out the latest twenty keeping the number of tweets hovering 
at 1,000,000, showing clustered tweets in regions around the 
world, while users are able to zoom in or out on the map, and 
cause the re-aggregation of the clusters. Furthermore, the 
“tweepsmap” [42] application provides users with efficient 
geo-targeted twitter analytics and management and 
“trendsmap” [43] and “tweetmap” [44] shows the geo 
located latest trends from Twitter on a map. In Urban Census 
Demographics visualization field, the “Mapping America: 
Every City, Every Block” [45] enables users to browse local 
data from the Census Bureau's American Community 
Survey, based on samples from 2005 to 2009. Finally, 
“Social Explorer” [46] provides map based tools for visual 
exploration of demographic information, including the U.S. 
Census, American Community Survey, United Kingdom 
Census, Canadian Census, Eurostat, FBI Uniformed Crime 
Report, American election results, Religious Congregation 
Membership Study, World Development Indicators. 

Although those works provide thorough insights in some 
aspects of life in an urban area, they fail to provide an 
integrated and global view of the city and to enable the user  
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Figure 1.  CitySense web-based user interface 

 
to interactively answer questions by combining datasets. 
CitySense aims to fill these gaps by integrating multiple data 
sources and providing an interactive user interface 
supporting filters, multiple view options and drill down 
abilities.  

III. BROWSING INTEGRATED CITY DATA 

In this section, we present an overview of CitySense. We 
also discuss the objectives and present the features of the 
application. 

A. Objectives and Architecture 

CitySense is a dynamic urban area viewer, that integrates 
various datasets related to an urban area and provides a rich 
visualization of a city’s life. The application can answer 
questions at many levels by exploiting the variety of datasets 
referring to a city and joining disparate data sources in an 
easy way. Users can view several aspects of city life 
statically or over time, for the whole city or for each part, 
mixing data sources to uncover patterns and information that 
would not be obvious from just observing the datasets.  

The CitySense application [47] aims to provide a fast and 
easy way to: 

 combine disparate data sources regarding various 
city aspects, 

 filter data and drill down through a map-based 
visualization environment, and 

 answer questions, explore and discover valuable 
information to convey the sense of the city. 

 
The system architecture is presented in Figure 2 and 

includes the front-end Web-based Application of CitySense, 
the Data Infrastructure and Refresher units, the GeoServer 
that is discussed in Section IV-C and the CityProfiler 
subsystem (the dotted box in Figure 2) that was developed to  
collect the data related to the city from the data sources and 
is presented in detail in Section III-B. 

 

 

Figure 2. CitySense architecture 

A screenshot of the CitySense web-based user interface 
is shown in Figure 1. The city of Chicago was selected for 
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the pilot application, due to the amount and quality of 
official census data that are available. An additional reason is 
that Chicago’s residents are exhibiting strong social media 
activity; moreover, a sufficient number of Points of Interest 
(PoIs) is available as well. 

B. Harvesting Data with CityProfiler 

CityProfiler (included in the dotted box in Figure 2) is a 
subsystem of CitySense, responsible for collecting data 
related to an urban area from diverse sources. Its basic 
functionality is to collect all available PoIs and tweets that 
come from the city and to store them in a repository together 
with relevant metadata. 

CityProfiler provides an API and a GUI through which 
applications and users, respectively, can define and perform 
new collection campaigns. Each campaign, which is defined 
by certain parameters, results in an independent collection. 
These parameters control the individual crawlers that gather 
data through available APIs, and are the following: 

 Crawling Duration: defines the duration of the 
campaign. 

 Crawler Selection: selects which of the available 
crawlers (corresponding to distinct data sources like 
Foursquare, Google Maps, Facebook, Twitter, etc.) 
will participate in the campaign. 

 Crawling Location: defines a crawling location by 
setting a point on the map and a range around it. 

 Category Selection: selects target PoI categories 
and optionally keywords for the crawling to be 
based on. Keywords are used to narrow crawling, 
when the PoI category employed is deemed too 
broad (e.g., keyword "high school" is used when 
crawling Google Places for high schools, since 
"school" is the only applicable category). Category 
Selection can also collect all PoIs in a location, 
regardless of their category. 

 Crawling Frequency Selection: some of the 
collected data need a systematic update, because of 
the changes that might occur to PoIs (e.g., a coffee 
shop might become a bar or new PoIs might show 
up).  CityProfiler can perform repetitive campaigns 
with large duration in which multiple collections 
can be performed using the same parameters. 
Frequency Selection defines, therefore, how often 
the campaign should automatically restart. 

 
CityProfiler is able to perform multiple campaigns in 

parallel, therefore there is a need of a Coordinator (see 
Figure 2) to control the crawlers and manage the campaigns. 
Moreover, CityProfiler manages resources in an intelligent 
way ensuring that all the restrictions imposed by the sources 
are met (e.g., maximum number of requests per time period), 
and that overlapping requests are avoided. Retrieved data are 
cleaned to exclude duplicates, and are temporarily stored in a 
repository. 

C. Data Preprocessing and Integration 

CitySense aims to shed light on the life of a city by 

exploiting three types of data: Points of Interest, Social 

Media and Open Census Data. PoI and Social Media Data 

are generated constantly by users and services. Therefore, 

we collect and update them in a regular and automatic way 

using CityProfiler, as discussed in Section III-B. Unlike 

these types of data, Open Census Data are generated by 

diverse sources (local authorities) at unpredictable time 

intervals. Moreover, they are published in various data 

formats (CSV, tab delimited, etc.). Therefore, Open Census 

Data require a case-dependent preprocessing and integration 

procedure keeping pace with their publication and taking 

into account the variety of data sources and formats.  

Finally, the diverse nature of these datasets requires a 

special integration regarding the aspect of time as well.  

 
Figure 3. Crime data preprocessing and integration example 

An example of the preprocessing and integration 

transformation regarding Crime data is presented in Figure 

3. On the left side of the figure, we observe a single row of 

crime data that was downloaded in CSV format. This row 

represents a crime incident and contains its time and 

location. On the right side of the figure, we observe how this 

crime is represented in our database. Specifically, it is 

assigned to a tract (a specific geographical partition of the 

city) based on its location. The specific crime instance is 

represented by increasing the counter (total_crimes) in four 

tables, each representing a different time granularity: per 

year, month, day of week and hour of day. 

D. CitySense Features and Design 

Figure 1 shows CitySense web-based user interface. The 
central element of the visualization is the map of Chicago, 
which is divided in smaller sections, called tracts. Tracts are 
existing administrative divisions already used by the Chicago 
city government departments. Chicago contains 801 tracts 
and each of them describes a small area that is considered to 
be relatively uniform and corresponds ideally to about 1200 
households (2000-4000 residents). Tract boundaries are 
always visible (blue line) on the map and when an individual 
tract is chosen its boundaries are highlighted with a red 
border line. 

On the two sides of the map, CitySense provides two 
complementary views of Chicago. The first view appears on 
the right side and provides functions regarding the city as a 
whole. Hence, users can define visualization and filter 
options and observe the results both on the coloring of the 
city map and on distribution charts. The second view, is on 
the left side, and provides charts concerning only the selected 
tract, dark-highlighted on the map. This view, which appears 
when a tract is selected, helps users drill down to observe the 
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special characteristics of each tract and to compare it with 
the city’s overview. These views can be active concurrently, 
enabling users to observe different datasets in a general level 
and in tract level at the same time. 

Both views provide visualizations and charts tailored to 
the corresponding dataset. For example, as shown in Figure 
1, map coloring and charts visualize the Unemployment 
dataset. To select a dataset, the user has to select a data 
drawer. Data drawers (dark rectangles) can be accessed 
concurrently in both views and represent the available 
datasets, e.g., “Points of Interest”, “Health - Birth rate”, 
“Social – Tweets”, etc. According to the type of the 
particular dataset (see Section IV-A) each data drawer can 
contain different UI elements like pie charts, histograms, 
color range sliders and implement suitable functionality like 
value-based map coloring, temporal and combined filtering 
and superimposed PoI information. 

The map coloring is based on user adjustable color range 

sliders that are available in each data drawer. Such a slider is 

presented in Figure 4 (top). After the color ranges are 

adjusted, users can define one or more colors as filtering 

parameters for combining various datasets. In other words, 

CitySense combines datasets (data drawers) by filtering the 

tracts based on their color. A color filtering slider, where 

only the violet color (leftmost) is defined as filtering 

condition, is shown in Figure 4 (bottom). 
The tracts that satisfy the conditions set in all data 

drawers are colored grey on the map. Figure 5 shows the 
filter output for Social-Tweets and Socioeconomic-Crime 
datasets. 

Certain datasets are visualized based on temporal aspects 
(per month/day/hour). The temporal functions described here 
are shown in Figure 6. Thus, users can select the time 
granularity, e.g., month of year, day of week, hour of day to 
adjust the charts and map coloring accordingly. Additionally, 
users can color the map or view the tract charts based on a 
specific month, day, or two-hour interval. 

Finally, the CitySense application enables the user to see 

superimposed PoI information on the map at any moment. 

The user can select one or more categories (Food, Residence, 

Outdoors & Recreation, etc.) and the corresponding PoIs 

appear on the map as shown in Figure 7. 

IV. TECHNICAL CHALLENGES 

In this section, we present in detail the technical 
challenges of the CitySense application. 

A. Organizing Disparate Datasets 

In order to convey the sense of a city CitySense must 
integrate and visualize a variety of datasets. The data sources 
that are integrated consist of demographic, social media and 
PoI data. The diverse nature of these datasets requires a 
different integration manipulation regarding the aspect of 
time. As we show in Table 1: 

 Open Census Data can be visualized both in a static 
(overtime) or in a temporal way (per month/ 
day/hour). For instance, Health and Unemployment  

 
Figure 4. Coloring and filtering color slider 

 

 

 
Figure 5. Filtered map 

 

 

 
Figure 6. Temporal pickers 

 

 

 
Figure 7. Filtered map with PoIs 
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data are visualized statically and Crime data 

temporally. 

 Social Media Data can be visualized in a static, 
temporal or dynamic way, although they are 
produced and gathered dynamically (real time). The 
feature of real time dynamic visualization of social 
media data is currently being developed. 

 Point of Interest Data are visualized in a static way. 

TABLE I. DIVERSITY OF DATASET VISUALIZATION REGARDING 
TIME 

 static temporal dynamic 

Open Census 

Data 
   

Social Media 

Data 
  

 ongoing 

development 

Point of 

Interest Data 
   

 

The above organization of data helped to overcome their 

diversity and provide coherent visualization and treatment 

within the application. 

A related problem is that of the initialization of the user-

adjustable color range sliders. Our goal was to provide a 

reasonable use of map coloring to help users draw 

conclusions about the city. Therefore, we provided two 

options for initialization. The first, the value-based 

initialization option, breaks the slider based on equidistant 

values. However, this approach is sensitive to data with 

extreme outlier values or extreme concentration in certain 

ranges. The second option provides a percentage-based 

initialization, hence breaks the slider based on equal 

distribution percentages. However, this approach is sensitive 

to having many tracts with almost equal values. As an 

example, Figure 8 shows the value-based initialization for 

crime data. 

 

 
Figure 8. Value-based initialization 

As we can observe in the histogram shown in Figure 8 

(right), the crime data mainly occupy a small value range, 

between 0 and 1468, resulting in the almost two-colored 

map (violet and indigo – colors may not be visible on 

printed document) of Figure 8 (left). To address this issue 

we use the percentage-based initialization, which is 

presented in Figure 9. 

 
Figure 9. Percentage-based initialization 

The resulting map coloring shown in Figure 9 (left) is 

obviously improved. However, as we can observe in the 

tract percentages shown in Figure 9 (right), the crime data 

distributions are not equally divided, because some tracts 

have almost equal values with respect to the range step and, 

therefore, cannot be equally classified. 

B. Acquiring Data of an Area 

CityProfiler gathers PoI data from an urban area by 

performing calls to API services like Google Places and 

Foursquare, which set restrictions and constraints. A naïve 

crawling of PoIs, in terms of a whole city, would not be able 

to collect the entire amount of PoIs, but only a small portion 

of it as dictated by the rules imposed by the source. 

CitySense deals with this issue by breaking the area to 

smaller parts in advance. Specifically, the city is divided in 

squares of longitude and latitude of 0.03 degrees before the 

PoI crawling. In case this method doesn’t gather all the 

PoIs, then recursion is used. 

Additionally, CityProfiler collects real-time social data 

from the city. In order to achieve this, CityProfiler performs 

a real-time crawling of tweets with Twitter Streaming API, 

using a location box which encompasses the city as filter 

parameter. Only the geo-located tweets (that are posted 

along with their latitude and longitude) are collected. In 

order to collect social check-ins and the PoIs that they were 

posted at, CityProfiler performs a call to Foursquare API 

every time a tweet contains a Swarm (mobile app that 

allows users to share their location within their social 

network) link. This way, the application collects temporal 

information concerning geo-located tweets, including their 

hashtags and check-ins posted at city PoIs. 

C. Implementation and Efficiency Issues 

Several implementation decisions had to be made, so 

that the application would run efficiently. The application 

needed to be lightweight with respect to memory and 

processing power consumption, as well as responsive with 

respect to the end-user experience. 
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At certain parts of the application a large number of 

geometries, namely tens of thousands of PoIs, needs to 

appear on the screen simultaneously. The option of handling 

each geometry as a separate entity and drawing it on the 

map separately would require much memory and processing 

power especially when zooming in and out the map. The 

approach employed is based on drawing relevant geometries 

as one image layer containing all geometries. GeoServer 

(shown in Figure 2) is leveraged for generating and serving 

image layers. For additional efficiency, the built-in caching 

functionality of image layers by GeoServer is utilized. This 

way subsequent requests may use already generated image 

layers. 

The application's requirements involve aggregate queries 

on data, spanning the geospatial and temporal dimensions. 

Such queries take much time, if performed on raw data, 

resulting in degradation of responsiveness for the end-user. 

In order to avoid costly operations during runtime, a 

preprocessing stage is employed. The database design for 

preprocessed data was driven by the critical use cases 

available to the end-user via the UI. As an example, the user 

is able to query for check-in data, aggregated per tract, 

pertaining to a specific PoI category and a specific day of 

week. Raw check-in data contain the geographic coordinates 

of the PoI, the category of the PoI, as well as the date and 

time of the check-in, across two tables. Tract geometries are 

stored in a separate table as well. Such a query cannot be 

executed instantaneously. During the preprocessing stage, 

the coordinates of the PoIs are mapped to the intersecting 

tracts, the days of week are extracted from date and time, 

and aggregation per tract and day of week is performed. The 

preprocessing results are stored in database tables. This way 

efficient querying for check-ins, in a specific PoI category, 

on a specific day of week, is achieved. Separate tables are 

employed to deal with different time granularity aspects of 

the temporal dimension, i.e., there exist separate tables for 

years, months, days of week, hours of day. Another 

optimization measure in the same direction is the delegation 

of heavy computations to the initialization stage of 

application services. This has an effect on the start-up time 

of the application, but speeds up requests during runtime. 

The application currently encompasses a relatively small 

number of datasets, so data handling is manageable using 

PostgreSQL database system. If the datasets grow in 

number, a data warehouse can be used to facilitate data 

management and efficient processing of aggregate queries.  

D. Adapting to Other Cities 

One of our primary concerns during the development of 

the CitySense framework was adaptability of the framework 

to other cities. Adaptation of CitySense to another city is 

comprised of three major tasks, partitioning of the city area, 

integration of Open Census Data and implementation of the 

relevant access methods, and specialization of the front-end 

according to the available city data. 

 

1) City Area Partitioning 

CitySense is essentially parametric with respect to the 

attributes that define the city of interest, namely a bounding 

rectangle that encloses the city and a partitioning scheme for 

the city. The partitioning scheme may in theory consist of an 

arbitrary set of polygons that collectively cover the whole 

city. Choosing a partitioning scheme is, nevertheless, not 

that straightforward. In order to effectively choose a 

partitioning scheme, official administrative partitioning 

schemes should be looked into (e.g., community areas, ZIP 

codes, census tracts), focusing on partitioning schemes used 

in Open Census Data of interest. Disregarding such 

partitioning schemes and employing an arbitrary one could 

result in Open Census Data of interest rendered either 

useless or hard to map to the employed partitioning scheme. 

Should the official partitioning scheme be considered too 

fine-grained, grouping could be applied to the small 

partitions, in order to acquire a more coarse-grained 

partitioning scheme to use. Should the official partitioning 

scheme be too coarse-grained, segmentation of the large 

partitions into smaller ones would result in a more fine-

grained partitioning scheme to use. 

2) Open Census Data Integration and Access 

Open Census Data is the most cumbersome type of data to 

integrate into CitySense. While CityProfiler data are the 

same, irrespective of the city of interest, Open Census Data 

could be vastly different, even among different types of 

Open Census Data for the same city. Open Census Data 

could be stored in database tables or files. As long as data 

transfer from the back-end to the front-end is of the same 

form, regardless of the type of data, all underlying 

implementation details have no other constraints. Open 

Census Data will often make use of a specific partitioning 

scheme that will generally diverge from the partitioning 

scheme applied to the city. Such data will need to be 

mapped to the employed partitioning scheme. There is no 

recipe for universally handling this issue, hence the 

aforementioned suggestion to let Open Census Data drive 

the choice of a partitioning scheme for the city. Open 

Census Data with temporal and/or categorical dimensions 

should be stored in a way that will facilitate efficient data 

retrieval based on corresponding parameters. The methods 

that implement data access should also support temporal 

and/or categorical parameters, if should such dimensions 

exist for a specific type of Open Census Data. While 

parameters are specific to each type of Open Census Data, 

the response from the back-end should always be of the 

same form, so that all response data can be treated 

uniformly by the front-end. 

3) Front-end Specialization 

Specialization of the front-end in order to support the city 

data available by the back-end is the final task in the process 

of CitySense adaptation. Each dataset is represented by a 

data drawer both in the left and the right sidebar. All 

datasets follow the same protocol with respect to the data 
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sent by the back-end. The only thing that needs to be 

specialized per dataset is the data picker, in case that one 

exists for a specific dataset. The data picker is used to 

navigate categorically and/or temporally within the dataset. 

The data picker parameters will be transformed to request 

parameters that are received by the back-end. The back-end 

response will follow the data transfer protocol. The data 

drawer, therefore, needs no other specialization before it can 

display the received data. 

E. Linear Prediction Model 

Very often the datasets are not independent of each other. 

For example, infant mortality is very likely to be income-

related, and is increased in areas with low income. One way 

to predict values of a variable (response) based on the 

corresponding values of other variables (predictors) is to find 

a suitable linear model based on the method of least squares. 

There are two reasons for constructing such models:  

 They can provide an "exploratory analysis" of data. 

Through comparing the predicted values with the 

actual it is possible that correlations between 

variables can be explored, e.g., crimes are 

associated with income and unemployment. 

 They can provide an estimation of a missing value 

for a tract, since this value can be inferred based on 

the values of predictors for this tract. 

The CitySense application supports the construction of 

linear models for any of the available datasets. As an 

example, we consider crime data. From the application 

menu, we can create linear models (select "New model fit"), 

regarding crime as response and any combination of 

predictors. As an example, consider Crime as response, with 

predictors the Income, the Unemployment, the Checkins and 

the Points of Interest. The result of the model (the prediction 

for the crime values), which are shown in Figure 10, when 

compared with the actual data for crime, confirms the 

association of crime with the specific predictors. 

 

 
Figure 10. Linear model visualization 

Moreover, before the model construction, there was no 

crime value for the upper left tract in the dataset. As we 

observe in Figure 10, the same tract has a value and appears 

in red color. Since this tract is selected (red outline), the data 

for that tract as derived from the linear model are shown in 

the left tray. 

V. CONCLUSION AND FUTURE WORK 

In this work we presented CitySense, a dynamic urban 
area viewer that provides a rich visualization of city’s life, by 
integrating disparate datasets. The application helps answer 
questions and reveals several aspects of city life that would 
not be obvious from just observing the datasets. In order to 
accomplish that, we developed special data collection and 
managing tools, rich visualization and filtering functions and 
dealt with several technical challenges. Currently, we are 
developing the feature of dynamic visualization of social 
media data (tweet posts, check-ins and hashtags). The 
support for dynamic datasets could be used to cover city 
power consumption and traffic data in the future. Another 
future target concerns the incorporation of road network 
information into our system. Users could calculate the actual 
distance between PoIs, by exploiting special road network 
based functions provided by CitySense. Finally, as more and 
more data is integrated through CitySense, the problem of 
scalability will arise. Therefore, a cloud data infrastructure is 
considered to fit CitySense’s future data storing and 
managing needs. 
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