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Abstract—To group online XML data streams by structure, existing cluster in sliding windows is a team of TCFXSs,
this paper introduces an algorithm named the CXDSS-SWEH.  which must satisfy criterions of false positive exponential
It is a dynamic clustering algorithm based on sliding windows histograms. At last, updating clusters in sliding windows
and exponential histograms. Firstly, the algorithm formalizes . .y . .
an XML document into a structure synopsis named Temporal are regl-tlme mOQ!f'ed through merging, deleting and so qn.
Cluster Feature for XML Structure (TCFXS). Secondly, itallots ~ T0 Vvalidate empirical effects, we have conducted a series
the TCFXS to some cluster through measuring similarities — of experiments involving real and simulative XML data and
between the TCFXS and each existing cluster. At last, updating compared with the static clustering method XCLS in the
clusters in sliding windows are real-time modified through  |iarature [8] and the stream clustering method SW-XSCLS

criterions of false positive exponential histograms. We have . the literat 11 d ted - It
conducted a series of experiments involving real and simulative N the literature [11] and accepted some promising results.

XML data streams for validating empirical effects on clustering The remainder of this paper is organized as follows.
quality, memory and time consumption. Our experimental  Section 2 surveys the related work. Section 3 describes the
rSeVSvulétli havel conftirmtﬁd: (l)trclludStleégL gua":jy g{/\}r;?sg)éstg) problems and basic ideas. Section 4 presents a structure
is close to the methods an - ; ; ;
memory and time consumption of the CXDSS-SWEH are synopsis and a.methoq of computing S.Im”amy between tv.vo
efficient and effective, compared to the SW-XSCLS. synopses. Sectlon 5 dlsc.usses the pnllne cIusFers maintained
in sliding windows. Section 6 provides experimental data,

KeywordsXML data stream; temporal cluster feature design, and results. Section 7 concludes the paper.

|. INTRODUCTION II. RELATED WORK

The eXtensible Markup Language (XML) [1] is a self- Existing technologies of clustering XML data mainly
description language used for data exchange and sharing.fticus on static data. A great lots of methods for computing
has become more prevalent on the Web after recommendesimilarities between XML documents have been developed,
by W3C in February 1998 [8]. A lot of applications and ranging from various tree edit distance methods [3], [9],
services produce huge amounts of online XML data streamg12] to direct extracting document feature approaches [4],
Examples abound from online network monitoring to stock[6], [8].
market updates. To analyze this category of data, many The basic idea in all of these tree edit distance algorithms
researchers focus on clustering XML data and propose & to find the minimum cost of transforming a tree to another
number of algorithms [3]-[12]. However, existing clustering tree by using edit operators. A key differentiator of most of
methods mainly focus on static XML data and, generally,algorithms is the set of edit operations allowed or the struc-
need to scan data many times. Though technologies dfire of trees. For example, Theodore et al. [3] exploited the
mining XML data have recently been extended to XML datatree nature of XML documents and provided techniques for
streams [5], [7], [10], [11]. Most of methods query XML tree matching, merging and pruning. Nierman and Jagadish
streams through different methods [5], [7], [10]. [9] proposed a method of edit distance including five kinds

This paper proposes a dynamic algorithm named thef operators. Zheng et al. [12] described an XED distance
CXDSS-SWEH to cluster online XML data streams by to evaluate difference between documents.
structure. It uses technologies of sliding windows and expo- Different from edit distance methods, many approaches
nential histograms. Firstly, the algorithm formalizes an XML use other kinds of features to present XML documents, then
document into a structure synopsis named Temporal Clustatirectly measure similarities between features. Flesca [4]
Feature for XML Structure (TCFXS). Secondly, it allots showed structure of XML documents into a time serial,
the TCFXS to some cluster through evaluating similaritiesappearance of every tag into an impulse and computed
between the TCFXS and each existing cluster. In fact, eachimilarities between documents by the frequency domain
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of Fourier transform. Wang et al. [6] built an S-GRACE B. Clustering XML Data Streams by Structure

based on structure of documents and proposed a method of )44t differences between data streams and traditional
computing similarities between documents by graph matchgaia sets are that arriving data units are massive, continuous
ing. Nayak [8] modelled structure of XML documents into a 5§ jnfinite. To adapt to these characteristics, features to

Level Structure (LF), which can be seen as a simple Orde_reﬂapresent and analyze these data general use approximate
labelled tree and proposed a method of directly computing,mats. For semi-structured XML documents, approximate

similarities between LSs. formats can be structure, content, or structure+content. The
The above methods generally need to scan and parse daffysiering method in this paper only focuses on structure

many times. But, XML data streams only are permitted 10y nopses and omits all content information. It defines a
scan or parse once. So, these static methods are not d're“ﬁémporal Cluster Feature for XML Structure (TCFXS) as a

suitable for XML data streams. structure synopsis. The detailed information about TCFXSs
Recently, technologies of mining XML documents hasi| e addressed in Section 4.

been successfully extended to XML data streams. But, these 5 sliding window mode is a better method of solving
methods mainly focus on query fields. Koch and Scherzingemassive or infinite units in data streams. It only considers
[5] introduced the notion of XML Stream Attribute Gram- anq deals with nearly arriving units at any time. It empha-
mars (XSAGs), which is the first scalable query languageizes that importance of units in a stream will wear off with
for XML data streams. Yang et al. [10] built a SAX-based ime To real-time maintain units in sliding windows, new
XML data streams query evaluation system and designed afjjqed units and overdue units must be managed timely. The
algorithm that consumes buffers in line with the CONCUITeNCYachnology of exponential histograms is one of methods to
lower bound. Mayorga et al. [7] presented a method formanage data synopses in sliding windows. This paper uses
building a stream synopsis to approximately query XML the online method in the literature [2] for reference and de-
streams. _ fines an Exponential Histogram of Temporal Cluster Feature
Mao et al. [11] proposed a clustering stream methodor XML Structure (EHTCFXS) to manage structure features
named the SW-XSCLS. It extended LS features in thgp sliding windows. An EHTCFXS is a team of TCFXSs

literature [8] to present stream synopses, and used slidingased on criterions of false positive exponential histograms.
windows to maintain features as the CXDSS-SWEH in thisthe detailed definition and maintaining algorithm will be

paper. However, two methods have important differences agqqressed in Section 5.

follows. (1) Methods of computing similarities are different.  gased on the above idea, clustering XML data streams

The SW-XSCLS uses the original method in the Ilteratureby structure based on sliding windows and exponential

[8]. The CXDSS-SWEH proposes a new feature namegyisiograms can be shown in definition 2. The definition tells

Node List and a method of computing similarities betweens that there are three key problems must be solved to cluster

features. (2) Steps of combining two clusters_ are dl_f“ferentcm”ne XML data streams, including of building TCFXSs,

The SW-XSCLS uses same steps as those in the literatufgeasuring similarities between TCFXSs, and maintaining

[2] and the CXDSS-SWEH presents a new method to savg 4TCEXSs in sliding windows timely.

usable memory. Definition 2: Given an XML data stream in a sliding
window at time ¢, the clustering solution, denoted by

Ill. PROBLEM STATEMENT C ={C1,Cy,...,C4}, is a partition ofn XML documents,
A. XML Data Stream where C; can be represented by an EHTCFXS. Among,

. ' : ) EHTCFXS ={TCFXS,...,TCFXS,}; nis the num-
An XML data stream in query fields often is defined as qer of XML documents in the streany: is the number of

massive, continuous sequence of tokens in XML documents, o . . .
Among, tokens, respectively, denote beginning tokens, en Clusters. The partition must satisfy two following rules: (1)
' ' ' ' CFXS(CrUCU...UCy) =TCFXS(X, UX;11 U

ing tokens of elements, and actual values of elements or ' _ _
attributes. The paper focuses on clustering structure betwee']%; ))((g(r)l(j) and (2) TCFXS(C:) NTCFXS(C)) #

XML documents. So, an XML data stream is defined as a

ma;;iye, continuous sequence of documents, as shown in IV. TEMPORAL CLUSTER FEATURES
definition 1.
Definition 1: Let S = {X4,...,X;,...} be an XML data A. Temporal Cluster Features
stream, and{< T1,F; >,...,< T;,E; >,...} be time Heterogeneous XML documents are basic units of XML

stamps of these documents. and F;, respectively, denote documents streams. These XML documents with different
the timestamps of document beginning and ending, wherstructure and contents imply complex hierarchy and seman-
i < m, such thatl; < T,,, F; < E,,. X; is a sequence tic information. To extract cluster features by structure, many
of tokens produced by parsing an XML document based orsecondary information can be overlooked. This paper defines
SAX. a structure feature, called Node List, for a set of XML
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documents. A Node List is a list of pairs (node code andand same code only keeps one copy.

level value). They, respectively, present distinct elements Property 2: Given two TCFXSs without time overlap

in documents and the hierarchy of each element in owf'S; and T'S,, the result of jointing two TCFXSH'S;3

document. can be acquired by combining two Node Lists, adding two
A distinct integer in a Node List replaces with the namenumber of documents, and maximizing two time stamps as

of each distinct element in XML data streams. It denotes thdollowing:

first appearance order for the start event of a element in &@S3.NodeList = T'S1.NodeList UTSs.NodeList,

start events stream (only recording start events) in a sliding@’S;.n = T'S;.n + T'Ss.n,

window. Figure 1-(a) presents an example of a sequenc&Ss.t = Max{TS;.t,TS5.t}.

of tokens parsed through SAX and the order of these start = = .

events, where the sequence of tokens is the first documefy Similarities between Two TCFXSs

arriving at sliding windows. The coding method can ensure The equation (1) is defined to compute similarities be-

that elements with same name in different documents use @aveen two Node Lists. Its range is [0,1], among 1 denotes

same integer. A global name-index list in sliding windows that two Node Lists are same, otherwise O denotes that two

will be defined and used to code names of distinct elementSlode Lists have not any common element. The comparing

in XML data streams. It consists of pairs (element name angrogress of two Node Lists accords with the comparing

coding integer), as shown in Figure 1-(b). The coding integeprogress of ordered integers. The progress can be described

of an element name will be acquired by searching the globahs the following: (1) node values are basic moving units;

name-index list. The corresponding integer is its coding(2) if a node value in Node List 1 is less or equal to that

integer when finding the element name from the globalin Node List 2, the Node List 1 is moved to its next node

name-index list; otherwise existing max value plus one isvalue and the progress continues, otherwise, the Node List 2

its coding integer. At same time, a pair (the element namés moved to its next node value and the progress continues.

and the coding integer) is inserted in the name-index list aJwo Node Lists cannot back up in the comparing progress.

a new node. The level values of Node Lists can be acquire&o, the time complexity i) (maxz{Ny, N2}) in the worst

by a runtime-stack technology in the literature [13]. Figurestate, whereN; and N,, respectively, represent the total

1-(c) gives an example to illustrate the process of acquiringiumber of all elements in Node List 1 and Node List 2.

level values by a runtime-stack. The start event of eactAs definition 3, at timet, structure synopses in a sliding

document activates a null stack. Start events and end eventsndow are TCFXSs including Node Lists. So, the similarity

of elements, respectively, inspire pushing and popping. Théetween two TCFXSs is equal to the similarity between

level value of an element just is the corresponding pointecorresponding Node Lists in the two TCFXSs.

value o_f the element in the stack. Figure l—_(d) _presents the NodeSi ComWeight, + ComW eights

Node List formalized by the XML document in Figure 1-(a). odeSimi o = ObjWeight, + ObjiWeight

Definition 3: Given an XML data streamS = o L by L 1)
{X1,...,X,}, let (NodeList,_.,,n,t) be a Tempo- _ Do (/) + 372 (L )"
ral Cluster Feature for XML Structure (for short kN;I(l/T)L’f +Z]1€V‘:21(1/T)L’2“’

TCFXS(S)), whereNodeListi_., = .., NodeList; = _ . ,
NodeList(X1 U Xo U... U X,); n is the number of XML Where ComW eight; and ComW eighty, respectively, de-
documents included irs; ¢ is the time stampl, of the note the total weight of common elements in Node List 1 and

newest arriving XML document it$. Node List 2.0bjWeight; and ObjW eights, respectively,
Two Node Lists can be combined by property 1 on basigdenote .the total weight of all elgments in Node List 1 and
of the above definition of Node Lists. The actual operating\0d€ List 2.M1 and M5, respectively, represent the sum of
steps include comparing ordered integers, and inserting gccurrences of common elements in Node List 1 and Node
new node. Figure 2 presents a schematic illustration of!St 2. N1 and Ns, respectively, represent the sum of all
combining two Node Lists. The combining result only &/€ments in Node List 1 and Node List 2y 'S level value
contains one copy of integer 1 and 2 because of they being¥ the i common element in Node List I; is thek level
same level, and contains two copies of integer 3 and 5 witP("’,‘cIue of the;™ common element in Node List Zy and
different level values. These integers in the combining Nodé-2» "espectively, represent the level value of tﬁ@.element
List still satisfy partial order. The definition 3 is a Temporal IN Node List 1 and Node List 2 is the increasing factor
Cluster Feature for XML Structure on basis of Node Lists.Cf Weight proposed by users.
Two TCFXSs without time overlap in an XML data stream
also are combined by property 2.
Property 1: Given two Node Lists, the result of combin- A. EHTCFXSs
ing them can be acquired by uniting all elements of every Definition 4: Let an EHTCFXS be a team of
Node List, such that repeating elements of same level valuBCFXSs in sliding windows, that iSEHTCFXS =

V. MAINTAINING TCFXSs IN SLIDING WINDOWS
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start document
start element: W4F_DOC stack po| nter

<tart element: Actor WA4F_DOC Actor Name FirstName LastName
start element: Name

art element: FirstName ~ poP 1T —T7 =7 7 —7 7 77— e
charecters: David ” 2
end element: FirstName 3

5 start element: LastName 4 2

characters: Aston
end element: LastName
end element: Name
6 start element:
7 Filmography pué\

8 start element: Movie
start element: Title node code ee
characters: Matrix,The

9 end element: Title
start element: Year

B wN R

(b) agloble name-index list

(c) aruntime-stack level value

end document (d) the Node List

(a) an XML document
parsed through SAX

Figure 1. An example of acquiring coding values and level values for an XML document

Figure 2. Combining Node Lists

{TCFXS(Sy),...,TCFXS(S;),...}. TCFXS(S;) EHTCFXS have not time overlap. The second criterion is an
is the structure synopsis of thei'” sub-stream inherent requirement of an exponential histogram. The third
S, = {Xi,...,X;,} with time stampT;,...,T; , criterion is used to limit the number of documents in every
such asl;; < sz, wherej < m. sub-stream. Besides, it uses an optional parameter (defined
by users) to limit the total number of sub-streams in each
rgrade The forth criterion denotes how to identify overdue
documents. When the first criterion is in effect, we only need
detect the oldest TCFXS in an EHTCFXS for identifying
overdue documents.

To real-time maintain TCFXSs in sliding windows, an
Exponential Histogram of Temporal Cluster Feature fo
XML Structure (for short EHTCFXS) in definition 4 can
be seen as a cluster. The corresponding sub-stream of eve
TCFXS in an EHTCFXS is appointed to a grade value
which are denoted by superscripts such6gds 557, . ... The
grade value is related to the total number of documents
in every sub-stream. The total number of documents in At any time ¢, mult-EHTCFXSs are maintained in a
every sub-stream and the total number of sub-streams isliding window. When an XML documenk, arrives to
each grade must adhere to four criterions of false positivéhe sliding window, three interrelated processes are used
exponential histograms in the literature [2] as following: (1) to decide which clustefX,, will belong to. Firstly, X, is
the timestamps of all XML documents ifi; are less than parsed and rebuild into &CFXS(X,). Secondly, sim-
those inS;, wherei < j; (2) the number of documents in ilarities between each existing cluster afid'F X S(X),)
any sub-strean$ justis2’ =1,2! =2,22 =4..., and the are computed and the largest similarity vakien,,,, and
new arriving sub-streans,, only includes one document; the correspondingt HTCFXS,, ., are selected. At last,
(3) the grade value ofS7 is j , where the number of one of two managing methods is implemented according to
documents inS? is 27. The total number of sub-streams the result of comparingim,,., with the least similarity
in each grade must be] or [ + 1], ase is error parameter thresholdw. TCFXS(X,) is merged into the existing
proposed by users; (4) all documents in every sub-strearalusterEHTCF X Sy, 45, Wheresimy, ., > w. Otherwise, a
after S; are not overdue, whefECF X S(S;).t is in effect.  new EHTCFXS only including’CF X S(X,) is built.

The first criterion is used to ensure that TCFXSs in an The steps of merging TCFXS(X,) into

Grouping XML Data Stream by Structure

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-247-9 227



DBKDA 2013 : The Fifth International Conference on Advances in Databases, Knowledge, and Data Applications

EHTCFXS,,.., are introduced as follows: (1) build

a new 0-gradel’'CF X S(S°) based on definition 3, where
SY = {X,}; (2) addTCFXS(S°) into the set of O-grade
sub-streams INEHTCFXS,,q.. If the total number of
0-grade sub-streams|i$+2], two oldest TCFXSs in the set
are merged into a new 1-grade by property 2; (3) repeat the
step 2 for sets of the different grade sub-streams until the
total number of each grade sub-streams meet with the 3th
criterion of false positive exponential histograms described
in Section 5.1; (4) compare the total number of documents
in the sliding window with the size of the sliding window
N, and then delete overdue TCFXSs and corresponding
EHTCFXS where the total number of documents exceeds
N.

If similarities betweenll’' CF X S(X,) and each existing
cluster are less than the least similarity threshold, a new
EHTCFXS only includingX,, will be built. Online maintain-
ing these EHTCFXSs needs memory, so the total number of
clusters in a sliding window is limited to usable memory.
When the total number of EHTCFXSs in a sliding window
exceeds the allowed largest numBé€’, some rules are used
to decrease the total number of EHTCFXSs in the sliding
window. This paper proposes a simply and direct method to

Algorithm 1 CXDSS-SWEH.

Input: X; is a XML document arriving on window at time t;
 is the least similarity threshold;
NC is the largest number of EHTCFXSs included in window;
N is the largest number of XML documents contained in window;
Namelndex is a list of saving pairs of element name and number;

Hfk] is a group of EHTCFXSs of representing clustering results before time t.
Output: Hfl] is a group of EHTCFXSs which represent clustering results at time t.

1: get TCFXS(X,) using sub-Algorithm Create TCFXS(X;. Namelndex);
2:if (k ==0)

3:  { generate an EHTCFXS H/I] only containing TCFXS(X)) ;

4 return HfI1]; }

5: else{ $iMma=0; count=k;

6: for(i=1; i<=k; i++)

7 { computing similarity sim between H; and TCFXS(X)) ;
8: if (Sim> $iMpay) { SiMpag=sim; Hypm=Hi}}

9: if (NodeSim(TCFXS(X;), Huay) =)

10: { add

12: i=1;

13: while (num =1 /e+2)

14: {merge two oldest TCFXSs in the set of (i-1)-grade into T;;
15: add T; into the set of i-grade sub-streams in Hyy;

16: num=the cardinal of the set of i-grade sub-streams in Hyqy;
17: i=it b

18: else {generate an EHTCFXS Hj., only containing TCFXS(X)) ;

19: count=k+1;

20: if (count> NC)

21: {delete the overdue EHTCFXS ;

22: count--; |}

23: sum number of XML documents contained in Hfcount] as Dg,m;

24: if (D> N)

25: {get the EHTCFXS H,j4 containing the oldest TCFXS;

26: delete the oldest TCFXS;

27: if (H iy == null)

28: {delete the H,y from Hfcount] ; count--; } }

29: return Hfcount] ;}

(X)) into the set of 0-grade sub-streams in Hy,gy;
11: num=the cardinal of the set of 0-grade sub-streams in Hq;

delete some EHTCFXSs according to the following rules.
One rule is that the selected EHTCFXS should include the
least number of documents; another is that the selected
EHTCFXS must include a special TCFXS which is in
0-grade sub-streams and has the oldest time stamp. Thisting cluster and’CF X S(X;) and chooses the largest
first rule indicates the EHTCFXS is an isolated point invalue Sim,,., and the corresponding EHTCFX,,,,.. Its
streams. The second rule denotes that the EHTCFXS doesritne complexity can be involved in comparing progress of
be updated lately and be close to overdue clusters. Theomputing similarities in Section 4.2. Given the total number
experiments in this paper use the second rule, reasons apé elements in two Node Lists, respectively,i§ and N,
as the following: (1) deleting isolated points only increaseghe time of Steps 6 to 8 is the same as larger value in two val-
few memory; (2) mining isolated points is one of goals of ues, that i$D(Maxz(N7, N2)), in the worst state. Conditional
clustering research; (3) the technology of sliding windowsstatements of Steps 9 to 17 firstly compaian, .. with
focuses on recent or current clusters, which just tallies withthe least similarity threshold, then decide whether building a
the goal of the second rule. new cluster (Steps 18 to 22) or insertifig' F’ X S(X;) into
i . ) H,q. (Step 10 to 17) according to the comparing result.

C. Algorithm and Time Complexity Among, the work of Steps 20 to 22 adjusts the total number

Further to the above discussions, Algorithm 1 (calledof clusters through comparing the total number of existing
Clustering XML Data Streams by Structure based onclusters with the largest number of clusters allowed in a
Sliding Windows and Exponential Histograms, for shortsliding window. Step 21 take®(k) time to scan existing
CXDSS-SWEH) outlines incremental updating progress oftlusters and delete the cluster which is not updated newly,
clustering results. The Step 1 directly calls sub-algorithmwhere & is the number of existing clusters. Step 25 takes
CreateTCFXS(X,, Namelndex) to buildTCFXS(X,)  constanttime to acquire the total number of XML documents
for a newest arriving XML documenX,. Given the length of in the sliding window. Overdue TCFXSs and corresponding
the existing global name-index is,,,,, and the total number EHTCFXS are deleted (Steps 27 to 29), where the total
of distinct elements inX; is N;, the time complexity of number of documents exceeds threshold vaNieGive a
the sub-algorithm can be approximated Q&L 4. X Nt) cluster includingM TCFXSs, deleting overdue TCFXSs
according to the definition and building method introducedneed to scan all TCFXSs. So the total time complexity
in Section 4.1. The initialization of clustering (Steps 2 toof Steps 25 to 29 iD(M). In summary, the total time
4) generates an EHTCFXS only includiflgC' F X S(X;). complexity of Algorithm 1 normally can be approximated as
Therefore, the overall time of Steps 2 to 4 is constant. Th& (L,,q. X Nt +max(Ny, No)+k+ M) ~ O(Lyaz X Nt),
first loop of Steps 6 to 8 computes similarities between eaclwvhere O(k), O(M), O(max(N1, N2)) < O(Lpmaz X Nt).
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VI. EXPERIMENTAL VALIDATIONS 8 cxpssswen @ swxscis O xcis
. . Ir— A 0.081
A. Experimental Data Sets and Design 1

Our experiments involve two datasets, the XMLFiles real
dataset used to evaluate cluster quality, and the XMLSim-
ples simulated dataset used to measure memory and time
consumption. The XMLFiles dataset contains 437 XML
documents. The documents are from 23 various domains
such as Movie (74), University (22), Automobile (189), T 60 240 320 400 471 80 160 240 320 400 437
Bibliography (16), Company (35), Hospitality message (25), Number of XML Documents Number of XML Documents
Travel (10), Order (10), Auction data (4), Appointment (2), . ) )

Document page (14), Bookstore (2), Play (20), Club (12),§6g;ure 3. Quality comparison (= 2, = 2,w = 0.8, N = 100, NC =
Medical (2), and Nutrition (1). The number of tags varies
from 10 to 100 in these sources. The nesting level varies

rity

£ 0.061
0.991

e
=

4

o

%
T

Intra-Cluster Similarity

2
o
s}

Inter-Cluster Similas

=3

—8—(CXDSS-SWEH —&—SW-XSCLS

from 2 to 15. The XMLSimples simulated dataset randomly 25000 25000
is created by an XML tool named oxygen based on some 20000f  NT1000 20000f N300
schemas of mature industries such as civil aviation and web 2 000 S
application. There are 10419 documents in the dataset. Their gm gmm
size varies from 1k to hundreds of k. = w00 = w00

The experiments are run in a PC with Pentium IV 2.4GHz o
and Windows XP. The static algorithm XCLS in the liter- oo ® w0 0@ NN
ature [8] and the stream-oriented clustering algorithm SW- KN SN
XSCLS in the literature [11], as comparing methods, are
implemented in same conditions and criterions. To eliminatérigure 4. Memory consumed vs. number of XML documents=(2,e =
influence of orders of XML documents and acquire more>« = 0.8, NC = 130)
precise clustering results, we re-adjust orders of documents
in two datasets through a hash algorithm, and simulate
smooth XML data streams.

Though the size of sliding windows is different, as shown
in Figure 4-light and right, the memory consumption of
B. Experimental Results and Analysis the same algorithm has not increased evidently. But, the
Figure 3 shows intra-cluster and inter-cluster similaritiesmemory consumption of the CXDSS-SWEH is obviously
on XMLFiles dataset for three algorithms. Intra-clusterless than that of the SW-XSCLS. The memory consumption
similarities of three methods across different number ofoften consists of two part. One part is used to maintaining
documents are over 0.975, and inter-cluster similarities arelusters, and another is used to building structure synopses.
less 0.07, as shown in Figure 3. In essence, the XCLS anflor a smooth stream, the number of clusters in a sliding
the SW-XSCLS use same methods to compute similaritiesyindow generally fixed on at any time. A structure cluster
so the change of clusters quality is similar. However, existingwith high intra-cluster similarities consumes fixed memory
clusters in the SW-XSCLS can include fewer documentdo save the DTD or Schema of all XML documents in the
because of removing overdue documents in sliding windowstluster. So, the memory consumption of maintaining clusters
So the influence of Level Structures in the SW-XSCLS isis steady. The SW-XSCLS consumed more memory than the
less than that in the XCLS. Results of the SW-XSCLS areCXDSS-SWEH in building structure synopses. As described
better than that of the XCLS. The intra-cluster similarity in Section 4.1, the progress of parsing and building Node
of the CXDSS-SWEH is less than others and the interlists uses runtime stacks to save memory. The progress
cluster similarity of the CXDSS-SWEH is larger than them, of parsing and building Level Structures in SW-XSCLS
as shown in Figure 3. The reason is that the equation of based on pruning DOM trees. When the structure of
computing similarities in the XCLS and the SW-XSCLS is documents is complex, lots of memory is used to save trees.
not symmetrical for some peculiar documents in real dataset Figure 5 shows a comparison of time cost on XML-
XMLFiles. For example, two documents have common num-Simples data with the SW-XSCLS and the CXDSS-SWEH.
ber of levels, but elements in their level 3 satisfy inclusionThough sizes of sliding windows are different, the trends of
relation instead of equivalence relation. For these documenttime change for two methods are similar and increase with
similarities computed by the XCLS and the SW-XSCLS arethe number of XML documents. As described in Section 5.3,
1, otherwise the similarity computed by the CXDSS-SWEHthe time complexity of the CXDSS-SWEH is proportion to
is less 1. In fact, their structure is not exactly same. So, théhe total number of distinct elements in sliding windows.
computing equation in the CXDSS-SWEH is more logical When the number of documents increases, the total number
than that in the XCLS and the SW-XSCLS. of distinct elements generally can increase. So time cost also
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