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Abstract—In recommender systems, products can be recom-
mended based on customer modeling. Especially in fashion e-
commerce, recommendations can be a solution for many busi-
ness and sustainability challenges. This paper presents how
deep learning can be used for style classification in fashion e-
commerce. The style of a person is classified based on a photo.
Furthermore, this paper analyzes which data preprocessing and
augmentation techniques can positively impact a style classifi-
cation model. In order to be able to explain recommendations
based on this, it was analyzed to what extent the resulting model
provides accurate results and the predictions can be explained.

Keywords—E-Commerce, Recommender Systems, Style Classifi-
cation, Deep Learning, Explainable AI.

I. INTRODUCTION

While direct consultation can occur in stationary retail, for
example, by sales staff, this point is almost entirely omitted in
online retail. Whenever a customer is not looking for a specific
product they already know and has not yet made a clear
product decision, this advice may still be necessary. For this
reason, e-commerce retailers work with recommender systems,
i.e., they try to present a specific product based on existing
customer information in such a way that the user does not have
to search through the entire product catalog but can reach the
desired product quickly and effortlessly [1]. At the same time,
targeted recommendations can also create incentives to buy.
The recommendation quality always depends on the quality
and quantity of the existing customer information. The more
data available and the higher the information value of this
data, the more accurate the customer profiling can be [2]
[3]. The importance of recommendations becomes particularly
clear regarding products that cannot be described exclusively
textually by their properties. There is a high demand for
individual advice, particularly in the case of stylistic features
or visual characteristics, which can only be represented to a
limited extent by textual descriptions or categorizations. For
example, such products can be found in the fashion sector,
which represents the highest share of all e-commerce sectors
in terms of sales with 20.0 billion euros (Germany) in 2021
[4]. Compared to 2020, the online share in the fashion industry
has risen by 3.21 %, from 39.8 % to 46.5 % - in absolute terms,
this represents an increase of 3.21 billion euros, underscoring
the importance and future potential of recommendations in
online retail [3] [4].

The basis for recommender systems is the profiling of
customers. The overall goal of customer profiling is to collect
relevant data from the customer, extract information from this
data, build a customer model, and use this model to predict
the customer’s future behavior to support purchase decisions
[5]–[7]. Stereotyping or clustering of customers represents
an important strategy here in order to be able to realize
personalization for a group of customers [8]–[10].

Customer-relevant data sources (e.g., master data, transac-
tion data, or data from marketing campaigns) can be used to
gain information about the customer [11] [12]. In research and
practice, mainly master data, personal data such as age, gender,
or data related to origin or place of residence are used [13].
While these data provide essential information, transactional
data, such as purchase history or other touchpoints, can be
used to model and subsequently predict buying behavior in an
online store or even user preference [13] [14]. In contrast,
a more recent approach is the analysis of click paths in
online platforms. This can be used to model the interaction
behavior of customers without purchases having already taken
place [15] [16]. Thus, the priority is to evaluate structured
data in current approaches to model customer characteristics,
behavior, and preference.

The paper is structured as follows: The introduction is
followed by the introduction to the problem addressed. The
third section describes related work, while the fourth section
describes the research objectives and methodology. In the
main body, the fifth section, the data basis is first described.
Based on this, the experiments, their evaluation and the
interpretability of the results are explained. Finally, the results
are discussed and a short outlook for further research is given.

II. PROBLEM STATEMENT

To recommend a product to customers at all, the relation-
ships between customers and products must be known. A
distinction can be made between micro and macro behavior
factors. The analysis of transaction data, e.g., purchases of
products or product reviews, describes the macro behavior,
i.e., the user’s behavior that led to a purchase. The micro
behavior is fundamentally more refined in its structure. Here,
the user’s interactions with products that are not directly
linked to a purchase are also analyzed, i.e., in addition to
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transaction data, behavioral patterns are also analyzed. The
insights gained are incorporated into the recommendation
process [1] [14]–[16]. In addition to transaction and interaction
data, many approaches also process data about creating the
product and demographic data (or master data, such as age
or gender) [13]. The data sources used in recommender
systems can be roughly divided into three types: user-related
data, product-related data, and transaction- or behavior-related
data. These data are primarily available in a structured form.
Data of an unstructured nature has hardly played a role in
existing approaches. When unstructured data is used, it is
mainly product-related information, i.e., visual features of
the products or textual descriptions, and product- and user-
related information, i.e., textual product reviews [17]–[19].
The approaches considered mainly look at simple, individual
products rather than product bundles (such as outfits) [20]–
[22]. Therefore, these approaches can only be classified in the
analysis of relationships between users and products.

Unstructured personal data (e.g., customer images) have
been considered relatively rarely, although they can be crucial
for modeling user preferences [18]. The subject of current
research is processing customer images to extract new infor-
mation that can be used to improve recommendations, as pub-
lications show [3] [23]. Although visual recommender systems
exist, the focus is mainly on product images. Analyzing and
using this data to generate recommendations has added value
but cannot solve the cold start problem [24]. Various studies
have shown that explainability can positively contribute to the
quality of recommendations. Existing approaches indicate that
explaining recommendations (e.g., via historical transactions,
similarity metrics between products, or customer ratings and
reviews) can increase customer satisfaction [24]–[27]. How-
ever, it is also a prerequisite in these approaches that histor-
ical transaction data of the customer is already available. In
particular, accurately recognizing a clothing style can provide
an essential building block for successful recommendations in
fashion e-commerce. Nevertheless, clothing style can rarely be
determined simply by utilizing textual information or purchase
history; the customer’s visual characteristics must be processed
for this purpose.

III. RELATED WORK

In order to make the best possible recommendations to a
customer, the customer must be known as well as possible. In
fashion e-commerce, it is essential to know the style in which
the customer dresses to assist them in finding a product or to
recommend products that they will probably like because they
match their style. Especially in aesthetic use cases such as the
determination of a clothing style, which cannot be described
one hundred percent textually, deep learning or, in particular,
computer vision offers a possibility to process these aesthetic
features via images. There are already previous approaches in
style classification, but they differ from the focus of this paper.

In a literature study, the literature databases Scopus, Sci-
enceDirect, Web of Science, arXiv, ACM, IEEE were searched

for relevant articles from 2013. The retrieved hits were then
filtered by title and abstract screening.

Gu et al. (2017) combine traditional recommender system
approaches with autoencoder-based processing of visual fash-
ion features, so-called fashion coordinates. Sets of product
images (three products each: outerwear, pants, and shoes)
serve as input [28]. A similar approach is taken by McAuley
et al. (2015). Here, the authors also consider product images
and developed a prototype matching products to a product
(input) [29]. Liu et al. (2017) in their approach try to classify
fashion images into clusters representing a style via different
clustering methods. In addition to individual product images,
image details of people are also included [17].

An approach based on product data but which differs sig-
nificantly is described by Guan and Qin (2019). In their work,
product images are analyzed, and descriptive attributes are
extracted from the images. These descriptive attributes (e.g.,
colors or contrast) are then associated with human concepts,
feelings, or other customer characteristics to make product
recommendations [30]. Properties and attributes of a style can
also be modeled as a knowledge graph to represent styles from
multiple properties and their interrelationships [31].

Ma et al. (2017) show an interesting approach in their paper
that uses images to show a spectrum of different clothing styles
to make them more understandable. In this approach, style
features are first extracted from images, then processed by an
autoencoder to cluster the autoencoder results. The resulting
clusters were then classified in a Fashion Semantic Space [32].
Schindler et al. (2018) are similarly concerned with extracting
features from images. Here, they use images of people and
products crawled from online stores. These images are then
classified using a pre-trained Convolutional Neural Network
[33].

Existing work makes a valuable contribution to research
in visual recommender systems but looks at the underlying
problem of fashion style classification from a different angle.
In the context of this work, an attempt will be made to assign
a style to product images directly and dispense with the prior
extraction of features. The resulting fashion style classification
can then be used for further steps in the recommendation
process.

IV. RESEARCH OBJECTIVES AND METHODOLOGY

This paper presents a novel fashion style classification
approach that analyzes users’ image data (assuming consent of
the user) in fashion e-commerce and extracts the fashion style.
The detected fashion style can then be incorporated into the
recommendation process, for example, garments that match
the person’s clothing style could be recommended. The focus
is on the one hand on solving the cold start problem and
expanding the database of recommendation systems, and on
the other hand on improving the recommendations by making
the generated recommendations explainable.

For this purpose, images first had to be collected and
labeled. Based on the use case, three different datasets are
created here. Based on this, various deep learning experiments
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Fig. 1. Visualization of the different style classes in the dataset

were conducted. Deep Learning models were implemented and
trained using different image preprocessing and augmentation
techniques and critically compared. In addition to a qualitative
evaluation of the models, a quantitative, technical evaluation
of the deep learning experiments was also performed. To
complement this, the best model was then selected, used, and
the extent to which the model’s results could be explained was
examined.

V. STYLE CLASSIFICATION

This section describes the design and implementation of
style classification. First, the creation of the dataset is dis-
cussed. This is followed by the description of the Deep Learn-
ing experiments and the evaluation of the resulting models.
Finally, the procedure for evaluating the explainability of the
models is described, and the results are presented.

A. Dataset

In the first step of creating the datasets for style classifi-
cation, possible, suitable public data sources were researched,
i.e., datasets containing images of people and, in the best case,
labels about the person’s clothing or style. This revealed that
a large number of datasets are freely available (e.g., Figaro-
1k, Appareal, CelebA, iMaterialist Fashion 2018, and 2019).
However, a closer look at the datasets showed that while they
can be used for some related tasks, they cannot be used as
a basis for the intended classification of customer style, as
none of the datasets focus on people in real scenes. There are
no labels for the person’s style. Therefore, the creation of a
separate dataset was necessary.

Before data collection, a catalog of 7 style classes was
created by researching fashion magazines/portals and inter-
viewing three fashion experts. The three fashion experts are
employees of a cooperating online fashion retailer. The seven
different styles and their characteristics are described below:

• Athleisure: The style Athleisure describes mainly sporty
styles, i.e. people who wear sportswear in everyday life.

Examples may include plain, tighter-fitting, muscle-toned
shirts or leggings.

• Boho: In the Boho style, wider-fitting, less muscle-
emphasizing clothes are mainly worn. In addition, earth
tones or eye-catching patterns, such as mandala patterns,
are often features of the garments worn.

• Casual: The Casual style represents the typical everyday
style, that is, the style that most people wear in everyday
life. Examples include simple jeans, white shirts, or
sweaters in shades of gray.

• Elegant: The Elegant style is mainly worn business
clothes. Often suits, blouses or elegant hats can be found.
Patterns are rather rare here (if, then, more inconspicuous
check patterns) and colorwise, rather calm, neutral colors
are to be found, such as black, gray or beige.

• Rebel: The Rebel look makes heavy use of punk and
rock elements. Ripped jeans, studs, leather jackets or band
shirts are often found.

• Retro: The Retro style describes clothing styles that
seem to have fallen out of time, i.e., mainly classic
clothing items, such as corduroy pants, hats or long coats.

• Romantic: The Romantic style describes playful looks
and is mainly found on women. Core elements are, for
example, dresses in pastel colors or floral patterns.

The defined styles were used in the next step to crawling
public search engines and portals. In this course, the search
engine Bing and the fashion social media portal Chictopia
were used, and a total of 11200 images of people, as close to
reality as possible, were collected. The images were manually
sifted to clean them up (erroneous crawls or duplicates) and
then annotated by a team of eleven, with the majority defined
as label strategy. Each image was assigned exactly one style.
In some cases, more than one person could be recognized in
the image. If all persons to be seen could be assigned to one
style, the image was kept in the dataset; otherwise, it was
removed.

The resulting images were then used to form a data set (in
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TABLE I
ACCURACY OF MODELS USING DIFFERENT DATASETS AND AUGMENTATION TECHNIQUES

Accuracy
Augmentation Original Without Background Cropped

No Augmentation 0.698 0.698 0.755
Horizontal Flip 0.679 0.679 0.751

Blur 0.698 0.680 0.738
CLAHE 0.689 0.699 0.729

Coarse Dropout 0.698 0.699 0.738
Elastic Transform 0.699 0.704 0.739

Grid Distortion 0.707 0.694 0.729
Motion Blur 0.704 0.683 0.737

Optical Distortion 0.704 0.697 0.734
Random Resized Crop 0.692 0.683 0.739

Shift Scale Rotate 0.709 0.701 0.727
All Augmentations 0.726 0.706 0.749
AutoAugmentation 0.717 0.733 0.825

the further course: original) for the experiments. A 70/30 split
was used, i.e., 70 % of the images were used for training,
while 30 % of the images formed the validation dataset. This
resulted in 1120 images per class for training and another 480
images per class to validate the models. Some examples of
the resulting dataset and the annotated styles can be seen in
Figure 1.

In a further step of data preprocessing, additional datasets
were built. First, images with multiple people were split,
i.e., object detection was used to detect people on images
and extract the resulting bounding box. This resulted in
smaller images but more images forming the dataset. The
second dataset (Cropped) consisted of 13500 images (70/30
- Training/Validation-Split). On the other hand, we went
one step further and completely removed the background of
the person. For this purpose, we implemented a background
removal service that detects the background of an image and
removes all pixels except those belonging to the person to be
seen. The resulting dataset (without background) also included
a total of 13500 images. An example of the data preprocessing
steps is shown in Figure 2.

B. Modeling Experiments

Numerous experiments were conducted to develop the style
classification model. The EfficientNet architecture developed
by Google was used as the model architecture. This architec-
ture was chosen because it can be used and adapted flexibly
and because it offers state-of-the-art results in the field of
image classification [34]. The b0 variant of EfficientNet was
tested for resource reasons. However, it can be assumed that
the different architectures can show even better results due
to the higher number of parameters and the possibility of
processing larger images. For implementation, the PyTorch-
implementation in the framework timm of EfficientNet was
used. The following hyperparameters were used: Epochs 10,
Batchsize 64, Learning rate 1e-2, Optimizer Adam, Finetuning
(last 100 layers), Activation (Output-Layer) Softmax, Loss-
Function Categorical Cross-Entropy.

Based on the architecture, further experiments were con-
ducted using various image augmentation and preprocessing

Fig. 2. Removing the background and cutting out persons to create the
different datasets

techniques. In total, ten established, different techniques for
image enhancement (Horizontal Flip, Blur, CLAHE, Coarse
Dropout, Elastic Transform, Grid Distortion, Motion Blur, Op-
tical Distortion, Random Resized Crop and Shift Scale Rotate)
were evaluated. For this purpose, the image augmentation
framework albumentations was used, and a custom data loader
was implemented to augment the input images with a defined
probability of p=0.5 with the respective technique [35]. Models
without augmentation were also implemented as baselines to
ensure comparability. In addition, the ten different techniques
were applied in combination (All Augmentations). As an alter-
native augmentation strategy, the AutoAugmentation approach
from Google Brain was implemented and examined in more
detail [36]. AutoAugmentation describes a procedure to learn
an optimal data augmentation strategy based on the existing
data material. The algorithm searches for the optimal strategy
and adapts it individually in sub-strategies.

C. Evaluation of the Models

Looking at the results in Table I, it quickly becomes appar-
ent that some augmentation techniques can positively affect
the quality of the results (measured by the accuracy). The
effects of the respective techniques also differ depending on
the dataset used. For the original dataset, i.e., the dataset with-
out further image preprocessing, all augmentation techniques
perform relatively equally well. The manual combination of
all augmentation techniques is the best, with an accuracy
of 72.6 %. A similar picture emerges at first glance when
looking at the individual augmentation techniques for the
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dataset without Without background and Cropped. Thus, all
individual techniques and their combinations within the dataset
perform relatively similarly. However, it can be shown that
the Cropped dataset performs much better than the other
two datasets (about 5 % across all augmentation techniques).
It is particularly striking, however, that for both datasets,
the AutoAugmentation technique performs best. Overall, the
best model in the experiments was the model trained on the
Cropped dataset using AutoAugmentation. In addition, it is
noticeable that only the AutoAugmentation approach shows
an improvement in this dataset. This can be explained by the
fact that the other augmentations may change the images too
much. It is conceivable that the algorithmic search for the best
strategy selects more realistic augmentation intervals.

Overall, the experiments show promising results with the
best accuracy of 82.5 %. Manual evaluation of additional
images that were not included in the training set shows that the
models can solve the style classification problem (see Figure
3). In particular, the manual evaluation shows that outfits that
can be localized (e.g., a complete sports outfit) are reliably
classified. In contrast, mixed styles can be problematic for
the model, e.g., when people deliberately combine elements
of different styles. It can be stated from the experiments
that a style classification benefits from a large amount of
data, and the more data available, the better results can be
obtained. Additionally, it shows that AutoAugmentation can
be a promising strategy for data augmentation. The approach
minimizes the manual effort, and at the same time, very good
results are shown.

D. Explainability of the Models and Predictions

Now that an initial model for style classification has been
developed, it will be examined to what extent the model’s
predictions can also be explained. In doing so, it will be
investigated which areas of an image lead to the classification
into a specific style. Furthermore, it is to be investigated
whether the resulting model recognizes the correct image
contents or, for example, learns styles from an image’s context
(e.g., the image background).

For this purpose, the widely used framework lime is used
[37]. lime provides methods to provide so-called locally in-
terpretable model-agnostic explanations. To this end, another
experiment used the model previously identified as the best
model and built an lime explanatory model based on it.

The results of this explanatory model can be seen in
Figure 4. Clearly, the model learns the expected signal of an
image, i.e., image areas where the person whose style can be
classified can be seen. At the same time, it is noticeable that
background areas are also perceived as a signal or partial areas
of the person (see upper example on figure 4) are learned
as a negative influence on the classification. This becomes
especially clear if one looks closely at the Explanation Map.

In principle, explanatory models can be expected to produce
better results if the model also produces more robust and
better results since explainability depends on model perfor-
mance. The results of the explanatory models can be used

in the further course of development to enrich the generated
recommendations with a visual explanation and thus create
additional user acceptance.

VI. CONCLUSION AND FURTHER STEPS

In this state of research, it has already been shown that
unstructured data can provide added information value for rec-
ommender systems and underlying customer profiling. A first
approach to style classification is shown here. The results of
the models so far are promising and already show practicality.
Moreover, it becomes apparent that the manual search for an
optimal augmentation strategy is not trivial. Especially in the
case of complex elements in an image, as is the case with
the detection and classification of fashion styles, changes to
the image can lead to positive effects, but also to negative
effects if the changes are incorrectly selected, as the results
were able to show. The AutoAugmentation approach shows
promise, where a very realistic augmentation strategy adapted
to the data set can be found, which could lead to better results
in our experiments.

In defining styles, it became clear that styles cannot always
be clearly distinguished from one another. Often, fashion-
conscious people deliberately combine different styles to make
a fashion statement. On the other hand, certain clothing items
are often worn in different styles. It can be assumed that
styles are almost always associated with fashion elements but
that the boundaries between styles can sometimes become
blurred. This led to the fact that the developed models for
style classification may have difficulties, although providing
good results, especially in these mixed clothing styles. On the
one hand, a more extensive and improved data set will be
built for this purpose, as described earlier. On the other hand,
further experiments will be conducted to investigate whether
multi-label classification can solve this problem.

The technical evaluation of the different models by the
developers and the manual visual inspection has shown that
the results of the models can be considered promising and will
therefore be followed up and extended. In the future, this very
technical and subjective evaluation will be complemented by
an empirical study to test the methods’ suitability objectively.
To this end, various test scenarios will be developed and con-
ducted. This study will also measure whether the explainability
of the approach can positively contribute to the perceived
goodness of the models and whether they are advantageous
compared to classical, non-explained recommendations.
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