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Abstract—As the number of scientific publications in many
subject areas continues to increase, it is becoming more and more
important to support researchers in filtering out relevant infor-
mation from papers and to identify relevant papers as well. In
the present work, the field of nanotoxicology is used to investigate
how dictionary-based disambiguation and extraction of entities of
the domain can be implemented and how information on entire
scientific papers can be extracted. By developing an analysis
tool, it can be shown that the automated analysis of scientific
publications in the field of nanotoxicology can be realized in basic
terms. The analysis tool is based on the General Architecture for
Text Engineering (GATE), D3.js and additional Node.js services,
as well as Angular.js and represents an application that can be
controlled intuitively by the scientists and provides a suitable user
interface to visualize the extracted information in an aggregated
way.

Keywords–Named entities; Domain specific entities; Entity cooc-
currence; Visualization.

I. INTRODUCTION

The number of potentially relevant publications in the
field of nanotoxicology is increasing at a rate that is difficult
to manage even for experts in the respective fields. As a
consequence, more time is needed to extract certain infor-
mation from different sources. Here, mostly local document
collections or public platforms like PubMed or ResearchGate
can be mentioned. This trend will certainly continue due to
the distribution possibilities on the Internet and in particu-
lar due to the great research potential at least in the field
of nanotoxicology. Therefore, approaches that automatically
attempt to extract semantic information from scientific work
are becoming increasingly important for researchers to keep
track of other research in their field.

A common difficulty is that ambiguities (example “Paris”:
city, ship, band, hotel, biological term for a plant genus,
etc.) must be resolved. This process is called Named Entity
Disambiguation (NED). Entities are words or phrases that
represent a real object (e.g., persons, organizations, places,
etc.). These objects do not necessarily have to exist physically,
but can also be abstract, such as a year or date. These entities
are commonly referred to as Named Entities, where here the
proper name of an entity is meant (e.g., the name of a person,
where the person is an entity) [1]. In this paper, we will
investigate exemplarily how an automatic extraction of the
entities from the field of nanotoxicology can be carried out.
Therefor, it is important to recognize the relevant entities in

the respective domain. In the case of nanotoxicology these are,
for example, chemical substances, diseases and medical terms.

In the context of this work, a concept is to be developed,
with which entities relevant for the nanotoxic domain can
be extracted from text. For this purpose, existing knowledge
databases such as eNanoMapper [2], Medical Subject Headings
(MeSH) [3], etc. will be used. Based on these results, various
analyses, such as cooccurrences, analysis of temporal trends,
clustering of similar documents, etc., are to be carried out by
means of suitable visualization.

A. Information Extraction
Information Extraction (IE) is a sub-area of Natural Lan-

guage Processing (NLP) and is used to extract information
from a large amount of unstructured data. After extraction, the
resulting data is presented in structured form. Based on this
structured data it is possible to conclude further knowledge
afterwards. IE is mainly used in areas where a very large
amount of text, from which information needs to be extracted
in a very short time, are available. An example for IE is the
extraction of entities from over 500 different news feeds [4].
In this case the relationship between different entities are to
be determined (e.g., how often appear the entities “Donald
Trump” and “Angela Merkel” together in the collection of news
articles).

The first phase of the IE process contains domain-
independent tasks. These include sentence splitting, tokeniza-
tion, morphological analysis and Part-Of-Speech (POS) tag-
ging [5], which are only dependent on the language but not on
the domain. Since a sentence represents a semantically closed
unit and the words within a sentence have a strong relation to
each other, it is necessary to perform a sentence splitting as one
of the first steps within IE. In addition, tokenization transforms
all words and punctuation marks into so-called tokens. A token
represents the smallest text element of a text and is the basis
for further IE steps. In a further morphological analysis, the
properties of a token are determined. Properties are the POS
and the lemma of a word. Lemma is the basic form of a word
under which it can also be found in a dictionary. The POS is
the type of word (e.g., noun, adjective, verb, preposition, etc.).
In the subsequent second phase, domain-specific components
such as NED or the identification of related entities are located.

B. Named Entity Recognition
Named Entity Recognition (NER) can be seen as a sub-

category of IE. NER aims to identify the entities in a text
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that are relevant to a subject area. In biomedical text, the
names of persons, addresses, telephone numbers as well as
symptoms, diseases, medications or anatomical features are
of importance [6]. Nevertheless, it depends on the concrete
application of an analysis tool which entities have to be
extracted from a text corpus. The extraction of the entities
is therefore important, since they contain a large part of the
information about the content of a document.

C. State of the Art
There exist already many different tools and frameworks

that can extract information from documents. For example, the
National Library of Medicine (NLM) has developed a program
called MetaMap [7] to extract biomedical sections of a text to
match them to the concepts of the UMLS (Unified Medical
Language System). UMLS is a terminology that comprises
over 2 million names on 900,000 biomedical concepts and
is freely available for research purposes [8]. Another tool is
PolySearch2 [9], which is a web-based tool that can extract the
relations between biomedical entities. It is mainly designed to
formulate queries according to the scheme “Given X, find all
associated Ys”. An example query can look like this: “Find
all diseases associated with Bisphenol A”. The results of the
queries are based on data from MEDLINE [10], PubMed [11]
and 14 other biological databases such as UniProt [12], Drug-
Bank [13] and Human Metabolome Database [14].

D. Contribution of the paper
The main contributions of this paper are the following:

(1) Extraction of all relevant information from large docu-
ment collections in the domain of nanotoxicology. (2) Further
processing of the extracted data such as the recognition of
relationships between entities or temporal dependencies as well
as the calculation of the relevance of an entity to a document.
(3) Implementation of a generic analysis tool into which a
corpus of documents can be loaded and analyzed. Results of
the analysis are made available by means of visually descrip-
tive visualizations. Although this is shown by the example of
nanotoxicology, the procedure can be regarded as a blueprint
for any domain, since only the steps for the extraction of the
entities have to be adapted.

II. CONCEPTION

This section shows how a document corpus can be read
and analyzed, so that the collected information can later be
displayed graphically via suitable visualizations.

A. Preprocessing
Preprocessing is the part of the application that is respon-

sible for extracting all the necessary data from the documents
and storing it in a structured data format. The extracted data
must be available in such a form that it forms a suitable basis
for later calculations and analyses. This process is executed
once for each document and the data will be stored in a
database.

The first step is the importing of the documents into the
tool. Since the documents are available in different formats
such as PDF, Word documents or images, they must be
converted into a uniform, processable format. The aim is to
have the text of the documents as raw text, i.e., without markup
elements or other syntax that is responsible for the layout.

Many documents contain additional information in the form
of metadata, which is also stored in the document. Metadata
includes, e.g., the name of the author, the creation date, the date
of the last modification, various keywords, the title or a short
description of the content. For example, keywords provide very
precise information about the content of a document and the
creation date can be used to classify the document by year.

Finally, the potential retrieval of documents from Open
Access sources should also be mentioned. Some of them have
potentially useful Application Programming Interfaces (APIs),
so that publications on a particular topic can be automatically
retrieved via the analysis tool and then analyzed. The results
of this analysis can be sent to the user by e-mail. Such a
scenario can save the user a lot of time, as the tool can
search for potential publications and trigger the analysis fully
automatically without further manual steps.

B. Extraction of Named Entities
Once a document has been loaded and the content has

been converted to the appropriate format, the next step is
to extract the relevant entities. In order to recognize entities,
a comparison with different dictionaries is necessary. The
dictionaries typically contain a number of terms per entity.
For example, for the geographical area, there are dictionaries
that list the names of the cities of the world. If a word
or phrase from the text is found in such a dictionary, it
can be marked as a city-entity. By the information which
entity a word is, further information can be obtained in the
following steps. Important entities in the context of this work
are names of persons, places, organizations, dates, addresses as
well as domain-specific technical terms of the nanotoxicology
domain. A separate dictionary was compiled for the latter
by collecting 855,237 entries from different databases such
as MeSH [3], eNanoMapper [2], Nanoparticle Ontology [15],
Springer Nature (SN) SciGraph and the DaNa Glossary.

If entities are recognized in the text, further information
about this entity is also stored. As a result, the positions at
which the entity occurs in a document are recorded. A position
contains the information about the document, the index of the
surrounding sentence and the position of the word within the
sentence. Since an entity usually occurs more than once in a
document, a list of item information is assigned to this entity.

C. Text Normalization
Different methods can be used to find terms with similar

meaning. Based on the lemmatization algorithm [16], two
words, which differ from each other only for grammatical
reasons, can be adapted. In lemmatization, a word is reset to
its basic form, which is also called Lemma [16]. Thus, for
the words “studies” and “studying” the lemma “study” can
be determined. In this case, both words can be summarized
under the term “study”. An alternative to lemmatization is
the stemming algorithm. A stemmer or stemming is generally
understood as the truncation of the suffix of a word [17].
With the same word base and different suffix, many words
usually have the same meaning (e.g., “connect”, “connected”,
“connecting” or “connection”) [17]. Both methods are similar
and both can be used to summarize terms. Since the words
are more consistently reduced to one form by stemming than
by lemmatization, this paper will focus on stemming. As only
a comparison between the words is made here, the shortened
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words do not necessarily have to be readable, as is the case
with lemmatization. In the medical field, many abbreviations
are used in scientific documents. In this case, the abbreviations
should also be combined with the spellings written out as they
can be referred to the same entity.

D. Relations between Entities
The situation that two entities occur close to each other is

known as cooccurrence. The concept of this work is based
on the assumption, that entities that often appear together
(coocurrence) have a potentially strong relationship. In order
to be able to measure this relationship, we must quantify the
dependency, based on the cooccurences of two or more entities.
Beside the frequency of this coccurence, also the distance
between the entities, which form the cooccurence, must be
considered. The smaller the distance between two entities, the
stronger is their cooccurrence.

The concept envisions that as a preprocessing step for all
existing entities located in a defined proximity, the respective
distance to all other entities is calculated. A threshold-value
must be defined for the maximum distance between two
entities. The larger the value, the longer the calculations take,
since the distance between more entities must be calculated.
The maximum distance thus represents a compromise between
the duration of the calculation and the coverage of all relation-
ships. However, since widely spread entities have a minimal
relationship to each other, a calculation does not have to be
performed for all occurrences. For this work the limit value
was set to 20 words, because the strong relationships between
entities could be determined and the calculation speed is still
acceptable high.

To measure the strength of the distance between two
entities (E1 and E2), we developed a formula, that includes
several factors. If the two entities are in the same sentence, only
the distance between the words is calculated. The distance is
given by subtracting the index of E1 from E2. If the entities
can be found in different sentences (S1 and S2), the distance
of the sentences to each other is additionally calculated here,
i.e., how many sentences lie between entity E1 and entity
E2. Finally, the distance of entities contained in different
paragraphs (P1 and P2) will also be added to the formula.
Each distance can be weighted differently with an exponent
(here α, β and γ). The exponents are weighted in descending
order because the distance between the entities has a strong
influence on the strength, the distances between the sentences
and the paragraphs should have a weaker influence. Finally, an
inverse value is calculated from the sum of the differences, so
that large distances lead to a lower strength and vice versa.

strength =
1

(E2 − E1)α + (S2 − S1)β + (P2 − P1)γ

E. Identification of Relevant Documents
The relevance of a document to an entity should not

only be based on the number of occurrences of the entity
in a document, but should be calculated from a combination
of several factors. If only the number of occurrences of an
entity were taken into account when calculating relevance,
this could result in the name or year of an author appearing
very frequently in the bibliography at the end of a document
and not reflecting the entire content of a document. From a

frequently appearing name of a person in the bibliography, one
can only conclude the fact that the author of the document has
often used that person’s literature. This does not mean that
the document has anything to do with this person. Similar to
Information Retrieval (IR) procedures, various factors should
be taken into account, such as how often an entity appears
in the text, whether it is part of the document title, where it
appears in the document, how widely it spreads throughout
the document, and whether it is listed in the keywords of a
document. If an entity is part of the title or the keywords,
the relevance for this document increases considerably. Title
and keywords usually describe a document very concisely and
contain essential entities to describe the content.

In addition, it is also conceivable to include the entities
that are part of an abstract more strongly in the calculation of
the relevance of a document. An abstract usually describes the
content of a document in a few concise sentences. An entity
extracted from it can thus have an important meaning for the
content of the according document.

Another possibility that can be considered for the relevance
of a document is the temporal frequency of an entity. Thus,
for example, it can be determined in which years there was
a certain trend in the use of a term. Documents, which in
this case are no longer in the period of the trend, should be
weighted less strongly, because they, for example, only report
retrospectively on the trend and do not supply any more new
knowledge.

F. Frequency History
There are always periods in which certain entities are

used particularly frequently by authors in literature. Time
trends can be determined from the frequency, with which
an entity appears over several years in different documents.
Researchers at Harvard University, for example, found that the
term “slavery” was very widely used in the early 1860s during
the civil war and the civil rights movement from 1955 to 1968,
by analyzing over 5 million books from the 16th to the 20th
century [18].

The investigation of the frequency of entities over a certain
period of time allows the identification of trends and a temporal
classification. When searching for specific entities, the user can
find out in which years many documents deal with the entity
or when the entity first appeared. In the periods when entities
occur more frequently than average or rarely, further analyses
can be carried out by the researchers in order to search for the
cause.

G. Architecture
The architecture for an automated document analysis tool

essentially consists of three components. Before the prepro-
cessing can take place, the documents must be uploaded.
Afterwards, the entities with their position information are
extracted from the text and stored in a database. The processing
service in turn retrieves the data from the database and sends
it to the client to display it visually. The client can use a
search to decide for which entity he wants to receive additional
information and for which entity relevant documents should
be displayed. An autocompletion helps the user find the right
entities and the search can also be limited by search criteria
such as entity type or number of related entities. A rough
overview about the architecture is given in Figure 1.
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Figure 1. Components of the tool

The preprocessing step can be started automatically after
the documents have been successfully uploaded into the tool.
Depending on the number of documents, it may take some time
to process the individual steps. During processing, the client
should be shown a status, which document is currently being
preprocessed and how long it will take. Since preprocessing
consists of several smaller sub-processes such as tokenization,
sentence separation, POS, comparison with dictionaries, cal-
culation of relations, determination of the relevance of docu-
ments, extraction of metadata, recognition of abbreviations,
stemming as well as the assignment of terms to an entity,
these must be brought together to form a pipeline. Within the
pipeline, the subprocesses are executed one after the other,
since some of them also depend on previous ones.

The only component that is actually dependent on a specific
domain is the comparison with the dictionaries. In order to be
able to recognize technical terms in documents, it is necessary
to create certain terminologies that can be used for comparison.
Such an approach is, on the other hand, very generic, since
for another domain only the dictionary has to be exchanged
in order to identify the relevant entities from the documents.
Thus, the analysis tool could also be used very well in other
fields than nanotoxicology.

III. IMPLEMENTATION

The implementation of a prototypical analysis tool will be
used to demonstrate how the analysis of scientific documents
in the field of nanotoxicology can be realized. The application
can be controlled centrally via the client, which is a web
application based on the web framework Angular. A web
application was chosen, because the client only has to make
requests to the implemented services and displays the data on
the user interface at the end. A web application does not need
to be natively installed on a computer and is lightweight and
fast. All preprocessing steps and calculations are handled by
the backend. The backend in turn consists of a Node.js server,
which answers the client’s requests and initiates the necessary
analysis steps of the documents. Since the stored information
about the extracted entities from the documents partly have
different attributes, the NoSQL database MongoDB was used.
This database makes it easy to store data records as JSON
objects, regardless of which keys are contained in the JSON
object. The dataformat used is JSON because JSON is a very
lightweight format for storing data and can be easily processed
with Node.js. Also JSON is the native dataformat in MongoDB
and very well suited for transmission via REST interfaces,
which have also been implemented here.

A. Apache Tika
The toolkit Apache Tika [19] was used for the conversion

of the PDFs, because it can not only extract the text but also
recognize the metadata of a PDF file. A big advantage of this
toolkit is the output in HTML format via the option “–html”.
In HTML output, paragraphs are syntactically marked with a

<p> tag, so that in a next step in the pipeline, the paragraphs
can be saved as entity information as well. Occasionally, words
whose syllables were separated with a hyphen at the end of
the line by a line break could no longer be correctly combined
with Tika. Consequently, a regular expression is used to search
for exactly these occurrences and the line breaks are removed
by a script.

B. GATE - General Architecture for Text Engineering
A large part of the further steps of the preprocessing is

realized by a Java-based tool called GATE [20]. It offers a
variety of plugins that can be combined to a pipeline. A plugin
can be individually added to a pipeline via a plugin manager.
Since many plugins are already included by default, only a
few plugins have to be added manually for the prototype. By
default it includes tools for tokenization, gazetteers, sentence
splitting or POS tagging. Each plugin can create annotations in
the text and add additional information to them. An annotation
represents a marking of a certain place in the text and enhances
this with additional information. These can be very diverse and
depend on the plugin that can add, change and remove new
information in the form of properties (so-called “features”).

Which plugins are used for the implementation of the tool
can be seen in Table I. The Document Normalizer plugin
normalizes various special characters in the texts, then the
ANNIE English Tokenizer splits the words into tokens and the
sentences are annotated by the RegEx Sentence Splitter. The
ANNIE Gazetteer compares the tokens with basic dictionaries
such as city names, addresses, people names, etc. and annotates
recognized words as corresponding entities. The ANNIE POS
Tagger applies POS-Tagging to all tokens and with the help
of the ANNIE NE Transducer several so-called JAPE (Java
Annotation Pattern Engine) rules are applied to the annotations.
These rules ensure that some properties of the annotations are
renamed (e.g., “minorType” to “gender”) for better semantics.
With the Transfer Original Markups plugin mainly the para-
graph tags from the HTML output of Tika are converted into
paragraph annotations. The Morphological analyzer plugin cal-
culates the word root for each word and adds this information
to the annotation. To recognize the annotations an Abbrevia-
tion Extraction plugin was developed, which implements the
algorithm of S. Schwarz and M. Hearst [21] which is mainly
designed for the recognition of abbreviations in biomedical
text. This plugin also detects how an abbreviation is written
out and adds this information to the according annotation.
Abbreviations also need to be stemmed by an Abbreviation
Stemmer plugin so that they can be more easily combined later.
The last plugins in the pipeline are all those that are domain-
specific for nanotoxicology, which is why they are marked with
the prefix “NANO”. These plugins perform the same tasks as
the previous plugins only that they are directly designed for
annotations that can be assigned to nanotoxicology. This is
because, for example, specially designed dictionaries are used,
which only contain technical terms from the domain or special
JAPE rules, which have to adapt these annotations in order to
obtain a better data structure later.

As a result of the execution of the GATE pipeline, a
separate JSON document exists for each document in which all
annotations are contained as objects. Based on several Node.js
scripts, these JSON documents are combined into a single data
set. The annotation objects are compared with each other on
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TABLE I. PLUGINS OF THE GATE PIPELINE

# Plugin Functionality
1 Document Normalizer Replace special characters
2 ANNIE English Tokenizer Split words into tokens
3 RegEx Sentence Splitter Annotate sentences
4 ANNIE Gazetteer Detect entities from GATE
5 ANNIE POS Tagger Recognize POS of word
6 ANNIE NE Transducer Customizing annotations
7 Transfer original markups Annotate HTML tags
8 Morphological analyzer Recognize root word
9 Abbreviation Extraction Extract abbreviations

10 Abbreviation Stemmer Stemming of abbreviations
11 NANO Gazetteer Extracting NANO entities
12 NANO Abbreviation Gazetteer Extracting NANO abbreviations
13 NANO Transducer Adapting NANO annotations
14 NANO Stemmer Stemming NANO entities

the basis of their stemmed value and merged as appropriate.
Based on these data sets, the relations between the annotations
are calculated as already described in the conceptual part of
this paper. As a result, for each annotation it is stored to which
other annotations a very strong relation exists. The same is
done for the calculation of relevant documents as well as for
the calculation of the temporal classification of an entity. The
calculated data is stored in a MongoDB in the form of JSON
data records.

C. Orchestration of the processing tasks
To be able to start GATE directly by a request comming

from the Node.js server, the Java API (GATE Embedded) is
called. Thereby a configuration file is specified at the start
of GATE, in which all plugins of the pipeline are defined.
Since Tika and various Node.js scripts are executed in addition
to GATE, a higher-level pipeline of process calls must be
defined. This is realized via a Makefile. In the Makefile, the
individual processes are configured as targets whose order is
clearly defined when the Makefile is called.

D. Web application
The web application is based on the Angular.js web

framework. A file upload was realized, with which the PDF
documents can be uploaded. The PDF documents must always
be part of a document collection. A document collection is
created in the database after the upload. Furthermore, it is
possible to edit the dictionaries via the web application or
to create new dictionaries with new technical terms. This
enables researchers to keep the identification of relevant terms
up to date in the future. After a document collection has
been created, the analysis can be triggered for it. The Web
application triggers this with a request to the processing
service. During the processing of the individual steps of the
original processing, a status dialog is displayed in the Web
application that shows which step is currently being prepared.
This was realized by transferring the standard output of the
process pipeline in the console to the Web application via a
Web socket connection. The web application then interprets
the logs in such a way that a process bar is generated out of
it.

When the analysis of the document collection is finished,
the user has the possibility to search the data set from the
database for certain terms. The user is supported by an
autocompletion function (see Figure 2). The number behind

a search suggestion indicates how often this term occurs in
the document collection.

Figure 2. Autocompletion

After the user has clicked on one of the search suggestions,
a new page will opened, displaying all available information
about the selected entity (see Figure 3). The relationships of
the selected entity to other entities are visualized in the form of
a graph. The strength of the lines corresponds to the strength
of the relationship between the entities. The nodes in the dark
blue color represent direct relationships, while the nodes in the
light blue color represent the most relevant entities of the dark
blue nodes. This attempts to contextualize the entities within
the graph. If required, additional information about the selected
entity can be displayed in a panel next to the graph. This
includes, for example, information about existing abbreviations
as well as a descending list of the most relevant documents for
this entity. The documents can also be opened or downloaded
directly from this view.

Figure 3. Visualization of entity relationships

Another visualization is to compare the most common
entities of two document collections. A graph visualization
is also generated, which displays the entities from both doc-
ument collections in two different colors. In a third color,
which represents a mix color tone of the other two colors,
the intersection is displayed (see Figure 4). The intersection
includes those entities that occur very frequently in both
document collections. From this it can be concluded that the
two document collections have a certain thematic intersection
concerning these entities.

IV. EVALUATION

The prototypical implementation of a tool for the auto-
mated analysis of scientific documents showed that common
concepts of information extraction can be combined to extract
information from unstructured texts and to transform them
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Figure 4. Comparison of document collections

into a structured, machine-processable data model. However,
this concept is very much based on the quality of the dictio-
naries. If, for example, the terminology used in a particular
department is not as good as in nanotoxicology, the quality
of the results will also suffer. A good selection of dictionaries
and terminologies is therefore crucial. The advantage of the
implementation is the concept of the web application and the
decoupled services in the backend, so that there are no hurdles
during the installation of the software at the end user. The loose
coupling of services and process steps in the pipeline makes
it easy to add new components or replace existing ones in the
future.

V. CONCLUSION AND FURTHER WORK

The paper reported on an automated analysis of scientific
publications on nanotoxicology. It was shown, with which
concepts a solution can be implemented, which can facilitate
the daily work of scientists when searching through large
document collections. Several tools and technologies were
presented, with which a prototypical software was developed.
In addition, it was shown which possibilities are available to
visualize large amounts of collected information in a suitable
way.

As a further step towards automated document analysis,
it can be explored whether the presented solution can also
connect to online databases to automatically download and
analyze new documents and information. The concept could
even go to the point where the researcher is informed by e-
mail that a new document is available after the analysis has
been carried out. Certain filter rules could also define that the
researcher is only notified if the document is relevant to him
and his current research. In this way, further manual steps in
literature research could be automated, making it easier for
researchers to find relevant publications for their research.
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