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Abstract—The exponential advancements in processing,
storage and network technologies have led to the recent
explosive growth in big data, connectivity and machine
learning. The world is becoming increasingly digitalized -
raising security concerns and the desperate need for robust
and advanced security technologies and techniques to combat
the increasing complex nature of cyber-attacks. This paper
discusses how machine learning is being used in cyber security
in both defense and offense activities, including discussions on
cyber-attacks targeted at machine learning models.
Specifically, we discuss the applications of machine learning in
carrying out cyber-attacks, such as in smart botnets, advanced
spear fishing and evasive malwares. We also explain the
application of machine learning in cyber security, such as in
threat detection and prevention, malware detection and
classification, and network risk scoring.
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l. INTRODUCTION

Digital security remains a top concern as the world is
becoming increasingly digitalized. With advances in network
technologies, such as the Internet, access to cutting edge
technology and research findings has never been this easy
with research papers being made public daily and the digital
world becoming increasingly open sourced. Unfortunately,
cutting edge research and breakthroughs in technology are
both available to the security analyst and cybercriminals who
have various interests in making use of these technologies
and information. Research and advances in the field of
machine learning has resulted in algorithms and technologies
for improving security solutions that help in identifying and
decisively dealing with security threats. However, this also
makes it possible for cybercriminals to use this knowledge in
crafting and launching bigger and more sophisticated attacks.

Cybercriminals have a huge advantage in the cyber war
since, out of many attempts, they need to be right just once.
For security, on the other hand, the desired success rate
needs to be 100%. Research shows that in 2017, multiple
organizations, business, individuals and applications were
victimized by cybercriminals [1]. Stolen information
included sensitive classified intelligence data, financial
records, and personally identifiable information. The use of
these kinds of information can be catastrophic, especially
when it is made publicly available or sold on the black
market. Some research statistics with regards to the impact of
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cyber security to businesses, organizations, and individuals
include:

e Inrecent years, cybercrime has been responsible
for more that $400 billion in funds stolen and
costs to mitigate damages caused by crimes [2].

e It has been predicted that a shortage of over 1.8
million  cybersecurity  workers  will  be
experienced by 2022 [3].

e It’s been predicted that organizations globally
will spend at least $100 billion annually on
cybersecurity protection [4].

e Attackers currently make over $1 billion in
annually revenue from Ransomware attacks,
such as Wannacry and CryptoWall attacks [5].

Keeping up and countering the increasing sophistication
of cyber-attacks is becoming increasingly challenging, as
defense tools quickly become obsolete. In fact, on average, it
can take up to 240 days to detect an intrusion [6]. The
sophistication of cyber-attacks is growing both in scale and
complexity making it increasingly challenging to keep up
and respond to the constant emergence of new threats and
vulnerabilities. One major area that is currently having a
high impact on cyber security is machine learning, which
will be the focus of this paper.

The rest of the paper is structured as follows. In Section
11, we present an overview of machine learning, including its
various categories (supervised and unsupervised learning).
Section 11 describes the applications of machine learning in
cybersecurity, such as in network risk scoring and in
malware detection and prevention. In section 1V, we discuss
the applications of machine learning in cyber-attacks, such as
in smart botnets, advanced spear fishing and evasive
malwares. Section V discusses cyber-attacks targeted at
machine learning models.

Il.  OVERVIEW OF MACHINE LEARNING

Machine learning is a sub-field of artificial intelligence
that aims to empower systems with the ability to use data to
learn and improve without being explicitly programmed [7].
It relies on mathematical models derived from analyzing
patterns in datasets, which are then used to make predictions
on new input data. Applications of machine learning span
across a vast set of domains including e-commerce, where
machine learning applications are used to make
recommendations based on customer behavior and
preferences, and health care, where machine learning is used
to predict epidemics or the likelihood of a patient having
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certain diseases, such as cancer, based on their medical
records.

Machine learning algorithms can be categorized as
Predictive (Supervised Learning) or Pattern Discovery
(Unsupervised Learning) [39]. In supervised learning, there
is always a target variable, the value of which the machine
learning model learns to predict using different learning
algorithms e.g., based on an IP address location, frequencies
of Web requests and times of request, a machine learning
model can predict if a given IP address was part of a
Distributed Denial of Service (DDOS) attack. A variety of
Machine learning algorithms fall under the umbrella of
supervised learning, including Linear and Logistic
Regression, Decision Tree and Support Vector Machine
(SVM) [40]. On the other hand, in unsupervised learning,
there is no prediction of a target variable, rather,
unsupervised algorithms learn to find interesting associations
or patterns in datasets e.g., identifying computer programs,
such as malwares with similar operating/behavioral patterns
using clustering and association algorithms.

One particular domain where machine learning is seeing
wide adoption is that of cybercrime and security which has
multiple use cases for machine learning, such as in malware
and log analysis. The power of machine learning is leveraged
by cybercriminals as well as security experts. We will now
discuss how machine learning is being used for cybercrime
as well as cyber security.

I1l.  APPLICATIONS OF MACHINE LEARNING IN CYBER
SECURITY

With the growing threat of cybersecurity, studies are
focusing on machine learning and its vast set of tools and
techniques to identify, stop and respond to sophisticated
cyber-attacks [21]. Machine learning can be leveraged in
various domains of cyber security to provide analytical-
based approaches for attack detection and response. It can
also enhance security processes by automating routine tasks
and making it easy for security analysts to quickly work with
semi-automated tasks. Some popular applications of machine
learning in cyber security are presented below.

A. Threat detection and classification

Machine learning algorithms can be implemented in
applications to identify and respond to cyber-attacks before
they take effect [8]. This is usually achieved using a model
developed by analyzing big data sets of security events and
identifying the pattern of malicious activities. As a result,
when similar activities are detected, they are automatically
dealt with. The models’ training dataset is typically made up
of previous identified and recorded Indicators of
Compromise (I0C), which are then used to build models and
systems that can monitor, identify and responds to threats in
real time. Also, with the availability of IOC datasets, we can
use machine learning classification algorithms to identify the
various behaviors of malwares in datasets and classify them
accordingly. Studies have been made on behavioral-based
analysis frameworks that make use of machine learning
clustering and classification techniques to analyze the
behaviors of thousands of malwares [14]. This makes it
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possible to use the learned patterns to automate the process
of detecting and classifying new malware. This can help
security analysts or other automated systems to quickly
identify and classify a new type of threat and respond to it
accordingly using a data driven decisions. For example, by
using a historic dataset containing detailed events of
WannaCry ransomware attacks, a machine learning model
can learn to identify similar attacks, thereby making it
possible to automate the identification and response process
of similar attacks. Machine learning techniques have also
been used in IP traffic classification [15][16] which can help
automate the process of intrusion detection systems that can
be used to identify behavioral patterns as in the case of
DDOS attacks. With the increasing number of machine
learning techniques, other studies have been focused on
analyzing multiple machine learning solutions for intrusion
detection systems including single, hybrid and ensemble
classifies [17].

B. Network risk scoring

This refers to the use of quantitative measures to assign
risk scores to various sections of a network, thereby helping
organizations to prioritize their cyber security resources
accordingly with regards to various risk scores. Machine
learning can be used to automate this process by analyzing
historic cyber-attack datasets and determining which areas of
networks were mostly involved in certain types of attacks.
Using machine learning is advantageous in the sense that the
resulting scores will not only be based on domain knowledge
of the networks but most importantly, the scores will be data
driven. This score can help quantify the likelihood and
impact of an attack with respect to a given network area and
can thus help organizations to reduce to risk of being
victimized by attacks.

Studies have been carried out on the use of machine
learning algorithms such K-Nearest Neighbor, Support
Vector Machines, and Random Forest algorithms to analyze
and cluster network assets based on their connectivity [18].
Other studies have focused on how 10T devices connected to
small and Medium Sized Enterprises (SMES) can be used to
lunch attacks on SMEs [19]. Machine learning powered
systems have been developed that make use of the mutual
reinforcement principle to analyze massive volumes of alerts
in organization networks to determine risk scores by taking
into account the associations of various network entities [20].

C. Automate routine security tasks and optimize human
analysis

Machine learning can be used to automate repetitive
tasks carried out by security analysts during security
activities. This can be done through analyzing
records/reports of past actions taken by security analysts to
successfully identify and respond to certain attacks and using
this knowledge to build a model that can identify similar
attacks and respond accordingly without human intervention.
Though it is difficult to automate the full security process
and replace the human security analyst, there are some
aspects of the analysis that machine learning can automate
including malware detection, network log analysis, and
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vulnerability assessments, such as network risk analysis. By
incorporating machine learning in the security work flow,
‘man and machine’ can join forces and accomplish things at
a degree of speed and quality that will have been otherwise
impossible.

With the exponential growth of artificial intelligence, we
see an increasing number of tasks being automated. It is
tempting to think that artificial intelligence will increase
automation, and certain tasks that are currently performed by
humans will be taken over by machines. This might be true
in some cases, however there are numerous cases where the
combination of artificial intelligence and human intelligence
produce far better results than each will produce by itself. It
is for this reason that we are currently seeing the rise of
artificial intelligence companies with a focus on not only
creating Al product for automating tasks, but creating
products that enhancing and complement the productivity of
human analysts. A well-known example of such a company
is Palantir [9], which creates products that make it easy for
analysts to aggregate and make use of massive volumes of
data.

In other to enhance security analysts activities, studies
have been carried out on the use of machine learning
algorithms, such as genetic algorithms and decision tries to
create applications that generate rules for classifying network
connections [22]. Other approaches go far as to implement a
cognitive architecture to create an automated cyber defense
decision-making system with expert-level ability inspired by
how humans reason and learn [23]. Cybersecurity analysts
typically have to spend time responding to multiple events,
which sometimes include false positives, which mostly turn
out to be a waste of their time. Studies have been done to
show that machine learning classifiers can be trained on alert
data to identify and distinguish between false positives and
true positives, thereby making it possible to create an
automated system that will alert the analyst only on scenarios
that include true positives [24].

IV. APPLICATIONS OF MACHINE LEARNING IN CYBER
CRIME

Just as machine learning is a promising tool to deal with
the growing cyber threats, as shown in the previous section,
it also acts as a tool that can be leveraged by malicious
attackers. For instance, there have been studies that show the
possibility of cybercriminals leveraging machine learning to
create intelligent malware that can outsmart current
intelligent defense systems [25]. Hence, as the field of
machine learning progresses at a rapid rate while offering
promising solutions for cyber defense, it also makes it
possible for cybercriminals to use it in carrying out more
sophisticated attacks at scale as well as lunch attacks targeted
at machine learning models. Everyone including security
analysts and cybercriminals are actively seeking new
innovative Al techniques/technologies to add to their arsenal
of cyber weapons. For instance, just like cyber defense
specialist are actively analyzing data to better understand an
attackers’ patterns, the attackers themselves can also steal
data about users and analyze it to better craft their attacks.
An example includes illegally accessing and analyzing a
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targeted users’ emails with the aim of having a better
understanding of their email patterns and leveraging that to
craft better phishing emails.

Some popular categories of machine learning based
attack techniques include:

A. Unauthorized Access

Machine learning can be used to gain unauthorized
access to systems, such as those involving captchas. One
field that has been hugely impacted by machine learning is
that of machine vision, whereby a machine is trained to
identify objects. This is the same technology being used in
self driving cars where cars rely on machine learning to
identify and avoid obstacles. With machines being capable of
identifying objects in images, they can be trained to bypass
captcha-based system that relies on a user to identify the
objects in an image before being authorized [10]. Also,
machine learning algorithms, such as neural networks that
attempt to mimic the human brain can be trained to speed up
and automate social engineering techniques, such as
guessing user passwords by training the model with big
datasets containing data of previously hacked user
information including their usernames and passwords and
any kind of information that can be used to enhance the
guessing process.

Multiple studies have been carried out on how machine
learning can be leverage to gain unauthorized access to
systems. Examples include PassGANSs that can generate high
quality password guesses by using Generative Adversarial
Networks (GAN) and real password leaks to learn the
distribution of real passwords [26]. Some studies focus on
using machine learning to generate passwords for real time
broot force attacks that rely on testing different variants of
passwords with the aim of successfully gaining unauthorized
access to a system [27]. Other studies focus on using Deep
learning to bypass CAPTCHAs without human intervention
[28][29], while others focus on leveraging machine learning
to clone human voices. Applications exists that leverage
machine learning techniques to clone voices [30], making it
possible to impersonate people.

B. Evasive Malware

Typically, the creation of malware involves writing a
malicious program which in most basic cases can be
identified by security programs which have records of the
malwares’ signature. However, there have been cases where
machine learning has been used to generate malware code
that other security programs could not detect including
machine learning based systems [11]. Another example
includes DeepLocker, an Al powered malware developed by
IBM researchers that is capable of leveraging facial
recognition, voice recognition and geolocation to identify its
target before launching its attack [12]. There’s a lot of
research on using machine learning to generate computer
code with the goal of replacing computer programmers with
Al systems in scenarios where an Al can write the code
without human intervention. Examples include a recent
research carried out at Microsoft to create Al systems that
can generate code without human intervention [13].
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C. Spear Phishing

Machine learning can be leveraged to carryout advanced
spear phishing attacks for example, by illegally collecting
genuine email data of targeted individuals and feeding the
data to a machine learning model which can then learn from
the data, derive context from the data and generate emails
that look similar and genuine to those it learned from. This
can then be incorporated into an automated process thereby
speeding up the efficiency and speed in which
cybercriminals can launch targeted phishing attacks. Some
phishing attacks leverage social engineering to illegally
acquire information about their targeted users.

Social engineering is a popular kind of attack technique
that uses deception to manipulate individuals to get their
personal information. There have been studies on using
machine learning to carry out sophisticated social
engineering attacks. Examples include studies that used long
short-term memory (LSTM) neural network and recurrent
neural network that are trained on social media post
extracted from a targets time line with the aim of
manipulating users into clicking on deceptive URLS
[31][32]. Similar approaches can also be used to carry out
email based phishing attacks.

V.  SECURITY THREADS TO MACHINE LEARNING
PRODUCTS

From the beginning of the computer revolution,
cybercriminals have always been on the lookout for ways to
exploit software wvulnerabilities and carry out malicious
activities. With the explosive growth of artificial intelligence
technology, cybercriminals are beginning to look for ways to
exploit vulnerabilities in this domain. Attacks on machine
learning systems are typically discussed in the context of
adversarial machine learning which is concerned with the
security of applying machine learning techniques to security-
related tasks, such as biometric recognition, spam filtering,
network intrusion and malware detection. Attacks on
machine learning algorithms can be categorized into three
domains: attacks targeted at altering training datasets and
introducing vulnerabilities in the final model [33]; attacks
targeted at increasing the error rate of the final model [34];
attacks aimed at making it possible for a specific set of
records to be classified or interpreted by the model as desired
by the attacker [35].

Like we earlier said, a machine learning model is built by
feeding data into a computer algorithm which then learns
patterns from the data and can then use the learned patterns
to predict or classify unseen data. The final product of a
machine learning model can be a simple equation which is
then translated as a computer code that receives input and
produces output in the form of a classification or prediction.
With this simple intuition of machine learning models, it can
be seen that cybercriminals can interfere with a machine
learning product by tempering with the training and test data
or altering the final parameters of the model:

e Poisoning the training data: It is well known by
machine learning practitioners that the success of
machine learning projects relies heavily on quality of
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the data. This is usually called ‘garbage in garbage out’
meaning if you train your model on garbage data, it
will produce garbage results, regardless of how
advanced your model is. A possibility is that a
cybercriminal gains access to the training set of a
machine learning model and alters the data before the
training begins without the knowledge of the machine
learning engineers. Clearly, we can see that the data
will already be tampered with and has lost its original
quality which will result in modeling on wrong data.
Hence, our final model will no longer be a reliable one
since it was trained on bad data and it doesn’t matter
how good the modeling process goes, our predictions
or model classifications will surely not be appropriate.
Also, another scenario can be in a situation where a
model is made to re-train itself every time it receives
new records. In this case, a cybercriminal can feed the
model with bad data and the model can learn from this
bad data and as a result, negatively impact its
performance. Multiple studies have been carried out on
understanding and defending against poisoning attacks
[36][37].

e Altering a machine learning model: In this case, a
cybercriminal can illegally access a machine learning
model and alter its parameters and thereby influence
how it produces results. For example if after training,
the final machine learning model deployed to
production can be represented mathematically asy =1
+ 2x , where X is the input parameter and y is the output
from the model, then if a cybercriminal can access the
system and alter the equation to y = 1 — 2x, then it can
clearly be seen that this can lead to wrong prediction
and might result in catastrophic decisions if the results
of the predictions were being used to make key
business decisions.

e Evading detection by machine learning models: This
refers to attacks that aimed at avoiding detection. This
can happen in situations where an attacker alters data
used during the testing phase with the aim of avoiding
being classified as a threat during regular system
operations. Biometric systems have been used as
examples in studies to show how such attacks can be
done [38].

From the points mentioned above, it can be seen that it is
of vital importance that machine learning projects take
security seriously. Appropriate measures should be taken to
monitor machine learning models and their datasets.

VI. CONCLUSION

In this paper, we have seen how machine learning can be
applied in a security context from both a defense and attack
perspective as well as the potential threats targeted at
machine learning models. Clearly it can be seen that machine
learning is a powerful tool that can be used for automating
complex defense and offense cyber activities. Hence, with
cybercriminals also leveraging machine learning in their
arsenal of cyber weapons, we are expected to experience
more sophisticated and big attacks powered by Al. It is
therefore of vital importance that security specialists as well
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as machine learning practitioners stay abreast with the recent
advancements in machine learning including adversarial
machine learning so as to constantly be on the lookout to
make use of potential Al related security applications.

This paper can act as basis for future research that can

focus on analyzing existing security solutions and the various
challenges of leveraging machine learning to develop and

deploy scalable cybersecurity

systems in production

environments.
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