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Abstract —In high-technology manufacturing industries like
pharmaceuticals, semiconductors or photovoltaics, best and sta-
ble yields are very important. This can only be reached if
the appropriate equipment is still operating in the specified
working ranges according to the current recipes or process steps.
Because of the high complexity of the corresponding equipment
and processes, monitoring solutions like fault detection and
classification or predictive maintenance are already established.
The combination of such techniques with advanced process
control leads to a mechanism for avoiding product scraps and,
finally, to the maximization of the production efficiency and
business competitiveness. The equipment health factor is an
important index of the status of a processing equipment and
at the same time a key enabler for advanced monitoring and
control strategies. Three families of estimation techniques will
be briefly explained in this paper: physics-inspired, statistical-
based and data-driven. Then, the focus will be set on the
system identification-based approach as the most promising and
emerging equipment health estimation strategy. Its backgrounds
and advantages will be explained and illustrated. At the end, a
universal tool for investigation and modeling of the equipment
health factor will be described and discussed.

Keywords —Equipment Health; Data-Driven Modeling; System
Identification; Predictive Maintenance; Time Series Analysis.

I. Iඇඍඋඈൽඎർඍංඈඇ
The Equipment Health Factor (EHF) (also known as equip-

ment health index [1]) is a quantitative factor of the status
of a processing equipment or a tool, which can be estimated
from observable equipment parameters, e.g., on the basis of
the history data of the process.
For a sustainable application, the EHF calculation should

also be supported by the use of available metrology data (in-
cluding virtual metrology data) and maintenance information.
So, the appropriate data integration of different information
sources like process control system, metrology or maintenance
is essential for the overall production success. In the literature,
there are other similar equipment health definitions under
terms like “equipment condition”, “tool health” or “machine
health condition”.
In this article, we focus on the following EHF application

fields:
• Predictive Maintenance [2] is based on condition mon-
itoring [3]. With Predictive Maintenance (PdM), mainte-
nance actions are performed only if needed and offer cost
savings compared to time-based Preventive Maintenance
(PvM) [4]. Another advantage towards to PvM is to

avoid equipment breakdown by performing proactive
maintenance. EHF can be used as a main indicator to
predict equipment status.

• Dynamic Sampling avoids expensive measuring opera-
tions on lots of products (e.g. wafers) without increasing
the “material at risk” in production [5]. In case of
dynamic sampling, EHF can supply the sampling system
with information about current equipment condition for
avoiding the metrology actions [6].

• Equipment Prioritization and Production Scheduling
by giving each equipment a certain priority according
to its current EHF. If critical tasks with a high quality
demand occurs, the equipment with the highest EHF is
recommended to be used [7]. This technique motivates to
include the EHF into global production scheduling [1].

In the following, an overview of the already existing meth-
ods for equipment health estimation will be given (Section
II). Then, a system identification-based approach will be
introduced and its advantages underlined in Section III. An ap-
propriate software tool for investigation of the identification-
based EHF estimation will be presented in Section IV.
Achieved results will be discussed in Section V and, in the
end, a short conclusion with an outlook will be given.

II. Mൾඍඁඈൽඌ ൿඈඋ Eඊඎංඉආൾඇඍ Hൾൺඅඍඁ Eඌඍංආൺඍංඈඇ
In this section several families of EHF techniques, which

can be classified as follows, are discussed:
• Physics inspired: These methodologies are considered
to be the most complex to transfer between different
equipment types, as they entirely rely on what is known
(and can be modeled) of the equipment’s behavior [8].
This family of techniques usually consists of very ad-hoc
approaches to tackle a specific use case and is therefore
the most expensive [9].

• Statistical or forecast-based: In this case, relevant time
series coming from the target equipment are predicted
by exploiting their statistical properties. Their probabilis-
tic future outcome is compared with a preset failure
threshold [10]. Notable examples of problems easily
solved with this kind of technique include helium flow
prediction for edge ring consumption by plasma etching
in semiconductor production [11] and health monitoring
of electronics under shock loads in packaging and manu-
facturing [12]. While such techniques can be extremely
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powerful in targeting specific problems, it must be said
that they lack generality and most of the time cannot
be directly transferred between equipment classes and
problems.

• Data-driven: in contrast to the aforementioned tech-
niques, this class of methods allows quick transfer of
methodology between different equipment and processes
[13]. The appropriate EHF models will be estimated
from the input data using supervised machine learning
algorithms like linear or nonlinear regression [14], neural
networks [15] or system identification algorithms with
gradient-based optimization. Also, classification methods
(support vector machines, decision trees, etc.) can be used
for equipment health assessment.
The required training, validation and test data sets could
be obtained in a semi-automatic way (for instance by
exploiting associated metrology information) as well as
in a manual manner, by manually selecting a subset
of important parameters to be controlled based on the
actual knowledge of the process engineer [16]. It should
be noted that such methodologies still require some
expert knowledge in order to provide proper results and
minimize the false positive rate.

Depending on the use case, each of the approaches may prove
itself useful, but no tool is capable for solving every issue
in the whole “EHF galaxy” [17]. For this reason, since the
beginning of the planning stage, much emphasis has been
put on the modularity of the system in order to be able to
accommodate a wide variety of mathematical techniques with
minimal effort.

III. EHF Eඌඍංආൺඍංඈඇ Uඌංඇ ൺ Sඒඌඍൾආ Iൽൾඇඍංൿංർൺඍංඈඇ
Aඉඉඋඈൺർඁ

Most popular statistical-based and data-driven EHF estima-
tion methods presume that changes in the process data can be
adequately described with standard statistical functions like
variance, mean value, standard deviation or linear regression
models. But this limits their applicability to narrow process
windows. System identification methods do not rely on that
steady-state assumption and characterize processes based on
identified physical properties, especially on typical responses
to well-defined step changes.
Many equipment signal charts represent in fact responses

after control actions like “Heater On”, “RF Power On” or “N2

Primary Valve On” with characteristic trends in according to
sensor readings [18]. These trends can be compared with each
other or with trends from a reference model to detect process
anomalies or, indirectly, decreasing of the equipment health.
By using of a system identification approach, an automatic

identification of the reference models should be performed
for each existing process context (e.g. different recipes) to
describe the characteristic trends in signals not only in steady-
state mode. Then, based on an identified reference model, the
reference time series should be calculated and compared to
the new measurements from the same production context. In

the last step, well-known metrics like Mean Squared Error
(MSE) can be used to characterize the current equipment
health. Finally, the calculated MSE values will be applied to
an already existing Fault Detection and Classification (FDC)
or EHF software to track the estimated EHF parts.
The proposed common approach consists of 5 steps, as

shown Figure 1. The first three steps are performed offline
during EHF system deployment:
1) Selection of relevant process variables,

2) Preliminary estimation of the model parameters for the
reference time series and

3) Parameter estimation for different model structures.

Selection of the relevant process variables and 
training data preparation (input-output 
arranging) for a wafer from a “standard” wafer 
context

Preliminary estimation of the reference model 
parameters (model structure independently): gain 

factor k and time-delay Tdelay

Parameter estimation for the different reference 
model structures and choosing the best fit model 
pair for the reference wafer: Time constants 
T1 , … , Tn and damping factors ζ1 , … , ζn 

Estimation of the prediction error for the every 
processed wafer based on the comparison with the 
best reference model from a reference wafer

Use of the existing FDC algorithms to monitor the 
prediction error as a part of an EHF. 
So, the prediction error for each wafer can be used 
as an additional control value for an EHF control chart
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Figure 1. Steps of the proposed approach at a wafer manufacturing example
divided into offline and online part.

The system identification based EHF estimation occurs in
the two remaining steps which will be executed during an
online operation of the EHF modeling tool:
4) EHF online estimation on the basis of model identifica-

tion on process data and

5) Use of the existing FDC algorithms to monitor and
control the EHF (like control charts etc.).

The fourth step can alternatively be performed by identifica-
tion of the model parameters for each measured time series.
In this case the EHF metrics are the differences in the model
parameters form different modeled time series according to
the reference model.
Figure 2 shows the most popular structures for reference

models.
In Figure 3, an example of a reference time series generated

by a dynamic second order reference model is given. Figure
4 shows the identified time shift in time series caused by
equipment malfunction, respectively.
For the second order model, the estimated model parameters

are time delay Tdelay , gain factor k and two time constants
T1 and T2. Such models can adequately describe relatively
slow processes like heating. Note that for successful and
meaningful identification, the measurement frequency must
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Figure 2. Most popular reference model structures.
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Figure 3. An example of a reference time series.
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Figure 4. An example for the identified time shift in time series which can
be caused by equipment malfunction.

meet the sampling theorem.
Among the common approach (Figure 1), the model identi-

fication occurs only on process data from the reference product
(e.g., wafer etc.), then generate the reference time series and
calculate the MSE on the residuals for the next processed
products. In this case the monitored EHF is the MSE.

IV. A Tඈඈඅ ൿඈඋ ංඇඏൾඌඍංൺඍංඈඇ ඈൿ ඍඁൾ Sඒඌඍൾආ
Iൽൾඇඍංൿංർൺඍංඈඇ-Bൺඌൾൽ Eඊඎංඉආൾඇඍ Hൾൺඅඍඁ Eඌඍංආൺඍංඈඇ
The following section introduces a tool for EHF estimation

based on system identification. The tool is programmed in
MATLAB using the MATLAB GUIDE environment for the
Graphical User Interface (GUI).

A. Structure of the Tool
The EHF estimation tool consists of five GUI panels. The

functionality of the first two panels is shortly described in the
following:

• Visualization: In the first panel the time series can be
loaded and displayed. (Ideally the corresponding time
series are collected in a data set beforehand)

• Data Preprocessing: In case of inhom6ogeneities, e.g.,
dead time delays, of certain time series can be processed
by changing start or end time.

B. Model Identification
Figure 5 shows the third panel after the model identification

process is completed. At the top of the figure the settings area
can be seen. The following preferences can be changed:

• Selection of the appropriate model type (e.g., second
order model)

• Choice of the reference time series corresponding to the
specified course of the process.

• Pick the (virtual) input signal of your system (either
positive/negative unit step or positive/negative impulse).

The model identification is performed by the MATLAB func-
tion for Prediction Error Estimate for Linear and Nonlinear
Model (PEM). After identifying the reference model, which
is denoted with mref (k), the estimated model parameters and
the fitting quality (in percent) of the model (Figure 5 right)
are displayed. In the diagram a comparison of the model and
the reference time series is plotted.

C. Reference Based Approach
After finishing the model identification step, one can con-

tinue with the reference based approach, which is the imple-
mentation of the EHF algorithm introduced Section III. In
order to suppress noise components of the signals the model
of the reference time series is used to calculate the MSE.

MSE(i) =

K∑
k=1

(xi(k)−mref (k))
2 (1)

with i corresponding to the ith time series of the data set and
K the length of the each time series x(k) = [x1, x2, ...xK ].
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Figure 5. Panel 3 - Model Identification: At the top of the GUI the menu, tool bar and the panel navigation are located. In the middle, the settings for the
model identification can be changed. The diagram and the text box at the bottom show the results of the model identification.

Additionally it is possible to set an alert limit in multiples of
the standard deviation of the MSE σMSE (Figure 8, dashed
line).

D. Model Parameter Based Approach

The model parameter based approach was introduced in
Section III. In order to obtain a normalized EHF between 0%
and 100% the identified parameter of the reference model are
defined as 100%.
The parameters of the remaining time series are estimated

with the same settings which are chosen for the reference
model in the third panel. The calculation of the EHF will be
introduced in the following steps:
1) Estimation of the reference model parameters Pj,ref with

j = 1, . . . , J different parameters (excluding the fitting
percentage)

2) Estimation of the parameters of all time series Pj(i)
(i corresponding to the ith time series)

3) Calculation of the absolute deviation between each pa-
rameter and the corresponding reference parameter:

∆j(i) =
|Pj(i)− Pj,ref |

Pj,ref
(2)

Note that the absolute deviation at the index i = ref
(reference time series) is always zero and therefore does
not need to be calculated:

∆j(i = ref) =
|Pj(i = ref)− Pj,ref |

Pj,ref
≡ 0, ∀j

4) Summation of the absolute deviations:

∆total(i) =
1

J

J∑
j=1

∆j(i) (3)

5) Mapping of the total deviation to the EHF:

EHF (i) = 100% · (1−∆total(i)) (4)

(Negative values will be mapped to 0%.)

E. Validation of the Identification Procedure
In order to validate the estimation process and to further

investigate on noise tolerance, data sets are generated with
MATLAB SIMULINK and analyzed by the tool.

Figure 6. SIMULINK structure for test data generation.
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One example data set, which is generated by the structure
shown in Figure 6, consists of 6 time series created by a second
order system with varying parameters and a unit step as input-
signal. These time series are appended with an additive white
Gaussian noise component.
The estimated model parameters of the time series are

displayed in Table I. Deviations from the generated second

TABLE I. Eඌඍංආൺඍൾൽ ආඈൽൾඅ ඉൺඋൺආൾඍൾඋඌ ൺඇൽ ඍඁൾංඋ ൽൾඏංൺඍංඈඇ ൿඋඈආ ඍඁൾ
ൾඇൾඋൺඍൾൽ ඌൾർඈඇൽ ඈඋൽൾඋ ඉൺඋൺආൾඍൾඋඌ ൺඍ ൺ ඌංඇൺඅ ඍඈ ඇඈංඌൾ උൺඍංඈඇ ඈൿ

SNR ≈ 27dB.

time series 1 2 3
Kp 5 (+0) 5 (+0) 5.5 (+0)
Tw 2.9 (−0.1) 3.1 (+0.1) 3.5 (+0.3)
d 0.48 (−0.02) 0.48 (−0.02) 0.51 (+0.01)
fitting: 74.4% 74.8% 76.8%

time series 4 5 6
Kp 5.5 (+0) 6 (+0) 6 (+0)
Tw 3.1 (−0.1) 3.8 (−0.1) 3.7 (−0.3)
d 0.52 (−0.08) 0.61 (+0.01) 0.69 (−0.01)
fitting: 78.4% 81.6% 83.1%

order parameters are denoted in brackets. With this comparison
it is shown, that the identification procedure still works for
time series with additive white Gaussian noise components.

F. Application Example
The following generated data set consists of 15 generated

time series, which can be seen in Figure 7.
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Figure 7. Visualisation of the data set, consisting of 15 time series.

The first time series is selected as the reference time series
and is modeled with a second order model type. In Figure 8
the result of the reference based EHF estimation is shown.
One can see that the time series 13, 14 and 15 exceed the
deviation of 2.5·σMSE (highlighted in red). Figure 9 illustrates
the model parameter based approach, which is calculated with
the given in Section IV-D. The reference time series, which is
highlighted with a green bar, corresponds to an EHF of 100%.
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Figure 8. Reference based EHF estimation.
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Figure 9. Model parameter based EHF estimation.

It is observable, that the critical time series from the
reference based EHF estimation (Figure 8) are corresponding
to an EHF below 70%.

V. Rൾඌඎඅඍඌ ൺඇൽ Dංඌർඎඌඌංඈඇ
This section compares the approaches reference based and

model parameter based with respect to calculation time and
error prediction.

A. Calculation Time
Compared to the the PEM-function the other arithmetic

operations such as MSE or absolute deviations are negligible.
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With this negligence the two algorithms can be evaluated with
respect to the calculation time as follows:

• Reference based approach:
This approach needs one execution of the PEM algorithm
for determining the reference model

• Model parameter based approach:
The PEM algorithm has to be executed for each time
series in the data set.

⇒ The reference based approach has lower calculation time,
which can be critical if there are limited calculation
capacities or real-time demands.

B. Error Prediction

• Reference based approach:
With the MSE, high deviations between reference model
and time series can be detected. However, the cause of
the high deviations cannot be analyzed any further.

• Model parameter based approach:
It is possible to detect which individual parameter is
causing the deviation from the reference parameters and
as a result the low EHF. This information can be helpful
for more precise maintenance work.

⇒ The model parameter based approach provides more
information for predicting the equipment health decrease.

VI. Cඈඇർඅඎඌංඈඇ ൺඇൽ Fඎඍඎඋൾ Wඈඋ

A tool for the system identification-based equipment health
modeling was developed. The EHF modeling tool was tested
both on the real equipment data sets and on generated ones.
The highlights of the tool are:

• Support for EHF system deployment in offline mode (i.e.
using history data),

• Parameterization of the EHF models occurs automatically
after the model type selection,

• In-depth analysis of the process background is not nec-
essary (but still welcome!) and

• Processes in “out of steady-state” mode can be consid-
ered.

As a future work the application of the developed approach
on other processes will be tested, including the preciseness
analysis of the EHF estimation. Also the use cases from a
process engineer’s point of view should be investigated and
possibly adapted.
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