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Abstract—This study investigates how access to Large Lan-
guage Models (LLMs) and varying levels of professional software
development experience affect the prioritization of cybersecurity
requirements for web applications. Twenty-three postgraduate
students participated in a research study to prioritize security
requirements (SRs) using the MoSCoW method and subsequently
rated their proposed solutions against multiple evaluation crite-
ria. We divided participants into two groups (one with and the
other without access to LLM support during the task). Results
showed no significant differences related to LLM use, suggesting
that access to LLMs did not noticeably influence how participants
evaluated cybersecurity solutions. However, statistically signifi-
cant differences emerged between experience groups for certain
criteria, such as estimated cost to develop a feature, perceived
impact on user experience, and risk assessment related to non-
implementation of the proposed feature. Participants with more
professional experience tended to provide higher ratings for user
experience impact and lower risk estimates.

Keywords-security requirements engineering; experiment; prior-
itization; estimation.

I. INTRODUCTION

Software development is inherently dynamic, pushing or-
ganizations to adopt or tailor development methodologies to
remain efficient and competitive [1]. Prioritization of cy-
bersecurity requirements, especially when assisted by Large
Language Models (LLMs) or shaped by prior experience,
takes place within this evolving context, where structured yet
adaptable decision-making is essential. Our study, therefore,
addresses this crucial area. As systems grow increasingly
complex and interconnected (as well as powered with Artificial
Intelligence (AI) [2]), cybersecurity has become a critical
concern that must be addressed early in the development
lifecycle [3]. Most decisions, we can argue, are probably still
made by people. In practice, it is generally accepted that longer
professional experience contributes to more effective decision-
making. Also, in the literature, we can find some evidence to
support such claims [4]. However, some emerging ideas [5]
suggest that agentic AI systems could take on decision-making
roles in specific areas of cybersecurity to address evolving
cyber threats.

At this stage of the study, we focus on whether there are
statistically significant differences in how selected Security
Requirements (from here on referred to as SR/SRs as plu-
ral) are perceived by participants who used an LLM versus
those who did not. Specifically, we were interested in how
participants estimated selected SRs across various evaluation

criteria. This raises a broader and timely question: Can LLMs
(or generative AI more broadly) begin to narrow or even erase
the gap typically attributed to experience? The purpose of
this paper is not to answer the question posed above, but to
provide guidelines for further empirical research in the field of
software engineering or software development. Additionally,
we aimed to test the hypothesis on students, as they represent
the next generation of software development professionals and
are typically familiar with using LLMs.

Based on all the above, we hypothesize:
• H1: Access to a LLM has a significant effect on how

participants rate their proposed SRs across the given
evaluation criteria.

• H2: Professional experience with software development
has a significant effect on how participants rate their
proposed SRs across the given evaluation criteria.

Based on the proposed hypotheses, our study offers two key
contributions:

• C1: Empirical insight into the limited impact of LLMs
on cybersecurity decision-making among postgraduate
students. The study provides evidence that LLM do
not significantly influence how individuals prioritize or
evaluate SRs.

• C2: Demonstration of the role of professional software
development experience in prioritizing and evaluating
SRs among postgraduate students. The study shows that
professional software development experience signifi-
cantly affects how students assess cost, user experience,
and risk, highlighting the importance of practitioner ex-
pertise in shaping effective cybersecurity strategies.

The rest of the paper is organized as follows. Following
this Introduction and Background section, Section II briefly
highlights existing related works. Section III highlights the
research methodology used. In Section IV, we present the
results and discuss them briefly. In Section V we point out
the limitations of our study. Finally, the conclusion and future
works are presented in Section VI.

II. RELATED WORK

The creation of software requirements is a fundamental ac-
tivity in any software project and is traditionally recognized as
a labor-intensive, human-driven process [6]. Recent advances
in AI, particularly the development of LLMs, have introduced
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new possibilities for supporting software engineering tasks
such as SR engineering.

Prior research has explored various factors influencing the
prioritization and evaluation of software and cybersecurity
requirements, including tool support and individual expertise.
Ronanki et al. [7] investigated the potential of ChatGPT to
assist requirements elicitation. They found that requirements
generated using ChatGPT were of higher quality than those
generated by human requirements engineering experts. A sim-
ilar observation was provided by Krishna et al. [6] where they
found that LLMs can produce output comparable in quality
to that of an entry-level software engineer when generating
a software requirements specification. While general software
requirements engineering has been extensively studied, partic-
ularly in terms of specification quality, tool support, and the
role of human expertise, SR represents a specialized subset that
introduces additional complexity. For instance, in the study of
Perry et al. [8], they found that participants who had access to
an AI assistant wrote significantly less secure code than those
without such support, raising concerns about overconfidence
in automated tools in security-critical tasks.

Moreover, previous study [9] did not find precise evidence
that professional experience significantly shapes decision mak-
ing in cybersecurity. In general, defining professional experi-
ence in software development is complex, as it encompasses
diverse roles and learning paths, and it is similar in the
field of cybersecurity. Baltes and Diehl [10] have shown that
developers’ self-assessments of expertise are highly context-
dependent. Vadlamani and Baysal [11] suggest, that while
both knowledge and experience are necessary components of
software development expertise, they are not sufficient on their
own, as soft skills are also important.

The above mentioned studies highlight the role of AI tools
and developer expertise in software engineering, yet little is
known about how these factors influence the prioritization and
evaluation of security requirements. This study addresses the
gap by examining the combined effects of LLM access and
professional experience on cybersecurity decision-making.

III. RESEARCH METHODOLOGY

We employed a controlled experiment [12] in our research
conducted in May 2025. The participants in the experiment
were postgraduate students taking a course in Advanced
software development methodologies, which is offered at the
University of Ljubljana, Faculty of Computer and Information
Science. The course is attended by students from technical
disciplines who are enrolled in various master’s programs,
including Computer Science and Mathematics, Computer Sci-
ence, and Multimedia.

Figure 1 represents the entire research framework that
consists of three main phases (e.g., Survey, Task and Analysis).
The first phase involves conducting a survey. The second phase
is an experiment in which participants complete a predefined
task using a structured template. The final phase focuses
on data analysis, including statistical testing to assess the

significance between different groups and the reporting of
median values.

In the first phase (Survey), we received informed consent
from the participants in the study, explained the course of the
research to them, and gave them instructions. As part of the
survey, in the first phase, we collected basic data about their
studies and professional experience with software engineering.
The exact question for years of professional experience with
software engineering was: "Excluding education, how many
years have you been ’professionally’ involved in software
development (e.g., student work, project work, etc.)?".

In the second phase (Task), respondents were assigned to
groups. Namely, 23 research participants were divided into
two groups; one group could use any LLM for the task (ex-
perimental group, N = 12), while the other could not (control
group, N = 11). Both groups had the typical time available for
practicals (i.e., 2 hours, including our instructions).

We prepared a scenario and a structured template for
participants to enter their decisions into. The scenario was
that, as part of their work on the project (as part of the
course, they were developing software to support ScrumBan
[13]), they were tasked with identifying 15 SRs appropriate
for enhancing the system’s overall security posture. We limited
participants to 15 SRs in order to establish a unified framework
while reflecting the resource constraints commonly encoun-
tered in industry settings. While developing the ScrumBan web
application, students gained some experience with security
aspects, particularly through implementing the login user story.
The implementation of the login user story required them to
handle authentication mechanisms, such as enforcing password
policies (e.g., minimum length of 8 characters, inclusion
of various character types and numbers). Additionally, they
could improve the login procedure by implementing optional
enhancements, such as a password strength meter or similar
features, which further encourage consideration of usability
and security.

The 15 SRs, initially identified by the participants, were
subsequently prioritized using the MoSCoW method [14].
The objective was to select 2X ’Must-have’, 2X ’Should-
have’, and 2X ’Could-have’ features from the set of 15. The
remaining nine mechanisms were categorized as ’Won’t have
this time’. A similar prioritization approach was used in Fujs
et al. [15]. The final step of the second task involved evaluating
the six prioritized features using predefined criteria, as shown
in Table I.

As part of this step, we aimed at gathering additional
quantitative data regarding the rationale behind the partici-
pants’ prioritization decisions. We used a 5-point scale ranging
from 1 to 5 for each evaluation criterion. For example, in
the case of Estimated Time (ET), participants were asked
to assess how long it would take to implement an overdue
feature, where option/value 1 corresponded to "less than 1
hour" and option/value 5 to "more than 10 hours." Intermediate
options (i.e., 2, 3, and 4) were intentionally omitted to avoid
over-constraining their responses and to encourage clearer
distinctions in judgment. The study was conducted on-site at
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. Notes: LLM (Large Language Model), SR (Security Requirements).

Figure 1. The research framework consists of three main phases (e.g., Survey, Task and Analysis)

TABLE I. THE CRITERION WITH EIGHT ITEMS BY WHICH RESPONDENTS EVALUATED THEIR SELECTED PRIORITY SECURITY MECHANISMS.

ID Item 1 - Lowest 5 - Highest
1 RM Risk if not implemented Minimal risk if not implemented Critical security risk if not implemented
2 ET Estimated time Less than 1 hour More than 10 hours
3 EC Estimated cost No cost, trivial to implement High cost, external tools or experts needed
4 TC Technical complexity Very simple, can be done without research Very complex, requires redesign or specialized knowledge
5 UX UX impact Almost no user impact on UX High impact on user UX
6 SV Security value Adds minimal security benefit Essential for application security
7 CP Critical for production Not needed for launch Absolutely necessary before production release
8 AL Abuse likelihood Very unlikely to be abused Very likely to be abused without this feature

the university, allowing us to control whether participants were
placed in a group with access to an LLM for the task or not.
Additionally, we ensured that participants could ask questions
if any part of the instructions was unclear.

In the last phase (Analysis), we analyzed the collected
data. We used appropriate non-parametric statistical tests [16]
given the sample size of 23 respondents. Specifically, we
employed the Mann-Whitney U test to assess whether there
were statistically significant differences in prioritizations based
on whether respondents did or did not use LLMs. Furthermore,
respondents who were allowed to use LLMs had complete
freedom to choose the LLM of their choice. Most chose the
version of ChatGPT available at the time (N = 6), followed
by DeepSeek (N = 2), Gemini (N = 2), Perplexity (N = 1),
and Claude (N = 1). To examine differences across varying
durations of professional experience, we used the Kruskal-
Wallis test [16], suitable for comparing two or more groups.
Based on these non-parametric tests, we then reported the
Median. Based on their experience with professional software
development, participants were divided into three groups: the
first group included participants with zero years of experience
(N = 10), the second group included participants with one
year (N = 6), and the third group included participants with
two or more years of experience (N = 7). This grouping
was based on a qualitative judgment, as the participants were
postgraduate students who were not yet formally employed.
However, some had gained relevant professional software
development experience through internships, freelance work,
or other informal roles.

IV. RESULTS AND DISCUSSION

Respondents selected up to six SRs using the MoSCoW
prioritization method and subsequently rated each feature

based on eight predefined criteria. This resulted in a total of
48 ratings per respondent (8 criteria × 6 prioritized SRs). An
illustrative example of the rating form is shown in Figure 1
("Rate selected SR on eight criteria").

The Mann-Whitney U test revealed no statistically signif-
icant differences across any of the evaluation criteria (col-
umn item in Figure 1). Based on these results, we conclude
that access to an LLM did not significantly influence how
respondents rated their proposed SRs. Therefore, Hypothesis
H1 is not supported. Because we did not find significant
differences, we do not report descriptive statistics (e.g., me-
dians) for these comparisons. A possible explanation for
the lack of statistically significant differences is that the
LLM primarily served as a support tool for generating SRs,
rather than influencing how participants evaluated their own
solutions. Since the ratings were based on self-assessment,
they were likely shaped more by the respondents’ individual
understanding, confidence, or prior knowledge than by the
presence or absence of the LLM. Furthermore, given that the
participants were postgraduate students with limited formal
industry experience, many may have lacked the expertise to
critically evaluate the quality of their proposed SRs. As a
result, their assessments may have been similar across groups,
regardless of LLM access.

Pavlič et al. [17] studied user story effort estimation in
agile environments, comparing development teams that had
assistance in generative AI tools to control teams without
such support (i.e., conventional effort estimation). Contrary
to our findings, they found statistically significant differences
between regular and AI-assisted teams. However, it is also
worth noting that in our case, it is not the same problem
domain, as our respondents evaluated their own SRs (based on
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eight criteria), while the study participants in Pavlič et al. [17]
evaluated the effort in pre-prepared user stories. Moreover, it
is important to take into account the fact that in our case, the
use of LLM was an option for the experimental group (i.e., we
did not force the experimental group to necessarily use LLM).
We intended to create a setting that approximates real-world
industry conditions, where access to a given technology, such
as an LLM, is available. Still, its actual use remains at the
discretion of the individual.

To test hypothesis H2, we conducted a Kruskal-Wallis test
[16], which revealed statistically significant differences for
specific evaluation items. Table II shows five items where
statistically significant differences in scores occurred for cer-
tain prioritized SRs. Items for which no statistically signifi-
cant differences have been found are not shown in Table II
(there were 43 such items). This result neither conclusively
supports nor definitively refutes the hypothesis, as statistically
significant differences were found for some items but not
for most. However, it suggests that professional experience
in software development may have an influence on certain
evaluation criteria.

TABLE II. MEDIAN VALUES FOR ITEMS BY YEARS OF PROFESSIONAL
EXPERIENCE WITH SOFTWARE DEVELOPMENT. P-VALUES INDICATE

STATISTICAL SIGNIFICANCE FOR THE ITEM (ID).

ID Years of professional experience Median p-value
S1EC none (0) 2.00 0.010

1 year 2.50
2+ years 3.00

S1UX none (0) 1.00 0.036
1 year 1.00
2+ years 2.00

S2RM none (0) 4.00 0.049
1 year 4.00
2+ years 3.00

C1RM none (0) 3.00 0.003
1 year 2.00
2+ years 3.00

C2EC none (0) 1.50 0.018
1 year 2.50
2+ years 2.00

The results indicate that statistically significant differences
were found in the prioritization of should-have and could-have
SRs, while no such differences were observed for must-have
SRs. One possible explanation is that must-have SRs represent
fundamental security mechanisms that are universally expected
in any system (in addition, we also presented various cyber-
security mechanisms within the course, such as the OWASP
(Open Worldwide Application Security Project) ASVS - Ap-
plication Security Verification Standard [18]). Additionally,
participants may have based their decisions on the specific
characteristics of the web application they developed, leading
to more consistent prioritization in this category.

C1RM achieved a p-value < 0.01, while S1EC, S1UX,
S2RM and C2EC achieved a p-value < 0.05. In addition, it
can also be observed that out of the eight criteria, statistically
significant differences occur in three types, namely: Estimated
Cost (EC), UX Impact (UX), and risk if not implemented
(RM). Note that we were not interested in what actual SRs the

respondents proposed, but rather in their values - that is, their
assessments according to the criteria (see Table I). Among
these criteria, estimated cost (EC) stands out most prominently
in both S1 and C2. The results show that participants without
professional experience significantly underestimated the antic-
ipated cost of developing a proposed feature. This could be due
to limited exposure to real-world development constraints such
as budgeting, resource allocation, or integration complexity.
In contrast, more experienced participants likely drew from
hands-on experience in estimating effort and understanding
hidden development costs.

In S1UX, participants with two or more years of profes-
sional experience stand out by assigning a higher median
rating to the impact of the proposed feature on user experience.
Similarly, in S2RM, participants with two or more years
of professional experience provided slightly lower median
estimates of the risk associated with not implementing the
proposed feature, compared to those with no experience or
only one year of experience.

V. LIMITATIONS

While we can see some differences, it is difficult to argue
about the influence of professional software development
experience and the use of LLM based on these results alone.
Thus, some limitations should be considered in the interpre-
tation of these findings. First, the number of respondents is
relatively small, limiting the findings’ statistical power and
generalizability. Second, although certain trends emerge, for
instance, more experienced participants assigning higher user
experience impact or lower risk estimates, these differences
may also reflect individual interpretation or subjective biases
rather than consistent effects of professional experience. Third,
the ratings are self-reported, and participants may have relied
on intuition or heuristics rather than systematic analysis,
further complicating the interpretation. Therefore, while the
data suggest a potential link between experience and how
participants assess different aspects of cybersecurity features,
these observations should be interpreted with caution.

Fourth, a potential selection bias may have occurred during
group selection, as participants were assigned based on their
position within the computer classroom (we counted and
placed the first 11 individuals present in one group and
the remaining 12 in another). This method may have unin-
tentionally clustered individuals with similar characteristics,
such as higher academic achievement, thereby affecting group
comparability.

Fifth, another limitation concerns the nature and depth of
LLM integration. Participants may not have fully utilized the
LLM’s capabilities due to time constraints, unfamiliarity with
prompting, or skepticism about the tool’s relevance, etc.

VI. CONCLUSION AND FUTURE WORKS

In our research, 23 postgraduate students took part in a
study aimed at prioritizing SRs using the MoSCoW method.
Afterward, they evaluated their proposed solutions against
several criteria. The participants were split into two groups:
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one had access to LLM support during the task, while the
other did not.

The study found that access to LLM did not significantly
influence how participants prioritized SRs. However, profes-
sional software development experience played a notable role
in shaping evaluations. Participants with more experience rated
the impact on user experience higher and perceived lower risks
associated with not implementing certain features. Significant
differences were also observed with estimated cost, user ex-
perience, and risk assessment, highlighting the importance of
domain expertise in cybersecurity decision-making.

While the current study provides valuable insights into
the use of LLMs for evaluation tasks, several opportunities
remain for further exploration. Future research should consider
designing tasks that require deeper interaction with the model
to better evaluate its potential impact for "evaluation tasks".

Future studies could incorporate external expert evaluations
or peer reviews to obtain more objective assessments of
solution quality. For example, it would also make sense to
look at the quality - what SRs they have identified and how
they have prioritized them (what mechanisms are there, which
vulnerabilities do they cover, etc.). Moreover, future research
could also explore how different professional roles interact
with and evaluate model outputs. For instance, developers
may focus on technical accuracy and implementation feasi-
bility, project managers on delivery timelines and resource
constraints, and stakeholders on strategic value and return on
investment.
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