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Abstract — Having in mind picture of future all-IP network, as
well as fixed-mobile convergence, interworking beteen
Universal Mobile Telecommunication System (UMTS) ad
external networks is crucial for providing end-to-end Quality
of Service (QoS). For the purpose of achieving Qoi@ all-IP
mobile networks, particularly for broadband multimedia
services, Differentiated Services (DiffServ) mechasm should
be applied to UMTS technology. This paper proposessing of
Low Latency Queuing (LLQ) scheduler, with the mainidea of
mapping voice and video telephony in two differentQoS
classes and virtual queues, but at the same timeing Priority
Queuing (PQ) within LLQ for both voice and video tédephony
over all other QoS classes. To proof the concept,simulation
study was performed using Network Simulator version2 (ns-
2). Evaluation results of simulation study are presnted for
UMTS traffic that passes through UMTS core networkand
overloaded external IP backbone network. Performanes of
LLQ scheduler are compared with other most widely sed
scheduling algorithms such as Weighted Fair QueuingWFQ),
Weighted Round Robin (WRR) and Priority Queuing (PQ.
The main objective of simulation was to provide QoS
parameters such as IP Transfer Delay (IPTD), IP Dely
Variation (IPDV) and IP Loss Rate (IPLR) for conversational
and streaming traffic classes below standard defink values
but not to completely exhaust bandwidth for interative and
background traffic classes. The obtained results we
statistically processed using Statistical Packageif the Social
Sciences (SPSS) version 17.0.

Keywords - QoS; DiffServ; Scheduling; LLQ.

l. INTRODUCTION
Within  core network of  Universal
Telecommunication System (UMTS),

Subsystem (IMS) [1] presents foundation of netwatlich
is completely based on Internet Protocol (IP) amvides
support for multimedia services like Voice over (NoIP)
and Video Streaming. As new multimedia servicesuireq
higher restrictions in network parameters and Hhdifferent
requirements, the support for Quality of Serviceo$Q is
necessary. Prominent advantage of UMTS is its tyhid
provide diverse services with QoS guarantees. Phiser
will focus on the analysis of ensuring QoS for UMTi&al-
time traffic (Conversational and Streaming trafflass) in a
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like Differentiated Services (DiffServ) [2] and égrated
Services (IntServ) [3]. IntServ have scalability dan
complexity problems, while DiffServ can be implertezhin
UMTS network with little or no management complgxit
DiffServ architecture is based on a simple modekensh
traffic entering a network is classified and coiwdied at the
boundaries of the network according to the Difféaiiad
Services Code Point (DSCP) field in IP header, assigned

to different behavior aggregates. Within the cofette
network, packets are forwarded according to theHegr
Behaviours (PHB) associated with the DSCP. PHB
definitions do not specify any particular implensgign
mechanism and therefore the problem of PHB
implementation has recently gained significant reitbe.
According to 3GPP specifications, mapping of UMT&fic
classes into PHB can be done in gateway GPRS Suppor
Node (GGSN), in order to get efficient PHB configtimns
[4]. Standard QoS mapping authorizes both voice\daeo
telephony to be mapped to the same QoS class. \tidtic

has larger packet sizes than voice traffic and canse
significant delay of voice packets when aggregatiogh
together to the same QoS class. Authors in pagendge
analyzed refined mapping between voice and video
telephony but do not take other UMTS traffic clasgeto
account. On the other side, in paper [6] are dsstliQ0S
aspects both for real-time and non real-time gaffiUMTS
simulation environment, but only in case of PripQueuing
(PQ) and Weighted Round Robin (WRR) schedulers.
Dekeris, et al., [7] combine WFQ and LLQ, but thaim
drawback of this idea is the property that delayhafh
priority class (Video conferencing) could be redijdeut at

Mobile the same time Voice traffic got the highest deimet In our
IP Multimedia paper is presented concept of mapping voice andovid

telephony to different QoS classes and idea oféempinting
Low Latency Queuing (LLQ) traffic scheduler on netl
elements. Within LLQ, Priority Queuing (PQ) is usfmt
scheduling of both voice and video telephony wispect to
other traffic classes. Performances of LLQ schedale
compared with other most available traffic scheudyli
algorithms such as Weighted Fair Queuing (WFQ),
Weighted Round Robin (WRR) and Priority Queuing YPQ
In this paper, network congestion effect on Qoapeters
for real-time traffic is investigated, that is cemsational and

mixed network environment, composed of the UMTSecor streaming traffic classes. The aim of our proposemtiel

network and IP external domain. For providing QoSR

networks, IETF has developed different QoS mechasis
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was to provide IP Transfer Delay (IPTD), IP Delagridtion
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(IPDV) and IP Loss Rate (IPLR) to be below standard
defined values, even in case of high network oaetlo

This paper is organized as follows. Section Il nsake
brief presentation of UMTS QoS model, the most camiy
used PHB and our suggestion of mapping between UMT
and DiffServ domain. Section Il provides overviesi
scheduling algorithms which will be used in simidat
study. Section IV presents ns2 simulation model an
simulation results, together with their discussaoigl analysis
to show the conclusions that are warranted. Section
concludes this paper and describes direction ferftture
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II.  UMTS TODIFFSERV QOS MAPPING

3GPP standard proposes a layered architecturehéor t
support of end-to-end Qo0S. To realize a certairwort
Qo0S, a Bearer Service (BS) with clearly defined
functionalities has to be set up from the sourcethe
destination of a service and includes all aspecentble the
provision of a contracted QoS.

UMTS BS attributes form a QoS profile and define th
grade of service provided by the UMTS network te tiser
of the UMTS bearer service. UMTS specification d&fines
four traffic classes and they are: conversatiosi@baming,
interactive and background. The main differencenbeh
these classes is how delay sensitive the traffic
Applications of conversational and streaming classe the
most delay sensitive and intended for real-timéi¢ravhile
applications of interactive and background classepiire
higher reliability. Examples of applications areioceo and
video telephony for Conversational
Streaming for the Streaming class. Interactivesclasused
by interactive applications like interactive weboWwsing,

Figure 1. Network architecture for QoS conceptual model [5]

The EF-PHB [9] is intended to support low-loss, {ow
delay and low-jitter services. The EF guaranteas titaffic
is serviced at a rate that is at least equal tordigurable
minimum service rate (regardless of the offered laad
non-EF traffic) at both long and short interval&TF
defines AF-PHB group in [10]. AF allows the operato
provide assurance of delivery as long as the traffies not
exceed some subscribed rate. Traffic that excebds t
subscription rate faces a higher probability ohigeilropped
if congestion occurs. AF PHB defines four independe

PHB classes, each with three dropping precedengd. le

Each corresponding PHB is known as jAFwhere i
represents AF class, whijdas the drop precedence. Within
an AF class, packets of drop precedemeaperience a level

class and Videdf loss lower (or equal to) than the level of lesperienced

by packets of drop precedenggf p<g. Each AF class is
configured with separate buffer and bandwidth. Difa

while Background class can be used for backgroun®HB has best effort forwarding characteristics.

download of e-mails.

Since the UMTS packet switched core network is thase
on an IP, DiffServ can be used for QoS provisionifigure
1 shows the example of how end-to-end QoS may b
accomplished for a significant number of scenarinsthis
paper, first scenario from 3GPP specification haenb
chosen, where the GGSN supports DiffServ Edge iomct
and the IP network is DiffServ enabled. The apfilicelayer
identifies QoS requirements, which are mapped Hdoket

Data Protocol (PDP) context parameters in UE. Loca

mechanism in the UE uses the PDP context for Q&s the
UMTS access network, and the IP backbone netwoek us
DiffServ to provide QoS guarantees. According3plP BS
manager is located in GGSN and uses standard
mechanisms to manage IP bearer service. Provi§ibh BS
manager is optional in User Equipment (UE) and ratorgt

in the GGSN. Translation/Mapping function in GGSN
provides interworking between
parameters used within the UMTS bearer servicethoske
used within the IP bearer service. It is operatahisice to
define the mechanisms for the provisioning of reses

Service provider should consider all the UMTS QoS
classes that are defined in network, aggregatee thlesses
into a manageable set of new groups, based on Qu®
fequirements. Correspondingly, a set of availaibi® Phat
have similar characteristics should be chosen,zaade-to-
one mapping assigned. Traditionally, all traffic in
Conversational class, i.e. voice and video teleghshould
be mapped to the same EF class which is intended fo

ritical voice traffic. In fact, voice packets hashort and
onstant packet size while video packets have |angd

variable packet size. When injecting voice telephtraffic

together with bursty video telephony traffic, videaffic

|$an cause degradation as well as delay of voiceicger
h

erefore we suggest the mapping of voice and video

telephony to two different DiffServ virtual queuesd

DiffServ classes. Voice telephony is mapped to BEsand

the mechanisms andideo telephony to AF11 class. Aggregate of Stregmi

class is mapped into AF21, as it requires low Vinaof
delay and has higher delay constraint than therdotive
class but less constraint than the Conversatiotessc

among the different DiffServ PHB classes, as wslltlke  Aggregate of Interactive class is mapped to AF3 do

mapping from the UMTS QoS classes, to the DSCP. Th
DiffServ working group of IETF has defined diffetePHB
groups for different applications.
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Rot have special requirements, except reliabitygregate
of Background class is mapped to default PHB.
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TABLE I. QOSMAPPINGTABLE
TRAFFIC CLASS PHB DSCP VALUE
Conversational voice EF 46
Conversational video AF11 10
Streaming video AF21 18
Interactive AF31 26
Background BE 0

1. TRAFFIC SCHEDULING ALGORITHMS

C. Weighted Fair Queuing (WFQ)

WFQ supports flows with different bandwidth
requirements by giving each queue a weight thagiesst a
different percentage of output port bandwidth. WFQ
supports the fair distribution of bandwidth for iednle-
length packets by approximating a generalized psme
sharing (GPS) system. GPS [12] assumes that thet inp
traffic is infinitely divisible and that all sessi® can be
served at the same time. GPS is a theoretical maottlin
reality it cannot be implemented. WFQ scheduleskgigc
according to their arrival time, size, and the akged
weight. Upon the arrival of a new packet, a “vittfiaish
time” is calculated which represents time at whioh same

PHB simply characterizes the externally observablgacket would finish to be served in the GPS systaRQ
forwarding behavior of a DiffServ router to the gutputs packets in the ascending order of the alitimish

corresponding traffic stream. PHB definitions da specify
any particular implementation mechanism. To ingtéata
particular PHB, network administrator activates &ntkes an
appropriate combination of specific packet-schexdyli
algorithms and Active Queue Management (AQM)
mechanisms supported by the DiffServ router. Thaoehof

a traffic scheduling algorithm is important for the

time.

D. Low Latency Queuing (LLQ)

LLQ is a combination of PQ and Class-Based Weighted
Fair Queuing (CBWFQ). CBWFQ extends the standard
WFQ functionality to provide support for user-defihtraffic
classes. The LLQ, like PQ checks the low-latenagyugufirst

implementation of behavior aggregates in a DiffServand takes a packet from that queue. If there argackets in
network. When multiple queues are sharing commorthe low-latency queue, the normal scheduler logjgias to

transmission media, there must be a schedulerdidelaow

to pick up packets from each queue to send outiand
responsible for enforcing resource allocation tdiviidual
flows. If there is no congestion on the interfaoackets are
transmitted as they arrive. If the interface is exigncing
congestion, scheduling algorithms are engaged. dbtdre
performances have the highest impact on the |dvetvice

a packet receives [11]. The most popular and availa
scheduling algorithms in IP routers, and used im ou
simulation are: WFQ, WFF, PQ and LLQ.

A. Priority queuing (PQ)

In classic PQ, packets are first classified by shstem
and then placed into different priority queues. kegc are
scheduled from the head of the given queue onlwllif
queues of higher priority are empty. Within each tioé
priority queues, packets are scheduled in FIFOroRkenefit
of PQ is relatively low computational load on thgstem.
The biggest problem of using PQ is if the voluméigher-
priority traffic becomes excessive, lower priorttaffic can
be dropped as the buffer space allocated to lowripyri
gueues starts to overflow.

B. Weighted Round Robin (WRR)

In WRR, packets are first classified into varioesvice
classes and then assigned to a queue that is ispkgif
dedicated to that service class. Each of the quiesugsen
serviced in a round robin (RR) order. The weiglttidates
how many packets have to be sent in each cycle &ach
gueue. The WRR scheduler doesn't take the sizehef t
transmitted packets into account. As a resuls difficult to
predict the actual bandwidth that each queue ohtdiat it
ensures that all service classes have accessléasatsome
configured amount of network bandwidth.
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the other non-low-latency queues, giving them their
guaranteed bandwidth. LLQ allows delay-sensitive
applications such as voice to be given preferetigtment
over all other traffic classes [13].

IV. SIMULATION MODEL

Simulation is performed using network simulator ,ns2
which is an event-driven simulator targeted at oeking
research [14] and independent developed module for
scheduling algorithms used in this paper [15]. Dkfa
implementation of LLQ within ns2 simulator, which
supports scheduling of only one queue with PQ anged
in order to support scheduling of two queues wi for
voice and video telephony). The aim of simulatientd
evaluate performances of our proposed idea in tefr@S
parameters and perform comparison with other sdbesiu
such as WFQ, WRR and PQ where voice and video
telephony are mapped to the same virtual queueraffi
class. According to ITU-T Recommendation Y.1541][16
QoS parameters for conversational traffic classikhbe:

IP Transfer Delay, IPTE 100 ms,
IP Delay Variation, IPD\K 50 ms,
IP Loss Rate, IPLR 107,
while for streaming traffic class these parameséizuld be:
IP Transfer Delay, IPTE 400 ms,
IP Delay Variation, IPD\K 50 ms,
IP Loss Rate, IPLR 10°,

Simulation model is presented in Figure 2. UMTS
infrastructure is not fully simulated (radio inteck), only the
core network between SGSN and GGSN which is not
congested. This is not inconsistent with the cohoafp
UMTS architecture which specifies that access aock c
networks are independent [17].
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Figure 2. Simulation model

The capacities of links in external IP backbone ardraffic sources, which is chosen randomly, but ddoé for

dimensioned in a way to implement network confitjora
whose load equals 20%. Starting from this confitjona we

decrease the capacity of appropriate links gragltalP00%
according to the amount of traffic passing throggternal
IP backbone, which is 6Mb/s and is constant durtig
simulation. Voice telephony traffic sources arerespnted
with Exponential (EXP) traffic generator, which geates 4
flows with packet size of 80 bytes and 100 kb/g,rathile

video telephony sources generate 5 flows with 16@@s
and 100kb/s rate. Constant Bit Rate (CBR) generiatosed
in order to generate 16 video traffic flows withcket size of
1000 bytes and 300 kb/s rate. Interactive traffioreses are
simulated with Telnet application, and generateflb®/s

with 500 bytes packets size with 100 kb/s rate.kBemund

data sources are configured with File Transfer deat
(FTP) traffic generator with 1000 bytes packet targnd 10
kb/s rate from 18 flows. CBR and EXP traffic getiers.are

any of the generated flows.
As we can see from Figures 3a and 3b, averagecend-t
end delay for Conversational traffic class (fortbabice and
video telephony) stays within 100 ms only when R@ a
LLQ are implemented on network nodes. Considerimg t
effect of different schedulers on average end-thdsiay for
Streaming traffic, which is depicted in Figure 3@ can
notice that all schedulers have almost the sanferpsainces
and provide satisfactory level of QoS accordingetierence
[16]. Results from Figures 3d and 3e show thagrjiitays
below 30 ms for voice telephony and below 35 msvideo
telephony in all experiments. The same behaviorls®
observed in Figure 3f, for Streaming traffic, whétter is
lower than 12ms for all schedulers. Results fderjishow
non-monotonic behavior: increasing with the netwimr&d,
reaching some maximum and the decreasing. Moreonketw
latency is necessary in order to deliver a streara tb

attached to UDP agents, while FTP and Telnet traffi network congestion. In Figures 3g and 3h packet fate for

generators are attached to TCP agents. Converahbtiaffic

voice and video telephony is presented. Networlgestion

(voice and video telephony together) produces 15%has the greatest influence on WRR scheduler, wdoes not
streaming traffic produces 80%, while interactivada perform satisfactory when network is overloaded aribvan

background traffic produce 2% and 3% of overallegated
traffic. Time Sliding Window 2 Color Marker (TSW2ONb

used as a policer to determine how to mark andipize the

packet according to user requirements. Weightedd&an
Early Detection (WRED)
Management mechanism for Streaming and
traffic, while for Conversational and Backgroundffic is

Conversational traffic has the highest priority, ileh
Background traffic has the lowest priority. Weigbtsother

100%. On the other side, there is no packet los®® and
LLQ schedulers. Similarly, in Figure 3i, packetdasite for
Streaming traffic is presented; we see that it iembelow
0.2% for all schedulers except WRR, even under yheav

is used as Active Queuenetwork congestion of 200%.

Interactive Table Il depicts the average values of the linbudighput
between nodes CORE2 and EDGE for Interactive and
used Drop Tail. In case that PQ scheduler is usedackground

traffic classes. As expected, when PQ
scheduling algorithm is used, lower priority classare
starving and throughput is equal zero for bothrhtttve and

schedulers are configured in such a way, that weighBackground traffic classes when network congestion

represents percentage of output port bandwidth: fdk5
Conversational, 80 for Streaming, 2 for Interactwel 3 for
Background traffic class. The queue lengths arsteom and
are defined with 30 packets for Conversationalsckasd 50
packets for all other traffic classes. Simulatiesults in this
paper are depicted only for second flow generatenh fall

Copyright (c) IARIA, 2012.  ISBN: 978-1-61208-192-2

higher than 120%. LLQ on the other side providéslével

of bandwidth for lower priority classes, and at sane time
fulfills QoS requirements for Conversational ande&ming
traffic classes. From all these experiments, it dam
concluded that our approach of using LLQ schedaledt

mapping of voice and video into two different cless
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Figure 3. Simulation results: (a) End-to-end delay of voelephony; (b) En
(d) Jitter of voice telephony; (e) Jitter of videtephony; (f) Jitter of video st

Network load percentage [%]

Network load percentage [%]

@i
d-to-end delay of video telephdoy;End-to-end delay of video streaming;
reaming; (g) Padkss rate of voice telephony; (h) Packet loss ddtvideo

(h)

telephony; (i) Packet loss rate of video streaming

provides critical performance parameters for vacel
video telephony below standard defined values. & hesults
are consequence of handling Conversational traffith
strict priority over all other traffic classes.

The obtained results are statistically processeadgus
Statistical Package for the Social Sciences (SR®&&jon
17.0. The null hypothesis states that QoS parameta be
guaranteed when using LLQ. Against the null hypsithés
setup the alternative hypothesis. The 95% confidenc
interval is chosen, which relates to level of statal
significance of p<0.05. The regression analysisoisducted

determination @ is measured to give the strength of
correlation. Using comparative analysis of différen
regression models in SPSS, we have decided to ulse ¢
polynomial regression model since it has the highalsie of
determination coefficient r The results of regression
analysis have been summarized in Table Il only dar
approach of using LLQ scheduler as it provides st
performances among all other simulated schedulers.

to find the relationship that explains how the aton in
IPTD/IPDV/IPLR values for Conversational and Stréagm

traffic classes, depends on the variation in netvemerload.

Coefficient of correlation (r) is measured to githe true
direction the correlation, while the coefficient

of

TABLE Il. AVERAGE THROUGHPUTFOR INTERACTIVE AND
BACKGOUND TRAFFIC CLASSES
TRAFFIC
CLASS WFQ WRR PQ LLQ
Interactive 8.93 7.79 4.62 8.71
Background 37.20 33.07 27.40 35.41

Copyright (c) IARIA, 2012.  ISBN: 978-1-61208-192-2
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TABLE Ill. STATISTICAL ANALYSIS OF QOS PARAMETERS FOR CONVERSATIONAL AND STREAMING TRAFFIC CLASSES—LLQ SCHEDULER

Regression model 5] by b, bs r? r p
Voice telephony IPTD | y=by+byt+bst? +bst® -325.36 0 -0.120 0.002 0.997 0.997 >0.05
Video telephony IPTD y=fbyt+b,t? +bst -934.68 0 0.138 0 0.999 0.999 >0.05
Video streaming IPTD y=irbit+bst? +hat® -22.713 0.867 0 7.36*107 0.891 0.944 >0.05
Voice telephony IPDV | y=by+byt+bst? +bst® 367.128 | -977.614 | 945.438 | -248.369 | 0.781 0.609 >0.05
Video telephony IPDV y=irbt+byt? +hst® -9.78 229.924 148.92 -200.7 0.941 0.885 >0.05
Video streaming IPDV |  y=j3bit+byt® +hbst® 26.883 141.885 | -69.228 12.068 0.987 0.974 >0.05
Voice telephony IPLR | - - - - - - - -
Video telephony IPLR - - - - - - - -
Video streaming IPLR yabit+h,t? +bst® 59.96 484.788 | 2610.032 0 0.902 0.814 >0.05

From Table Ill, we can see that regression depearyden REFERENCES

between packet loss and link load percentage fop)
conversational traffic is not possible to determialue of
packet loss rate is constant and is always zero for
conversational traffic class no matter how hightriffic (2]
overload in external IP backbone network. For dheo
results depicted in Table I, p value (significahds greater (3]
than 0.05, which means that there is almost nasttat
relationship between QoS parameters and link Ioa@u
percentage when LLQ scheduler is used.

V.  CONCLUSION AND FUTURE WORK Bl
QoS as an end-to-end concept has to be satisfiedgth
the interworking of all the entities the UMTS tiaffis  [6]
passing through. In order to achieve desired erehtb
performances, it is crucial to define efficient Qufapping [7]

scheme between UMTS services and IP QoS classesin
of DiffServ based network. This paper presented one
example of mapping which was implemented on GGSiN an
EDGE nodes, as they perform DiffServ edge functioaur  [8]
simulation model. That approach suggested mappihg o
voice and video telephony into two different Qo&ssles and (9]
virtual queues. Other important problem which wased

out in our work concerns the implementation of Paifsl the  [10]
choice of traffic scheduling algorithm. We proposked idea
of using LLQ scheduler, with PQ scheduling for batiice
and video telephony over all other traffic classesfault
implementation of LLQ scheduler in ns2 has beemgbd
in order to support scheduling of two virtual queueith
Priority Queuing. The results from our simulatiotudy
indicate that using LLQ provides better performant®an
using WFQ, PQ and WRR schedulers in terms of Qo$L3]
parameters such as IPTD, IPDV and IPLR for reaktim
UMTS traffic. Results obtained from statistical bses
indicate that there is almost no statistical refahip
between the performance metrics of Real-time sesvand
the network load when novel approach is used. Euttark
will focus on hierarchical traffic scheduling indar to
perform refined scheduling between voice and vided!”!
telephony.

(11]

[12]

[14]
[15]
[16]
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