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Abstract—A single point of failure (SPOF) in system
operations is a weak point of system reliability. Man time to
failure (MTTF) of system operations is equal to theshortage
component’'s MTTF in system. A Tier IV data center § designed
to eliminate the SPOF. Data center system reliabtlf is not only
depended on the MTTF of each component in the syste but
also relies on the mean time to repair (MTTR) of eeh
component. Researcher performed Tier IV DC power
distribution systems (PDS) through simulating softvare,
BlockSim7. The research question is tried to invegfate how to
improve system reliability. Component’s inherent claracteristic
(CIC) and system connectivity topology (SCT) are gpied to
improve the system reliability of Tier IV data cener. The results
demonstrated an increasing PDS reliability, site pls site, of Tier
IV data center and improving survival probability of system that
helps for future improvement on any critical system

Keywords—System Reliability; Mean Time To Failure; Mean
Time To Repair; Probability density function (pdf).

I. INTRODUCTION

The redundancy
enhancing system reliability. In a series-paraltisign
methodology, serial systems reduce reliability, levhinore
parallel systems help increase it. The redundaraherse
helps enhance the overall system reliability. twhver, costs
more. A data center consists of multiple hardwamamonents
that are bound to fail sooner or later. The TiedAta center is
a fault tolerant system that is designed to elitgira single
point of failure (SPOF) [3]. System downtime adedys
affects not only recovery and lost opportunity spstut also
the company’s reputation and customers’ confideriee
reliability and cost trade-off becomes a controiaréssue
among all concerned, including top management,
managers, and financial managers [8]. Differentinizations
have different levels of recovery time objectiveT® and
recovery point objective (RPO) subject to systeitufas and
power outages to varying degrees of risks [4]. Tpéper
employs the reliability block diagrams (RBD) witliability
information obtained from IEEE 493, or the so-cdli@old
Book, and component vendors’ field test data. Thelys
attempts to improve the data center system reilipbily
integrating 2 parallel systems of TIA 942’'s Tier d\ta center
[3]. The research question comes up with, how dliability
of two parallel systems (PS) is higher than twoajer load-
sharing (LS) systems and which once is the mosefiisrto
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represents a possible approach to

investor subject to investment, efficiency, and tesys
reliability. Research findings suggest the systemnectivity
topology, i.e., parallel topology, helps increase tsystem
reliability of DC operations.

Il. RELIABILITY BACKGROUND

A. Reliability Factors on Data Center Failures

System failure in data centers may be caused byyman

sources.
1.Human error: daily operation, regular planned damvat
for maintenance, and unplanned downtime [5], [9].

2.Component’s inherent characteristics (CIC) and esyst
failures are dependent on mean time to failure (M)I' T
the complexity of system connectivity topology (SCT

A component/system

and operational conditions.

failure may propagate or activate other component/

system fault, error, or failure. This process adlufe is
similar to a chain-reaction that

system to system [5], [7].

3. Operational conditions are other factors that eslato
system failures, e.g., humidity, temperature, wad,
and dust.

4. Natural disasters; this is beyond the control dada®nter

to handle. A design for a parallel site needs to

considered to compensate for downtime losses [8].

B. Reliability Determination

All equipment reliability data is obtained from theEE
493 Gold Book Standard, as shown in Table I. Figeflicts a
single line diagram of a representative networktfier Tier IV
data center. The components shown in the networks
Ilebeled with numbers, which correspond with theenedice
numbers in Table I. Network reliability analysisperformed
with reliability data for referenced componentsetakrom this
table.

This paper investigated the system reliability/&akzlity
of a Tier IV data center in terms of the frequenag duration
of power outages. System availability depends on:

is affected from
component to component, component to system,

or

be

a

1. Reliability and maintainability of its components:
including mean time between failure (MTBF) and
mean time to repair (MTTR) of component’s inherent

characteristics (CIC) distribution,
effects and criticality analysis (FMECA),
environmental effects [4], [7].
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2. System design or system connectivity topology (SCT)

(configuration or topology, dependency, and failure

detection).

3. System operation behavior (operational characiesist

switching procedures, and maintenance services).
The following assumptions apply to the proposed e
data center system networks, as shown in Fig. 1:

o Failure rates and repair times are exponentially
distributed.

e Actual power cable lengths may be indicated on the
drawing. The cable failure rate is thus determiped
the indicated actual cable length.

e The generators are 2N redundant.

e The power grids, generators and UPSs are 2(N+1)
redundant, applicable to Tier IV.

e The transformers, switchgears, automatic transfer
switches (ATSs) and bus bars are redundant.

e There are two paths of power distribution systems.

e Terminations and splices, while normal for all syss,
are not included on the drawing, and are not irexbich
the calculations.

e The assumed breaker failure modes are 50% open and

50% short.

I1. DATA CENTERMODELASSUMPTION

A data center is a complex system that consistd 6of

systems. Operations on business continuity strategge:

primary and secondary sites require 2 data ceof¥gating at

the same time to back each other up, i.e., systesgatems
(SoS) or site-plus-site [3]. To limit the scope diis
investigation, the researcher focused on data cénés IV,
power distribution systems (PDS) and power distidu

system-of-systems (PDSS: both primary and secohdary

parallel input, from incoming utility throughout dded
consumptions, e.g. server racks, storage rackspeiwebrking
equipment racks. This research assumes the exigystms
e.g. utility system, communication system or inatgd
service provider (ISP), are described to operatid@®%
uptime during this research.

PDS is the most sensitive system for data cententime.
Thus, the research tested fault injection by thitingu of the
main utility system as human error or unplanned ritome.
UPSs will take action to recharge power back to dpgtem
immediately as long as the battery can handle tasldd
points. Gen-Set will activate within 15 seconds cteange
power back to the UPSs to resupply on loaded p¢lés By
TIA 942, Tier IV, Gen-Set availability is 96 hourr
consecutive operation without interruptions [3].

On this research simulation, the research defihnedault
tolerance of data center system design as rehahif 2
parallel system of Tier IV data center. The modifion
prototype in Fig. 2 is reproduced from original Ty data
center from Uptime Institute, Fig.1. Each numbeFig. 2 is
referred from IEEE 493 Gold Book [7]. Table | refeto
characteristic of each number in Fig. 2 that idetifailure
rate, MTBF, and MTTR of each number. A failureerét) of
Primary data center system and Secondary datarcgyrgeem
is assumed equivalent and each system has a cb(igtan
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Mech System
A

Mech System
B

Fig. 2. PDSS of Tier IV Data Center

The reliability of data center system designs fog two
parallel systems are reliable in parallel operationly when
the failure of both systems results in system dparaOn the
other hand, for a parallel system to succeed,ast lene of the
two parallel systems in the whole system needsetdopmn
successfully, or operate without failure, for thpemting
interval on the intended mission.

The research proposes a simulation approach apigied
reliability block diagram (RBD) by BlickSim 7. Theystem
reliability results from Fig.1 through RBD show tNeIBF of
Tier IV data center is 75,434.78 hours, and thiifairate &)
is 14.0865x10 [5]. The exponential distribution is applied in
Tier IV data center reliability analysis. Th&ET) of the
exponential distribution is extremely convenierften used to
describe a steady-state hazard rate, as showg.i3 I2].
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under the parallel topology concept [1]. Fig. 4i&illustrated
chronologically and shows sequence reaction for ttital
system when Primary data center fails at ttmefter starting
the operation period. The indicator of changingtdacis

»
»

transformed byﬂug =4, on Secondary data center. And,
vice versa, the changing on Fig. 4 (b) is transfornhbgd

‘/f]» A=A on Primary data center when Secondary data
)§ center failure during timejtof operation period, when
e 2 Ay = A, =4 | is given.

TABLE II
MATRIX OF SOS, FUNCTION MODES PDF’S AND TIME DOMAINS FORALL
PDSSSUCCESSFUNCTION MODES[1]

Probability Density Function (pdf) f(T)

»
0 Operating Time PDSS Success | SoS, function modes, pdf” s, and
] time domains
Fig. 3. Relationship gbdfand Operation Time [2] function mode , » - -
Primary Site Secondary Site
The probability density functior(pdf) of two parallel of DC number (PSorl) (SSorl)
systems, that two systems are equal, when= A , = A, is . G* G*
given by: Jps (T); fs (T); t
d Rsp(T
fop(T) = _ dRsp(M)] (1) B G
dT 2 .f.s.s [T}= rl{: r
The failure rate of two parallel systems is givgn b ) :
T (Thty<t fss (T); t-1
Zie—ﬂT _ Zﬂle_z}u_r G::: B ¥k
Aps(T) = e AT _ g 2T @) 3 Jes(T)i 15
The MTBF of thePSis given by: fs (T); t-t, fo(T)t,<t

11 1 15
MTBF,g=—+—— MTBFRg = —
PST T T O PS=, or
MTBFsg = 15m (3)
Wherem is the MTBE of each DC-PDSS unit. It must be This is age and mission dependent even through the unit

observed that for parallel systems even with dataer PDSS &€ ex_pon_ential. The first age missibg T Mathematically,
units that have a constant failure rat ( the reliability of the parallel systerRP§ is given by:

G*: SoS is good throughout the designed mission.
B**: SoS fails before the designed mission

1 Res(T) =26 *T —e 7 (5)

Aps(T) # ———— 4
MTBFsg “) It must be observed th:4ps(T)is not constant, but a

) d i bl hfunction of age, although each system of data cems a
The precise determination of the SoS reliabilitye t o _ _
change of failure rate, and PDSS reliability of gwviving constant ; =2 =% ancAy = Ay = A",
system need to be properly taken into account. Ehability
of the SoS of two load-sharing exponential units shawFig.
4 is given by Kececioglu (1991) as follows:

R(t): Probability that Primary site (PS or 1) and Seeown
site (SS or 2) complete their mission successful itfis
fo(T) andfy(T), respectively, or the probability that PS fails a
t, <t with pdf £(T), and SS functions titi, with pdf f,(T) and
the functions for the rest of the mission, or{tin t;), with pdf
f» (T), or the probability that SS fails st < t with pdf &(T)
and PS functions tillt, with pdf f(T) and then functions
with pdf fi: (T) in(t—t).

This scenario is presented in Table Il and depictegdin
form in Fig. 4. when both of PDSSs are exponenfldle
system model of integration of two equal system feilates
and SCT as parallel is illustrated in Fig. 4. Fig.a# &nd (b)
shows the overall failure rate of system integrati@erease

System integration and operations of site plus sieemal
operation of data center PDSS, of Tier IV data eeist shown
g on Fig. 5. Utility is going to supply power througlt the
PDS: Transformer, automatic transfer switch (ATi8)s-bar,
YPSs, bus-bar, and loaded points. Calculation 0% %o
parallel systemKS of Tier IV data center is derived from
Kececioglu (1991). Kececioglu defineMITBFss of two
systems equal to Inh as referred to, in (3). Substitutian=
14.0865x10 andT = 43,800 hours of Tier IV data center to

(2). The result i2ps(T) = 8.88215x10. Substitutior Aps(T)
(1), we will receiveMTBFss= 112,585.371417 hours. The

result from substitution4ps(T) = 8.88215x10 and T =
43,800 hours to (5) shows the reliabili(T) of parallel
system of Tier IV data center, SoS, during 5 yesqgal to
89.6128152%.
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(7) att = 5 yearsas illustrated in Fig. 4. The reliability result
) is 85.3775%.

/12“.6 : When one data center PDSS fails before the misision
completed in LS, and the data center PDSS is expiiaheT he
reliability of the existing Secondary data cent®S% when
Primary site fails calculates from (8), as showirig. 3(a).

Ry() €&
Ry(ty) '

Ry =(t-t) = =g itw

(8)
e

Assumption, the Primary site fail at timetz what is the
reliability of the Secondary site during the left y&ar

operation? Substitutiont, t, ancAd'; from previous
calculation, and= 43,800,t; = 17,520 hours to (8). We will
getRy (t) = 70.4593882%

Normal operation of data center PDSS is depictdeign5
or on Primary site on left hand and Secondaryaitéhe right
hand. The utilities supply power throughout the BD8&erial
cable, fuse, transformer, cable, automatic transeitch
(ATS), bus-duct, circuit breaker, cable, UPS, dirtcureaker,
cable, PDU, cable, and loaded points. After utibiytage or
PDSS fails on Primary or Secondary site, normarafpen is
degraded, when either of both sites is resume aglisimmg
the system will resume to normal operation, assttated in
Fig. 6. Whenever, data center of Primary or Secondée
failure the services for external operations, esers, will not
interrupt. The capacity to handle the transactisitisreduce a
half or increase double waiting queue or time freaiting
process. Absolute failure in case can be happenbdvehen

e -22e7
Aps(T) = e e
e’ —-e

0 t t
(a). A pdf's of two parallel DC systems when pri;m&C fails

»
L

22 — e

26T _g T

v

0 t t
(b). A pdf's of two parallel DC systems when secanydDC fails

Fig. 4. Comparing betweegudfand operation time of DC-PDSS load-sharing
system [1]

The assumption on Fig. 4 shcdps <4, we need to

prove A < A" after Primary site failover to Secondary site, as

shown in Fig. 5. Since in (4) derived results casitiwith (1).
We are given:

both sites are completely destroyed or malfunctibthe same
time [12].

IV. DISCUSSION

A reliability of the parallel Tier IV data centeystem for a
critical mission of T duration before the firstlfaie or 5 years
on this simulation is89.612815%. This 89.612815%

MTBF, o2, is MTBF of each data center PDSS systenimplies that the probability of survival on normaperation
before failure of Primary or Secondary site, will still perform function continuously during nms®n time

MTBF; o2, is MTBF of each data center PDSS aftePVer 5 years 010.38718480 of the probability of the parallel

ier IV data center system which may fail before8@® hours
of mission operation. The reliability of two paslllsystems
(PS) is higher than two parallel load-sharing (lsystems;
conversely the efficiency of LS system is betteanththe
normal two parallel systems in terms of distribgtin
transaction, service response times, and expanchpacity
and capability.

The research defines the Tier IV DC parallel systaiare
when both Primary data center and Secondary daitrcil
2t the same time. MTTR and maintenance systemsadi e
data center are the keys to keeping parallel systamre
reliable and available. The critical condition, alnis MTTR,
must be less than the maximum tolerable periodisyfidtion
(MTPD) [11]. MTTF of equipment is depended on
conditions; first, selected on CICs and designeds@T of a
data center system, second, operation of data rcesite
conditions, third, related risks on daily operatioh human
activities, and last, procedural maintenance [5She Tmost
reasons of system failures come from human omissan,
they do not follow the manual instruction step bgps or
commission, e.g., the system crashes during iimgjadlystem.

failure of Primary or Secondary site,
A is failure rate of each data center PDSS befaheréa

A'is failure rate of each data center PDSS aftenrail
Aps <A < 2" and MTBFpg > MTBF, o5, > MTBFy o2, (6)

Now we have MTBFss = 112,585.371417 hours and
substitute to (3). We received = 75,056.91 hours. When we
compare with original MTBF from Tier IV data centtdrat
equal to 75,434.78 hours, that mean

MTBF, or5, > MTBF;. o2, and vice versid < A" as well for

(1), as depicted in Fig. 4. Hence the assumption(&)nis
correct.

RLS (t) — e—ZM + (e—ZM _ —l"[)

T2® e ™

For the two parallel load-sharind-) of data center

PDSS's, if the data center PDSS'’s are equal,they, have the
samepdf, thenk ; =1, =1 ancAdy =4, = A", we will derive
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Fig. 5. Parallel System Design of Site plus Sitr TV Data Center
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TABLE |
EQUIPMENT RELIABILITY DATA FROM IEEE493GOLD BOOK [7]

. Inherent MTTR Failure Rate Calculated
Ref. & Item Description PREF Item # i s . . I MTBF
Availability | (Hours) | Failure/Year | Availability
Single Circuit Utility Supply, 1.78 failure unit 4 ey - e 9160
years, A=0.999703, Gold Book p.107 T o o o
2 Cable Arial, = 13KV, per - mile 32 32 0.04717 185.838.46
Dhzzzl Engine Generator, Packags, Stand-bw, N . imas o e e
3 sy TTe = - a8 828 LN ] 037% /6
1300EW
4 Manual Dizconnect Switch 187 0.00174
3 7 4 0.101534 86,330.5
- Cable Below Ground in conduit, < 600V - 1000 - o . . PR
6 foat 0.99999 3 22 0.0020
7 Transformer, Liquid, WNon Forced Air, 3000EVA 20 3 0.00
g Clt. Breaker, 800V, Drawout, Normally Open, = 58 -\ R, 58517179
600 Amp i B T i
- Ckt. Breaker, 800, Drawout, Nermally Closad, > . o S mens IR
g . - 62 0.3 0.00185 4.738.378.38
600 Amp
10 |Switchgear, BareBus, 600V 191 729 0.00049 923,700.17
Ckt. Breaker, 800V, Drawout, Normally Closed, < g = P, 742857
500 Amp 6 ] 0.0002 2,
,  |Cht. Breaker, 600V, Normally Closed, < 600 - 0.200030:8 0 s o nnos ERELL
"~ |Amp, Gold Book p.40 R o B .
.o |Ckt. Breaker, 3 Phase Fixed, Normally Closed, < . 58 P
- |600Amp i B o
. Ckt. Breaker, 3 Phase Fixed, Normally Open, > — g ey .
600 Amp 62 373 000343 3
.o |Cable, Above Ground, No Conduit, < 600V, per 20 4z 0.00012 73.050.000.00
T | 1000 f. - o T Tt
16 Cable, Abo T per 1000 105 0.0014 §1702123
) ft, Gold Book p. 103 T ’ o
20 |Cable Arial, < 15KV, per - 300 fea 32 1.82 0.0026 3,270.395.52
22 |Switchgear, Insulated Bus, < 600V 24 0.0017
26  |Bus Duct, Gold Book p. 204, per Circuit foot 129 0.000123 70,080.18
60 |Cable Below Ground in conduit, < 600V - 300 fest 11.22 0.000603 343
%0 Clit. Breaker, 800V, Drawout, Normally Open, > 62 . e 3.170.343.58
0 l600Amp 6 2 0.002763 3,170,3435
nn | Cht. Breaker, 600V, Drawout, Nermally Clesed, > . . P P
% |s00Amp 69 0.3 0.000 5.476.736.76
.~ |Clit. Breaker, 600V, Drawout, Normally Closad, < . P P 9348571428
10 | s00mp G ] 0.000103 3.485,714.29
120 Ckt. Breaker, 800V, Normally Closed, > 600 &1 95 0.0048 C826.330.00
Amp, Gold Book p 40 T
.~ |Ckt. Brzaker, 3 Pha: d, Nomally Closed < - 53 R 537153006
=" |600 Amp, Gold Book p. 4 o B e TeTeeE
..o |Ckt. Brealier, 3 Phase Fized, Nomally Open, > . N PR
0 600 Amp 62 315 0.001713
50 Cable, Above Ground, No Cenduit, < 600V, per an N T
1000 fi. - o S
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Transfer Operation Back to Primary Site (with Conditions;
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MTPD of Primary DC System

Start Faults

£MTPD of Secondary DC System

Secondary
Site Handover

Primary Site
Failover

Fig. 6. System Failure Life Cycle Model.

During the design process, engineers, consultaants,
designers need to understand throughout the tnanafin of [1]
a system failure cycle. The research results arivetke from
the root cause analysis of each system failureectgchrepare [2]
the preventive actions and pre-planning for theremive
actions. 3]

V. CONCLUSION

A simulation results from reliability block diagra(RBD)
helps consultants, data center designers, IT masagad
contractors to foreseen the output of reliabilggtem design. [5]
This helps to save time and costs from trial amdrgsrocesses
which in real data center operations cannot bepede To
improve the system reliability data center designeeds to
understand the MTTF, MTTR, CIC, and SCT of eachetyp
design pattern to optimize between reliability amgestment.
As a result from equation (6),

Jps <A< 2'and MTBF,s > MTBF, ., > MTBF,

is shown the MTBF of eachd,g<A<A' presented [8]

reliability MTBF; 89.6128152%>85.3775% >70.4593882%
respectively, as in equation (6). This is impliduhatt the
reliability of two parallel systems (PS) is hightttan two (9]
parallel load-sharing (LS) systems.

A regular maintenance, monitoring, and automatycall

(4]

(7]

or2'
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