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Abstract—The evolution of next generation network raises ta
issue of exploiting customizable services for a nadic user
within the environment of heterogeneity and mobiliy. In this

context, the E2E QoS (Quality of Service) always reains as a
challenge. In fact, the E2E supposes that apart theetwork

resource, the service should be taken into accourds an
important resource, in the form of service componen i.e., we
should also provision and monitor the service resoue and
verify the conformation to the QoS contract. In ths paper, we
propose a “dynamic user oriented end-to-end QoS sigling”

for the service delivery in order to provision anddynamically
negotiate the different services in the NGN enviroment. This
end-to-end signaling extends to process the servidelivery to
maintain QoS continuity. The related sequence diagms are
defined and a demonstration is implemented with theurpose
of presenting the feasibility of our proposals.
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access mode and multiple spatial network domaiimsllfz,
he wants to always keep his personality when ttstery
choosing or adapting the services for him througd h
pertinent preferences.

All these requirements lead us to focus on theigerv
delivery with the service continuity. The servicglidery we
mentioned above is different with the traditionakdia
delivery. Media delivery focuses on the data transblution
treating the service continuity by shifting the esx point
and the corresponding supporting services in thevork
layer. The QoS is obliged to be recalculated amiegiones
the delivery is interrupted.

What's more, to insure the E2E (End-to-End) QoS,
today's media delivery E2E QoS solution, aiming the
network resources, is no more sufficient. The serghould
also be taken into account as an important typesafurce as
well as network resource. To compose the servicensce
components is a possible way to separate the servic
resources from the network resources. We shouldoniyt
provision and monitor the service resources as a&lthe

As networks are evolving towards NGN (Next network resources, but also dynamically verify the

Generation Network), the environment is becoming@no conformation to the QoS contract established beiwee
and more complex. NGN is characterized by heter@@ien service providers and user.

mobility and user centric.

In fact, the aiming user-centric session shoulovallisers

The deployment of such NGN raises the issue ofy access services in a customized way (composiion
development of Next Generation Service (NGS). Thesgryice) with QoS continuity. Therefore, a morexifie E2E

mobility challenges to offer service continuity ia
personalized way for end wusers. Moreover,
personalization puts the user in the centre paositio the
architecture (user centric). An end-to-end sengession
should integrate user’s preferences with the dynamintext,
which includes end user terminals, access netwarte
networks and services (heterogeneity).

If we follow the same strategy, then the user bexothe
center of the consideration. Therefore, first, sitlee user is
probably across the heterogeneous environmengabwdth
the different providers or to gain the benefitsnirdhis
evolving environment. For example, a travellingrusen a
café bar where the WiFi service is offered. He ledgto
grasp this chance to check his emails, but he hbsthe
email account settings on his laptop and he’sm¢hé mood
to configure his telephone for that moment. Thewsfdhe
different terminals are desired to be integratetbrigethe
execution phase of a user’s service session. Orpttter
side, user is also willing to benefit from the NGhbbility
supports to have the service continuity. Mobilitypas the
end user to communicate regardless of locatiord dseice,
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QoS signaling is desired to support the servicevelsl and

the‘guarantee the QoS continuity. Its principle task tds

negotiate the QoS and user information among servic
components for subscribers across any mobile cedfix
network with any user appreciated equipment durtimeg
provisioning phase. During the real time of therusssion,

it can help to dynamically manage the session enQbS
level to have the QoS continuity.

In this paper, we propose a QoS signaling whicheov
the end-to-end provisioning for demanded servicel an
maintains the provided service conform to the SBAr{ice
Level Agreement) during the real time service s#BSI
Quality of Service in this paper is seen from esdrls
standpoint which means that the QoS assessmenidsbeu
performed regards to the users’ requirements.

The remainder of this paper is organized as follaws
Section Il, the requirements of user-centric sessiwe
introduced. In Section lll, the related works irgreling
protocol are presented and analyzed. In Section dV,
dynamic E2E QoS signaling is proposed based omvicse
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and sub-network integrated architecture. In ordesxamine equipment (UE) in a Seamless Userware vision
the feasibility of our proposition, in Section Wigtfunctional according to user’s preferences [1].

specification is detailed by explaining a user casel

scenarios _Which take user's needs into ‘account with . RELATED WORK

corresponding sequence diagram, and the implenmtat ) i )
part is presented. Finally, Section VI is the casimn and An end-to-end session goes through the user's eagip

the connectivity network session (access and ceteark)
and the service session. In each sub-sessions ihisaown
II.  USER CENTRIC SESSION REQUIREMENTS method for the QoS issue, for example, GPRS (GEknera
We have mentioned that there’s an im ortantEaCket Radio Serwce_) Tunnelling Protocol (GTP)duse
characteristics of NGN: user centric. However, wdv'sﬂtrt)Je etween SGSN (Serving GPRS Support Node) and GG.SN
introduced by this change? The telecommunicatiomldvo (Gateway GPRS Support Node) allows the SG,SN tosadju
evolves and becomes now user centric in oppositon QoS parameters in a session GPRS on a user's e

system centric (behavior is constrained by theesystand context); Ses_sion InitialProtocol (.SIP) used beuwels.er.
network centric (behavior is constrained by thewoek). and application server .vv.orks with Session Desanpti
Therefore, user-centric requirements are exprebgeagser- P;?;?:]:g{er(ssap% efg.; gﬁgglrrr:g \?\/ned f'gg%ﬁg?ttlﬂgmg?;n QoS
related information, such as QoS parameters andsuse]fJ th ice | II ) ! Ing
preferences etc. This information can be definethénuser’s orthe service level. . . ..
profile. On the provider side, QoS commitments $thou For the requirements of user-centric session, B_rgna
match these user's requirements. These commitroantse  SnoUld support broadening personalization coveragh
defined in the customer contract SLA. As Figurehbves, QoS through composition of SErvices in serwch}E\le
the user’s profile in the centre represents the insthe E2E enhance capability of adaptation in mobility and

session. This conception contains the essentiairezgents heterogeneous environment. In th.|s new context, haves
as below: evolved from a client/server architecture for a deded

application to a distribute architecture with a gamsition of
services for a continuity of session demanded.

Before presenting our proposals, we analyze th&tiegi
related work on the architectural proposals (IMS) a
signaling proposals (SIP, NSIS) aiming at end-td-@oS in
this section. IMS (IP Multimedia Subsystem) arattitiee
gives a converged network control layer. SIP isgaaing
protocol of the session layer for media QoS conitth the
media. NSIS (Next Step In Signaling) is a signalimgtocol
of network layer to transferring with QoS parametand.
These proposals are in the network level to mainthe
QoS, and there is nothing for the dynamic resource
reservation of service.

A. IMS

Figure 1. User-centric session requirements IMS architecture defined by 3GPP (3rd Generation
o . , Partnership Project) creates one common accesgandent
. Personallzatl_on according to user’s preferen_cgs anggnaling platform for providing multiple servicé[3][4].
the user profile. In order to meet the personamat |t implements the QoS mechanisms in management and
of service delivery, a more flexible deployment of control planes, i.e. policy control in the managetr@ane
services (service aggregation) as well as a l0osgng admission control in the control plane. In THEPAN
coupling architecture between service element3Telecommunications and Internet converged Servives
(service composition) is appreciated. Protocols for Advanced Networking) NGN
rchitecture[5][6][7], not only core networks bus@access
etworks or even terminals on the user side ha& i®@kated

gives out the perspectives.

Personal communication

Personalization
(Preference and
service

composition)

Adaptable
accessibility
(seamiess)

E-commence

Better selection
of connectivity

E-education

¢ Unique user session for converged services deliver
from different providers in a top-down way. It mean

that we dont need lance several sessions fofOntrol and management functions.
different media service demanded by user. It is IMS integrates the network convergence but not the

possible to have different media demanded in ong€'vice convergence. In addition, IMS provides ssde a
session through difference transactions. service while still following client-server architeire as a

tight coupling. In fact, we need a loose couplimyg the

e Better selection of connectivity with QoS in a service trans-organization in order to favor the
dynamic manner according to user's preferencepersonalization of service.
(QoS, location, agenda, etc.) for the media deiver

« Adaptable accessibility to services regardless of
terminal used. End users may have different user
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B. SP

SIP as the basic protocol at IMS control layer end of
the multimedia communication system framework prot®
[8], is the application layer protocol used to bhsh,
change, or terminate a multimedia session. SIP lenab
flexible interaction of several media in one sessio

As far as QoS is concerned, SIP uses SDP to degbeb
media in the session and negotiate QoS requestddein
network layer [9]. Moreover, SIP can filter infortien
according to User Profile to implement applicatsgrvers
before establishment of a session.

However, SIP does not cover description of servic
component behavior, and is not even able to comratmi
the QoS related information among the componentsder
to re-provision services during an active sessioa tinobility
environment committed to user’s contract.

C. NSS

is built, then we explain the E2E QoS provisionprgtocol
(8B). Finally, we detail the dynamic QoS signaliwhich
converges the management information in controlsamgss
during the exploitation with a state chart (8C).

A. Architecture dimension

In order to manage the service resources, we otaitasti
VPSN with networked Service Elements (SEs) (Fig2ire
This network is virtualized because the service maments
have sufficient abstraction features and they awtuatly
sharable. This network is private because it resgoro a

eservice request of a particular customer with dge€oS

heeds. The VPSN translates the logic of the reqdesdrvice
and links the service nodes according to “semantiting”

for the service composition. The VPSN proactively
maintains this QoS to meet the customer’'s SLA. @aring
the QoS communication and interworking solutionalsen
the separated service and network layer, basedM |

NSIS focuses on developing a protocol to manipulat@!atform, in [12], authors have proposed a binding

QoS resource states along the data path in theorletNSIS
is concerning to media delivery. But their work slosot
cover all the service resources in order to coweerall
service delivery which is more direct user relagiap.

The QoS NSLP (NSIS Signaling Layer Protocol)
proposed by NSIS (Next Step in Signaling) work gréuo
IETF (Internet Engineering Task Force) provideibdity
on patterns of signaling messages that are excHajigg.
The proposed specification of QoS (QSPEC) carries
collection of objects that can describe QoS spetifins in a

mechanism in the E2E user-centric session to eteréhe
information generated in the three parts (User pgant,
network and service). These three levels wouldvbare of

and self-adapt to any change for the dynamic QoS
information management. This information are stdcke
database on two sides: Infosphere, in user sidechwh
provides personalization and ambient resourcesrirdtion
around end-user; and an enhanced UPSF (User Profile
server Function) in operator's side which offers an
informational inference on all the resources [T13je link is

number of different ways, named QoS Desired, Qoghus established integrating with sub-networks.
Available, QoS Reserved and Minimum QoS. A generic

template which contains object formats for the QoS

description has been designed to ensure interafigrab
while using the basic set of objects [11]. NSISukes on
developing a protocol to manipulate QoS resouregest
along the data path in the network. NSIS is coringrio
media delivery.

However their work does not cover service resource
which are essential in service delivery, where aud also
reserve the QoS for each service component insioses

Facing to the NGN/NGS needs, the desired solution
should concern the QoS control for all the resauricea
user-centric session, not just the network onesalad the
service ones. The related work analysed abovalligust in
the network layer for the QoS control of media\ekty.

IV. PROPOSITION USERCENTRIC QOS SINGALING

From a user centric point of view, the E2E QoS ddé
enhanced by including service components as ressuhc
order to satisfy the E2E QoS in the user-centrisisa, we
propose a “dynamic user oriented E2E QoS control
supporting QoS provision and dynamic manageme
(negotiation and adaptation). We develop this diggaon
the existing SIP protocol framework and call it anbed SIP
(SIP+). SIP+ is able to circulate the media desiompand
service component description for
provisioning. We introduce firstly the VSPN (VirluRrivate
Service Network) architecture (8A) on which ourpgwsition
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service delivery

|

Infosphere|

S

User

|
SE: Service Element

Figure 2. Global architecture of SIP+

We propose a VSC (virtual service community) to
manage the QoS and functional equivalent service
components in a community. VSC is a group of SBs hlas
Ehe same functionality with an equivalent QoS. dsethat a
component is no longer suitable for a user sessinather
member could replace it and keep the QoS continuity

We map the proposal on the ETSI (European
Telecommunications Standards Institute) IMS. Servic
components are in the different container (for eplam
Application Server). The NGN middleware offers thesic
services, which enables QoS management, user nrapage
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and other management functions. Service comporemets recalculated and updated in the QoS table. Therlattll
thus managed by NGN middleware. The NGN middlewargrobably cause the recalculation of the network QoS
selects and invokes services at the reception®n@ssage NSIS has four kinds of QSPEC (QoS Specification)
from the IMS session middleware. These serviceobjects which consist of a nhumber of parametersritesg
components are chained into VPSN according todndce  the condition and constraints of traffic as well taaffic
logic by the SIP+. Moreover, the service componerts classifier for the resource reservation in the woekwayer.
negotiate QoS information with end users through+SI The SIP+ aims at provisioning service resourceténsame
L way as NSIS. Therefore, we propose a QoS desariptio
B. E2E QoSprovisioning protocol template in the SIP+ which has two objects: Demdr@eS

Enhanced SIP works in service layer to provisioa th and Current QoS (Figure 4). In each object, Qo@raters
resources for the E2E user-centric session basetinQoS  are classed into four QoS criteria.

model (four criteria: availability, delay, reliaityy and
capability). This unified QoS model is applicabtedll the
resources in a session. These criteria can beedpi any ‘

QoS Specification description

QoS classification (Diffserv, Interserv, etc.) azah be also .
easily measured according to specific parametaran the
service’s deployment and provisioning, these faitea are Objects— |  Demanded QoS Current QoS
divided into three categories: conception valueseni value '
and threshold value. . Bandvidh |

The conception valueis decided at the phase of service Capacity | oumenay |
conception. It introduces the maximum possibilit@sthe Parameters —» | Reliability oo
node’s treatments and the link’s interactions. Delay  [rmi

The current value is calculated during provisioning and Availability =]

o L T . vailability - -

exploitation to reflect the service’s behavior éalrtime. ‘ !

The Minimum/maximum) threshold value defines the Figure 4. SIP+ QoS description template
range on which the node normally operates. Theyabme ) .
thresholds avoiding the current value exceedsitthigation. In each node of VPSN, it has a QoS agent whictestar

Under the help of these modeling tools, the SIPuicto contracted QoS (Threshold range values) accordinthel
provide a QoS description in high level coveringoaerall ~ SLA. The Demanded QoS and Offered QoS are neggtiate
service requested by end-user in a top-down deidina during the phase of provisioning after service demlent

(service node QoS, network QoS, equipment QoS)oapht according to the Contracted QoS. These QoS paresrete
as Figure 3 shows. taken into account during the QoS provisioning. §htne

service components have knowledge of the contoafttlfill
. and the image of its current performance.
VPSN =] The service request (INVITE) message contains the

S*Er-—-‘_EIEL_—fE‘—E‘——'@L\E‘ demanded QoS. If the demanded QoS value is lesstiiea
wE B current value; the demanded SE gives an “OK” respon

£ = — with the offered QoS. This service component wié b
‘@\ &R =0 activated. On the contrary, if the desired QoS evatumore
a L A" 4 than the current value, the service component mali be
i o activated. When the E2E provisioning ends, theicess
e j———\ﬁ;k_[ activated. Figure 5 shows the corresponding QoS8egain
P Ve existing NSIS, SIP and our proposal SIP+.
R e
Sub-Networks i . g NSIS sIP SIP+
§ i {Network) {Network) (Service)
QoS Desired Desired Demanded QoS

{conform with
contracted QoS)

Figure 3. E2E QoS description QoS Available | Current Current value
{Monitoring Value)

The service node QoS contains the non functional QoS Reserved
characteristics of service. The network QoS cdileitte
routing table which records the QoS of all the galespaths
in the transport layer. The equipment QoS is th& @ew of
the machine (CPU and memory etc).

The recursive calculation of the QoS between thel¢e
enables the E2E QoS aggregation across multiphadens.
If service nodes are activated, the real-time Qa®lition is

Minimum QoS

Figure 5. SIP+ vs. SIP and NSIS
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C. Dynamic QoScontrol for service ddivery

contract, the state is changed to “IN CONTRACT" the

Dynamic QoS signaling gives the possibility of behavior does not conform to QoS contract, theesist

corrective actions to various problems (mobilityseds
preference) during the service delivery in ordemtaintain
the QoS (Session continuity). New service companeotld
be added; meanwhile activated service componenisl te
replaced by others. Service component’'s QoS camditin
contract/out contract) in the management systeni¢chwis
got from comparison of current value and threshaldge
values, could be notified from time to time durthg service
delivery via the SIP+ NOTIFY message so as to raaint
dynamically the QoS conform to the contract. Tlatesthart
of QoS control procedure is shown in Figure 6.

I

Session end U I
I

Wait for |
session end |

|

L Infoware 1
———— — FiCPodlotgend_

Binding indication

User information;

I

I

Waiting fi |
aiting for

g QoS verification (Demanded |

|

I

session

initiation QoSiOfferad QoS)

5@ Session request

|
|
| |
- Session aclive K Service dellvery : |
QoS verification [Derr\al:{ledl
' K~ Service reqUesT QoS/Offered QoS) I
— -_—
( -— S —
Tigger causad by S
~ update in service, Mofity Message (In .

contractOut contract:
Threshold values! Current
Vlaues)

network and equipment

Figure 6. State chart of QoS control in service layer

In an open session, when the QoS condition in aue n
changes, i.e., the current value exceed the thicestadue,
the VSC to which this service component belongs firgtly
perform self-management to find another servicepmment
with the equivalent QoS to replace it. VSC manabesSEs
in terms of QoS management. For instance, VSC dookl
for the suitable SE that can replace the QoS degdrade. If
it fails, the QoS control could interact with theeu system in
the database and re-provision the QoS in the VIShider
to find another node with a QoS commitment accardin
user's preference (Figure 7). Meanwhile, the sufaork
establishes a QoS path simultaneously. Therefloeeyiser-
centric session keeps continuous.

In the end-to-end session QoS signaling, we ddtne
management states for each service node. Thecstate of
service component management is shown in Figure 7.

UNAVAILABLE means the node is not accessible fo o

the user or is unreachable due to user's mobility.

AVAILABLE means the node can be accessed but not v

activated yet.

ACTIVABLE means the node is ready to use. The node

is considered to be activated when it has beenechtmsbe a
part of the VPSN and can be executed at any time.

changed to “OUT contract”. And the VSC launches the
process of self-management to find another service

component to replace it.

_—— . SEjoins VPSN
(_ Available B

7-77'\75Eusage ends™( " Activable )
N T

SE becomes accessible

_ unavailable

{__Activated In contract
/ EOS control

In contract

QUT Contract

— IN Contract
' Timer 2|- “ Out contract | )
v ime out T
Qut contract —— e ———
—- Outcontract * = Incontract
— T S In contract
"/ Userinfos (* vscsell Ny N

\__inDatabase

\._ management ./

Figure 7. State chart of service component management

IN CONTRACT means that the QoS condition is in the
scope of contract signed by the user and operator.

OUT CONTRACT means that the QoS condition is out of
scope of contract signed by the user and operétier
receiving the first “OUT contract” in the messatfee node
arms a timer (Timer 1) to wait for the VSC procegsilf the
VSC does not find a solution till timeout (Time He node
will solicit database (inforsphere & infoware) tadify the
contracted QoS according to the user preference.rtide
arms a Timer 2 for this process. Until Timer 2 timd, the
QoS control agent checks the current resource tith
updated QoS contract in ACTIVATED.

If the activated node receives continuously the t‘Ou
contract” in the header of NOTIFY messages that the
received number exceed the threshold numbers for
deactivating, the node turns intNAVAILABLE state.

In addition, we identify the events that causedition of
the state. User Initiated Events (User prefereneeil
Service Initiated Events (self-management of servic
components in the virtual service community) aréceal
events that trigger state change of service nod=mnwhile
the QoS condition (In contract/Out contract) ang timer in
the entities are needed to be notified in the VRIBNhg the
;service delivery. The latter are therefore ideetifas internal
vents.

FUNCTIONAL SPECIFICATION ANDDEMONSTRATION

In this section, we describe a user case and delate
sequence diagrams with the purpose of presentirg th
functional specification of the concepts proposet a

ACTIVATED means the node joins a real timedemonstration. Based on a user case (8A) hightightie

transaction of a user centric session; its resoigdaeing
consumed. In this state, the QoS control agentkshéte
resource in real-time. If its behavior conforms @S
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specificities of the NGN context and the diagramusmces
which are relevant to the scenario in our user,casewill
present finally the demonstration (8B).
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A. User case

The user case (Figure 8) clearly highlights the
specificities of the NGN context. It shows terminabbility,

LIN Contract (to all the SEsin VSC)

user mobility and session mobility with QoS coniiypu

m .
SE 31H SE SZH SE 33

while the user moves across heterogeneous networ
according to his preferences. In an "E2E user-entr
session" vision, user could enjoy different typésnedia in
one unique session in a customized way. The saEnari
details are described as below.

= .
8:30h X S
b =
,-.":-.‘T?J [ @ (sea1Y (SEa
: L e AN N -y 5~
» 2 o &7 = // 3
o [Home Network - vl 2 ’ m*o
S [Environmenfy — _ 2 2 s = WV
= ’ 2 -mm £Za H sen )
» = = L4 = S \>
3 3 D { EF
123 X 1)} > —
2 | N AN % se
e,
o
AT =< v A sE42
m" - o - N
SENE| |8 - . Media data
1 1 h - i) s SE: Service Element
Office ChsCore ot

(Terminal mobility|

P

User mobility Heterogeneous network (Service. mobility)

‘ ( | Service elements
| ‘faccessiandicote nebuorky Service orchestration

[ User centric end-to-end session (QoS continuity according to user’s preference) ]

Figure 8. User case

While at home, the end-user Bob starts his PC 20 &h
the morning and engages in a Video service SE22/éelol
service SE 31. Bob uses his home network envirohigueah
accesses to the service through an Access Netwblk. A
Before leaving his home, Bob switches terminalsefUs
Mobility), leaving his PC for his PDA. At this pdirBob, as
a pedestrian, prefers to receive his messagescal wode
rather than in text mode (User's preference). Thoeee a
Text to Voice service component (SE41) is invitetbithe
opened session to adapt the new terminal accotdinger’s
preference. When arriving at work, Bob’s PDA isllsti
attached to the same service but the Web servaraesit
(SE31) is replaced by the SE33 in the same VSGi¢ser
mobility) for keeping QoS continuity in one sessiokt
11AM, Tom closes the session, which he opened miehat
8h30AM.

For the user, all the operations are transparent.

In our demonstration, we will implement a scendhiat
the SE31 is replaced by SE33 with QoS continuity &l
this procedure as “service mobility”. The SE31 €liather
SEs in the VPSN) notifies its QoS notification (@UT
contract) to elements of its VSC in a peer to pesgy. When
SE31 is “OUT Contract”, the VSC finds another SEES)
to take place of SE31 within a limited time. The33Es then
introduced in this session. In this way, the searvic
components in one session can always keep their“QbS
contract” according to SLA, the service mobility dene
seamlessly.
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Figure 9. Service mobility related sequence diagram

The management result “IN” or “OUT” Contract is
delivered in the signaling message SIP NOTIFY ngssa
from time to time in the VPSN.

General
NOTIFY
header
Via: SIP{2.0f protocof host:port
From: user <sip-from_usen@source> ®
To: user <sip:fo_user@destination> % 5
Call-ID: localid@host g ke
Cseq: seqit method o 3
Content-Length: length of body £ c
Content-Type: media type of body
Contact: <sip.usen@pc.example.com>
Subscrption-State:  Active
Event: Contract INNOUT
V=0 2
0= origin_user timestamp timestamp IN P4 host g
¢=IN IP4 media destination address 8 -§‘
t=00
m= media fype port RTP/AVF payload types Ea
a=curr:gos e2e none
a=des:qos mandatory e2e sendrecv
message

Figure 10.Structure of NOTIFY message

The structure of SIP NOTIFY message is shown in
Figure 10. A SIP message, both the request and the
response, contains a start-line followed by onemmre
headers and a message body. The CONTRACT IN/OUT is
proposed to add into the message body (in red)IBft&
inform the management information during the precet
service delivery. The NOTIFY body is used to repibr
condition on the resource being monitored (curneadtie
comparing with threshold values).

B. Specification of experimental platform and
demontration

The identified scenarios are experimented on our
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platform [14] in laboratory. This platform is cosgd of the
OpenIMS Module (FOCUS) [15] which contains the
essential blocks of IMS core (P-CSCF, I-CSCF, S-ESC
and HSS+ in Oracle [16], and service platform (&eris
offered as a composition of service elements censig the
QoS management, security, mobility management an
charging aspects) developed in SUN’'s GlassFish [17
container with SIP JAIN supporting SIP server depeient
(for SIP+ module). The detailed architecture of our
technical platform is shown in Figure 11.

Service platform develo

ped on Sun’s glassFish

Service
Element

VPSN

Service
Element

Service
Element

Sesston Aggregation:

Management Services
s |
= /-
sun’s SAILFIN Platform -
SIP SIP Servlet SIP session
Security Deployment Replication
=l
nye
FOKUS OpenlMS Modules

pcscr B scscr

Figure 11.Experiment platform

Mobility
Management

SIP Application
Session

SIP+ module developed basing on SIP JAIN, notitfies
QoS states among the service elements, and relaggs Q
information between service layer and IMS contaylelr. In

In order to easily show the messages exchangedebatw
two SEs, we create a graphic interface for eackicser
element. It is shown in Figure 13.

2] TextServer [ &) TextServer

Received Messages:

(—Sent, Status = 200

(—Sent, Status = 200

(—Sent, Status = 200

(—Sent, Status = 200

—Sent, Status = 200

(GET from sip:server@192.168 142 164049
(—Sent, Status = 200

Received Messages:

IN_CONTRACT

Received NOTIFY from sender: server, type.
IOUT_CONTRACT

Received NOTIFY from sender: server, type.
ISWITH_To_SE_VSC1

(~Sent, Status =200

GET result

Sent Messages:

| [Seuil: 50, Current: 40, IN_CONTRACT NOTIFY
iSeuil: 50, Current: 40, IN_CONTRACT NOTIFY
iSeuil: 50, Current: 40, IN_CONTRACT NOTIFY
iSeuil: 50, Current: 40, IN_CONTRACT NOTIFY
iSeuil: 50, Current: 60, QUT_CONTRACT NOTIFY

Sent Messages:
‘Subscribe to Notifications

From: [sip:SE3 1@192 188 142 1.64050 |
sip; SE3 20192.168.142.1:64049

Previous:| |

‘s\p SE3.2@192.168.142 1.64049
sip:SE3.1@192.168.142.1:64050

Previous:| |

| From:

To: To:

Next: | |

Subscribe

Next: | |

Figure 13.Messages exchanged in graphic interfaces

VI. CONCLUSION AND FUTURE WORK

End users expect to have a continuous comprehensive
service throughout the whole session while moving
(terminal mobility) or changing terminal (user midlg).
During this session, a service is considered asrgosition
of elements in order to adapt to any change (sessio
mobility). In such a user-centric approach, todagyisitrol

our demonstration, we present the QoS manageme@fid management approaches aim at how to managing th
information (In/Out contract) exchanged between twoQ0S through media delivery. However, those solstiare

service elements in VSC. As the Figure 9 shows 3B31
is active in the VPSN, and it sends the NOTIFY ragss to
the SE32 which is in the same VSC for informing ©eS
event (In/Out contract). The global architecture of

unable to cover this E2E QoS issue to allow usatrite
oriented service to be carried out properly.

In this paper, we propose a QoS signaling (SIP+h&
service layer which covers end-to-end provisionigd

implementation is shown in Figure 12. The Data BaseLA contract conformity. During the provisioning)Ps

enables the SIP server to compare the current Ghg v
with the threshold QoS value. The result will iEthe SE’s
QoS is in or out contract.

Graphic
Interface

Graphic
Interface

Subscribe

200 OK

Notify
200 0K
el AN

SIP server 2
(SIP layer)

SIP server 1
(SIP layer)

Compare the current value
and threshold value (InfOut contract)

Figure 12.Global architeure of implementation

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-126-7

takes the behavior of the service component andisle€’'s
expectation into consideration as well as mediaues in
the network. During the service delivery, infornoatifrom
management system (monitoring results “In contraott
“Out contract”) can be naotified in the service lay@éa SIP+
control message to maintain E2E SLA. Finally, arusse
and scenarios with related sequence diagrams awcifisg
for analyzing the feasibility of our proposal. Aadcenario
is experimented in our platform. The following Was to
integrate our implementation within our global fbam
(VirtuOR’s virtual router [14], FOCUS OpenIMSCor#5]
and SUN’s GlassFish [16] [17]) for analyzing the
performance.
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