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Abstract—The emergence of social media has led to a new era
of information communication, in which vast amounts of infor-
mation are available that is potentially valuable for emergncy
management. This supplements and enhances the data availab
through government bodies, emergency response agenciesida
broadcasters. Techniques developed for visual content ahais
can be useful tools to improve current emergency management
systems. We present a new flood event scene recognition syste
based on social media visual content and text analysis. The
concept of ontology is introduced that enables the text and
image analysis to be linked at an atomic or hierarchal levelWe
accelerate web image analysis by using a new framework that
incorporates a novel “Squiral” (square spiral) Image Processing
addressing scheme with the state-of-art “Speeded-up Robus
Features”. The focus of recognition was to identify the wate
or person images from the background images. Image URLs
were obtained based on text analysis using English and Germa
languages. We demonstrate the efficiency of the new image
features and accuracy of recognition of flood water and persws
within images, and hence the potential to enhance emergency
management systems. The system for the atomic level recoton
was evaluated using flood event related image data available
from the US Federal Emergency Management Agency media
library and public German Facebook pages and groups related
to flood and flood aid. This evaluation was performed for and
on behalf of an EU-FP7 ProjectSecurity Systems for Language
and Image Analysis(Slandail), a system for managing disasters
specifically with the help of digital media including social and
legacy media. The system is intended to be incorporated by éh
project technology partners CID GmBH and DataPiano SA.

Keywordsflood event recognition; fast image processing; social
media analysis; multimodal data fusion; emergency managam
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analytics, still and moving images made available through
social media will initially leverage text analytics, in thenger
term image analytics will have a profound positive impact
on disaster management. The advantages of rapid informatio
sharing between the victims and the disaster managers, faci
itated by social media, is offset to some extent by the fear
of incorrect or misleading information being spread thioug
social media. For most existing web search platforms, such
as Bing, Google and Yahoo, searches are based on contextu:
information, i.e., tags, time or location. Text-based chés

fast and convenient, thought search results can be mise@tch
of low relevance, or duplicated due to noise [16]. There &re 0
line techniques for identifying fake images have been psepo

[5] and some online (real-time) techniques for “debunking”
fake images on social media reported in [8]. Techniques
developed for visual content analysis are valuable for im-
proving search quality and recognition capabilities ofreat
emergency management systems. In this work, we focus on
scene recognition to enhance the information availablaimit
emergency management systems, with particular emphasis ol
flood event recognition.

Although image analytics have been applied widely in
many areas, social media image content analysis has not bee
exploited fully within emergency management systems. For
example during the flood in Germany in 2013, many Facebook
pages and groups were created (mainly by private persons
and used in order to exchange information and coordinate
the help of volunteers, in which images posted on social
media may be used as “sensors” for detecting or monitoring
possible flooding events. Many existing emergency manage-
ment platforms directly share or display the visual content

The use of social media in disaster and crisis managemeptovided by simple text search [13] [11], in which the social

is increasing rapidly within the EU and will catch up with media images are used only for information sharing without
similar use of social media in the USA. The end-user partnergcorporation of image analysis. Social media are equipped
in the Slandail Project (An Garda Siochana the Irish Policewith rich contextual information such as tags, comments; ge
Police Service of Northern Ireland, Protezione Civile Mfene locations and capture device metadata, which are valuable f
and Bundeskommando Leipzig, Germany) have reported usgeb-based applications. Not only are the images and videos
of social media together with legacy media in natural devast described by meta-data fields (e.qg., title, description$ags),
focusing on flooding events in Belfast, Dublin, Leipzig and but content analysis can be used to enhance visual conten
Venice. The specification of the end-user partners is bein{jlitering, selection, and interpretation, with the potahtio
used to develop the Slandail system and will be made publiclymprove the efficiency of an emergency management system.
available in 2017 [15]. Our research has shown that whilsThis work aims to develop a novel and efficient emergency
the current focus in disaster management system is on tegvent recognition framework, in which text and image arialys
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Figure 1. Flood event recognition system including imag®ueces together with text and image analysis.

are deployed to identify flood event images from news feedémage analysis. Firstly, text analysis is performed andlte
and popular social network web sites. event related corpus is obtained from a range of resources

One key requirement for the wide-spread adaptation of imSuch as news feeds, government agency web sites and soci
age analytics is the ability of disaster management systems networking sites. The corpus includes information on event
react in real time: Here our contribution through the pragbs location, time, article titles, descriptions, and URLsifoages.
“Squiral” (square-spiral) Image Processing (SIP) framewo The URLs are used to extract the flood event images that may
will be significant. Different approaches have been progosecontain flood water, people, roads, cars, and other enfittes
for fast image processing. Some studies have attempted tB'ages collected are used in training the recognition syste
reduce the image size, such as in a study for mobile imag\yhlch includes image feature extraction, learning of visua
search [10], the image is compressed first then learned b\%ords and construction of feature representation based or
a 3D model developed for landmark recognition. The richth® Bag-of-Words (BoW) model [12]. The details of feature
contextual information available from the web can be used t&Xtraction method is given in Section II.E. After trainirtge
filter the visual content and therefore reduce processing,ti SyStém is able to identify the target event images, such as
such as using the features from YouTube thumbnail image¥nages containing flood water and people. Output from the
for near-duplicate video elimination [16]. Some studieseha '€cognition process is saved in a text file using a common
also considered biologically motivated feature extracfip4] ~ data format (such as XML Metadata Interchange) to factitat
for fast feature extraction on hexagonal pixel based images nformation exchange and interoperability between thegena
recent work, we proposed a novel SIP framework [6] whichand text analysis systems.
develops a spiral addressing scheme for standard squaale pix
based images. A SIP-based convolution technique is deselop g Concept of Ontology
based on simulating the eye tremor phenomenon of the human o ) ) ]
visual system [14] [2], to accelerate the computation neglii 10 facilitate the link between image and text an_aIyS|s, we
for feature extraction. In this work, we incorporate the Sipintroduce the concept of an ontology as the basis of event
addressing scheme within the Speeded-up Robust Featuré&sognition for selected applications within the scopeattirel

(SURF) [1] algorithm to improve the efficiency of web image disasters. In general, an ontology can be defined as the forma
recognition. specification of a vocabulary of concepts and the relatimssh

The development of the flood event image recognitionbetween them. In the context of computer and information

algorithm and the overall recognition system that combineSCience’ ontology defines a set of primitives, such as dasse
alg - 9 ) Syst ) Attributes or properties and relationships between thescla
image and text analysis are described in Section Il. Th

framework for fast image processing, essential for realatim(?‘nembers [4]. The concept of ontology has been applied
g€ p 9, increasingly in automated recognition tasks such as rétiogn

. ; =t . n
image and video analysis, is also outlined and an approach f& : - -
. . . ; objects [3], characters [4], and emotion [17]. In this Wor
link SURF with the SIP framework is presented. An evaluation,, ir{trodu[cg the concept[ c])f ontology to i[ma]ge—based flood
.Of the recognition system performance and_featur_e detecuoevent recognition. An example of a simple ontology, repre-
Irseszﬂlst(; gg?jvfsr?c;ﬂsien??nns”el'cfi%lOY\\l/ed by discussion ogth senting the flood event image and the relationships betweer
' related event images, is shown in Figure 2. This example
illustrates that a flood event image may contain both flood
II. METHODS . ; .
water and people. (In the following part of this paper, “wate
A. Proposed Framework refers to “flood water”.) This work was focused on single @ven
A block diagram of the proposed flood event imagerecognition (atomic level). A more complex ontology struret
recognition framework is presented in Figure 1. The systentan be constructed based on hierarchies and inheritares, rul
includes the web image resources, together with text andhich will be linked to text analysis in future development.

Copyright (c) IARIA, 2016.  ISBN: 978-1-61208-462-6 5



COGNITIVE 2016 : The Eighth International Conference on Advanced Cognitive Technologies and Applications

spiral addresses. Conversion of standard two-dimenspixall
v indices to the 1D SIP addressing scheme can be achievey easil
ContaiV Ymaing using an existing lattice with a Cartesian coordinate syste
Furthermore, the approach can be used for efficient corealut

Flood of existing image processing operators designed for standa
T Sl rectangular pixel-based images,and so the approach ddes nc

require any new operators to be developed.

Figure 2. An example of a simple ontology representing floeeheimages. 22 .23-24 32-33-34 |42 43- 44
N 220725 3130 35413 45

C. Recognition Model.. _ 38 7426 ||38 37«36 |48 47\edb
The image recognition is based on the Bow model [12]. B s-a | 2 4 |52 853054

In BoW the local features are first mapped to a codebook il il C
created by a clustering method such as k-means and then I IS 0 5)|sL_50{|55
represented by a histogram of the visual words that is used fo 18 17«16 |8— 746 |58 57456
pla55|f|cat|on. As the Bow model QOes not rgly on the spatial 8283-84 |72 73-74 |62 6364
information of local features, learning is efficient (thduigss ’ U S s
of spatial information due to the histogram representatiary 81_8Q 85 |71 70 75.161—60 65
affect accuracy). A system based on the Bow model is shown 88 87«86 |78 776 |68 67 <66

in Figure 3. Note that, for the image recognition system, the ) _ _
Figure 4. The spiral addressing scheme for layer-2 SIP.

Training Featurs Extaction LeamingVocabularies
Data Codebook

Histogram of Words Classification E. SIP-based Features (SlPF)

We incorporate the SIP addressing scheme with the image
Feature Exiraction feature SURF [1] to improve the efficiency of web image
analysis. We refer to the resulting feature as SIP-basedifesa
(SIPF). SURF has been used widely in image analysis and ha:s
Figure 3. The recognition system based on the Bow model. shown advantages over SIFT [9]. It has been demonstratec
in [6] [7] that SIP-based convolution produces exactly the
y , . , —_ same results as standard convolution, and hence in oumturre
word” refers to the “visual word”, which is represented by &, jementation we use the interest points detected by SURF
set of feature centres resulting from the clustering metho ut rearrange the SURF features according to the SIP address

The classification is based on a Support Vector Machin(;ng scheme. As shown in Figure 5 (a), the SURF feature is

(SVM). The output can be saved in a text format for furtherq, i cted based on a square region centred on the detecte

text and image analysis integration. To accelerate retiogni - gRr interest point. The region is divided into smallex 4
performance, in the feature extraction stage we have int@dl g, roqions, and within each sub-region the wavelet resgson
a new SIP framework to link with SURF. The details of Slpare computéd The responses include the sum:gfiz|, dy
addressing and the development of the feature are explaln%q]d \dy|, computed relative to the orientation of th’e grid,

in sub-sections D and E. where dz and dy are the Haar wavelet responses in the
“Qpypriral” ani ; horizontal and vertical direction respectivelgx| and|dy| are
D. Sqw.ral (Square SF’"""'? Image Processm.g (SIF,)) ) the sums of the absolute values of the responses, respgctive
~ Fast image processing is a_key elem_ent in achieving re_aHence each sub-region has a four-dimensional descriptoer ve
time image and video analysis. Real-time data processingy [4z, dy, |dz|, |dy|]. Concatenating these for all x 4 sub-

is a challenging task, particularly when handling largaksc egions results in a SURF descriptor vector of length 64. To
image and video data from social media. Recently we have

developed a novel SIP framework that introduces a spira
addressing scheme for standard square pixel-based ingjges [
The SIP-based approach enables the image pixel values to |
stored in a 1D vector, facilitating fast access and acceéfera
the execution of subsequent image processing algorithms &
mimicking aspects of the eye tremor phenomenon in the
human visual system. Layer-1 of the SIP addressing scherr
comprises 9 pixels in a spiral pattern as shown at the ceftre ¢
Figure 4. Subsequent layers of the SIP addressing scheme ¢
built recursively: a complete layer-2 SIP addressing seh&m
shown in Figure 4. The SIP structure facilitates the use séba
9 numbering to address each pixel within the image. For ex- Figure 5. (a) SURF feature construction [1]; (b) SIPF feathased on
ample, the pixels in layer-1 are labelled from O to 8, indeixed layer-1 SIP addressing scheme.

a clockwise direction. The base 9 indexing continues intthea construct the equivalent with the SIP framework, we appéy th
layer, e.g., layer-2 starts from 10, 11, 12, ... and finishé&8a layer-1 SIP addressing scheme to rearrange the SURF featur
Subsequent layers are structured recursively. The ca/8iP  obtained from each interest point. In order to match therlaye
image is stored in a one-dimensional vector according to thé SIP structure, the x 4 sub-regions are resized ®x 3

New
Data

(a) SURF: 16 * 4 =64 (b) SIPF: 9 * 4=136
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sub-regions using bicubic interpolation method (in whibk t which include 50 flood water images and 150 background
output pixel value is a weighted average of pixels in theestar images. A two-fold cross validation was performed on the
4-by-4 neighborhood), and then the corresponding responsiifferent image sizes, such as 0.2, 0.4, 0.6 and 0.8 of the
values are rearranged according to the layer-1 SIP addgessioriginal size. The number of words in the Bow model was 500.
scheme as shown in Figure 5 (b). This results in a descrifitor oThe system performance evaluation is based on the averag
length9 x 4 = 36. Note that the current implementation does precision (AP), which can be obtained based on the area unde
not involve full SIP image conversion and SIP convolution,the precision-recall curve.

but it yields the same outcome and may be considered as As high resolution images are expensive in terms of

an initial stage from which future development of a full SIP memory storage and processing time, we compared the com:
image feature detection algorithm will be completed. Bseau pytational efficiency using recognition run-time with eifént
the SIPF feature vector length is shorter than that for SUBSF ( image scales using three feature extractors: SIFT, SURF, an
values rather than 64), we expect additional efficiency §laing|pfr, which have feature dimensions of 128, 64, and 36,
for computation as well as the benefits of the 1D addressingagpectively. The run-time includes the time for featurépo
system. In our computational experiments the performance igetection, feature extraction, calculating the featusédgjram,
terms of recognition and efficiency based on SURF and SIFRpg SvM classification. The run-time results for water image
are evaluated and compared. recognition are shown in Figure 6. It can be seen that the
. EXPERIMENTAL RESULTS computation time increases with the image size. The SIFT
A Data detector (dimension 128) is more time-consuming than SURF
) and SIPF. Both SURF and SIPF are similar in run-times,
The flood event-related image data were collected fronp,t SIFP s slightly faster (when the time for SIP conversion
two sources: the US Federal Emergency Management Agengy excluded). We also compared the recognition performance
(FEMA) media library and public German Facebook pages anflgsed on SURF and SIPF features using different image sizes
groups related to flood and flood aid. These choices represefibe mean of AP (MAP) values are shown in Figure 7 and
the resources of a government agency and a social networkin§lpr has a better recognition rate than SURF using different
site respectively. A collection of images from official soe&  image sizes. Since the primary aim of this work is to develop
such as FEMA was compiled to act as a benchmark fop framework for flood event recognition, the evaluation was

comparison with potentially lower quality images publidhe paged only on flood event related images.
on social media platforms. As an emergency management

authority, FEMA's web site provides high quality imagestwit C. Evaluation of Event Recognition
high image resolution. The original FEMA images (typically To test the performance of flood event recognition, we used

?rj em SEWX%@S?:T%?{; 5%2%3??@3222{)2? gggggt%?] f{g)r(nFI_EMA images containing flood water and persons. The images
based searching for the disaster type “flooding”. A total of ithout water or persons are used as background images. Th
6000 FEMA images were collected, in which 1200 image 0r|g|_nal FEMA images are resized to the_standard FEMA web
were selected and used in the exberiments, including 40 e_rsmg Size l(_dlm(fenagn 1024 x 280)- Using Web-3|2ed€:$ages
images for each of three groups: flood water, people, and-bac lg\j ;\ V?I(-;Easli?é %rgglrgsgr ?gsizzaagnlgqigﬁ]s ngsggt ont
ground, respectively. The background images contain @eith y ) P o
flood water nor people. Images of people may contain single 1) Test of Parameter Settingsthe number of words in

or multiple persons. The permission of publicly displaythg the Bow model can affect the system’s efficiency, such as a
FEMA images were obtained from FEMA news desk. IdeallySmaller number of words may help to reduce the processing
the flood water image does not contain person and vice versime. We investigated how different parameter settings may

however this does not affect single event recognition wigch affect the recognition performance based on different remb
the focus of this work. of words and the total number of training data. For each

group 200 images were used for testing, 200 for training.
yalf training data contains water or person and another half
re background images, i.e., 400 training data include 200
ater or person and 200 background images. The results ar

As one of the most popular social networking sites, Face
book contains a large number of images related to flood event
Flood related images were collected from Facebook by usin

a keyword search, and the images collected have a max'mughown in Figure 8 and Figure 9. It can be seen that for water

height of 720 pixels. The German Facebook image URLs wer ; .

obtained by identifying and searching German public Face!ages: using 500 words results in better performance than
book accounts (public sites or public groups), account same-SiNg 1000 words; for person recognition, using 1000 words
containing the word “Hochwasser” (flood) or “Fluthilfe” (b results in better performance. In terms of training dat®, th
aid or help in case of flood). From these accounts, the puinE’V.eraII performance improves as the number of data examples
messages or posts with the type “photo” having a “link” and™ increased. )

a “picture” (since both contain an URL) were selected and 2) Comparison of FEMA and Facebook Image Dathe
their URLs were saved. A total of 5000 Facebook imagegerformance based on FEMA and Facebook image data set wa
were collected from German Facebook in which 1200 image§ompared. For each data set 800 images were used (each cla
were selected, which include 400 containing flood water, 40das 400 images plus 400 background images). The number o

containing a person (or persons), and 400 background image&ords used was 500, 5-fold cross validation was performed
and the mAP calculated. The results are shown in Figure 10

B. Comparison of Image Features and Figure 11. The performance using FEMA and Facebook
Comparison of performance based on image features SURages appears to be similar, with the recognition system
and SIPF was conducted using the original FEMA image datgyerforming well for both. Furthermore, in terms of feature
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Comparison of Run Time vs Image Size Person Image Recognition
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Figure 6. Comparison of run time using features SIFT, SURI SliPF. Figure 9. Performance using different number of words fospe images.
Recognition Rate vs Image Size
- Water Image Recognition (800 Images)
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Figure 7. Comparison of recognition rate based on SURF aRé&.SlI

Figure 10. Comparison of performance based on water images FEMA
and Facebook (FB).

Water Image Recognition

B \Words500 W Words 1K Person Image Recogntion (800 Images)
1
085
0.8 09
0.75 G.8
< 065 Z 07
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0.55
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Figure 8. Performance using different number of words fotewamages.
Figure 11. Comparison of performance based on person infegresFEMA
performance, SIPF appears to be slightly better than SURF, and Facebook (FB).
as shown in both Figure 10 and Figure 11, supporting the use
of the more compact representation of the SIP based features

3) Test of Event Recognitiort:he atomic level recognition
system is built based on a binary classification, which isshown in Figure 12 (a) and Figure 12 (b). The target images
designed to identify a single event, such as whether thare identified and ranked by the recognition score provided b
image contains flood water. For a future development, a morthe SVM. For further integration of the image analysis with
complex recognition system will be built to incorporate tirul text analysis, the outputs of image recognition were saned i
class classification. Examples of FEMA images recognised aext file, including the top N ranked images, scores and image
containing water and as containing persons, respectiaety, IDs.
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(b)

Figure 12. Examples of flood event image recognition: (a)ewahages (AP = 89.50%) and (b) person images (AP = 85.44%).

IV. CONCLUSION [6]

In this work we propose a novel framework that introduces
the SIP addressing scheme to facilitate fast web visuakodnt 71
analysis in the context of enabling linkage of visual cohten
analysis and text analysis. The framework is developed with
close linkage to text analysis, in which the images are abthi  [g]
based on a corpus from text analysis. The outcomes of event
recognition can be stored using a common data format to
facilitate further system integration. The overall purpds to (o
enable more efficient information exchange in emergency-man
agement systems. Hence, an image-based event recogniti B]
system has been developed based specifically on flood events,
in which images containing flood water and persons were
used as examples of using concept of ontology. The systeqy)
developed can be extended for a more complex ontology
structure and higher level scenario recognition in futuoeky 2
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