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Abstract—One challenge in oceanographic analysis is the need
for accurate initial conditions collected from physical buoys.
Temporary sensor outages or noisy conditions can hinder the
data collection process. Machine learning surrogate models
offer short-term coverage during outages. This study presents
a methodology for regularizing machine learning models that
predict buoy observations by utilizing multiple data sources. A
previous work introduced a ratio-coupling hyperparameter to
combine numerically modeled data and ocean observations when
calculating training loss. However, applying one ratio across all
features failed to capture the unique characteristics of different
data sources. To overcome this limitation, this work investigates a
multiple-hyperparameter loss function to independently manage
the contribution of each data source per feature. A bounded
random grid search explores the hyperparameter space to find
ratios which produce superior results compared to the single-
ratio approach. Surrogate models are validated at the same 88
fixed locations as the previous paper for a direct comparison. The
experimental results suggest that this multi-ratio methodology
can offer more reliable forecasts over a 24-hour period by
applying the correct weight for each pairing of observed feature
and numerical model source.

Keywords-Surrogate; HYCOM; ERAS; Deep Learning; Buoy
Forecasting.

I. INTRODUCTION

Modeling ocean and climate conditions is very important
in industry settings and oceanographic research. Tasks like
climate modeling, marine life population surveys, and tsunami
monitoring, all rely on accurate understandings of ocean
conditions [1][2][3]. Whether directly or indirectly, each of
these tasks depends on the accurate initial conditions gathered
from physical sensors. For that reason, this work focuses on
machine learning modeling of sensor-derived data to produce
short-term forecasts during temporary outages. The resulting
forecasts can be used in place of observations for direct
analysis, initial conditions for numerical models, or as data
assimilation when performing a reanalysis. The types of con-
ditions directly considered in this work include Sea Surface
Temperature (SST), air pressure, and gust strength. Anomalies
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in SST can significantly affect accurate weather prediction [4].
Air pressure predictions are helpful for forecasting energy gain
in photovoltaic systems [5] and intelligent weather forecasting
systems [6]. Strong gusts cause severe damage in thunder-
storms and are a forecasting target in machine learning tasks
such as [7]. So, accurate predictions of these interconnected
phenomena are highly relevant.

Whether considering sensor-derived observations or a care-
fully derived numerical solutions, there are often multiple
ways to represent ground truth in a physical system. The
numerical features used to describe our oceans and atmo-
sphere are simply approximations of the underlying condi-
tions. Systematic errors in data collection, physical errors in
sensors, and spatiotemporal gaps in availability make obser-
vations unreliable by themselves [8][9]. Likewise, numerically
modeled data have spatial and temporal discretization errors
or miscalculations from strongly nonlinear interactions [10].
Imperfect approximations always exist, so combining various
data sources becomes a worthwhile endeavor to reduce the
inherent biases of each individual source. Traditionally, the use
of data assimilation systems to improve models has seen great
success. Reanalysis of numerical models with 4D variational
data assimilation and Kalman filters improve historical model
data to high accuracy [11][12]. This process yields high-
quality training data for statistical surrogate models. However,
data assimilation methods can only be used retroactively or
when observation data is readily available. They also do not
typically address errors in the underlying numerical model.
From a machine learning context, multiple data sources can
be combined as part of the training process instead. Due to
multiple representations of truth, there is potentially more
than one source of relevant training data. For example, SST
can be represented by either a numerical model or by sensor
observations. Therefore, improving forecasts by selecting the
best source of truth for the training signal is a valuable goal.

To experiment with machine learning solutions for ocean
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modeling problems, statistical surrogate models trained on
a mixture of observed data and numerically modeled data
are employed. A surrogate model is any model which is an
approximation of a system without being numerically derived.
This includes pure data driven approaches and also hybrid-
physics approaches, like Physics-Informed Neural Networks
(PINNs) [13]. Regardless of the method, surrogate model are
trained to approximate generalized behaviors of the underly-
ing system. To improve surrogate model performance, data
is combined from fixed observation sensors and numerical
models for a richer feature set. The combination can be
formulated as a mixture of data assimilation and machine
learning [14]. Conversely, the entire physical phenomenon can
be modeled together by directly training a surrogate model
with numerical outputs and sensor data [15][16]. This work
follows the latter paradigm where the physical phenomenon is
directly modeled. Specifically, the experimental design follows
the problem domain presented in [16].

In [16], a specialized loss function was introduced which
coupled noisy observation data and imperfect numerically
modeled data. The buoys for observation of the ocean in fixed
locations collect sensor data from around the coast of the
United States, and surrogate models were used to forecast their
observed features. To improve the regional surrogate model
stability, historical ocean modeling data from the same regions
are added to the training set. The Hybrid Circulation Ocean
Model (HYCOM) [17] and the fifth reanalysis experiment of
the European Center for Medium-Range Weather Forecasts
(ERAS) [18] were chosen for their selection of global climate
and weather features. Features that are available in both
observed and modeled sources were coupled together in the
loss function of the training procedure. A performant ratio
of the loss signals was identified by balancing error between
the surrogate inference and the two sources of training data
per coupled feature. That is, each coupled feature has both
an observed value and a corresponding numerically modeled
value from either HYCOM or ERAS. A limitation in this
methodology was the use of a single hyperparameter to control
the ratio of all coupled features. To improve the identified
limitation, the single hyperparameter is redefined as a vector
of N hyperparameters. Consider that the ocean features are
combined with multiple numerical sources. One numerical
model may be well tuned to the underlying conditions of one
feature and necessitate a stronger contribution to the training
signal. If the other numerical solution does not align as well
with the ground truth, an independent hyperparameter allows
the training signal of that source to be reduced, while the
other remains a major contributor in the loss calculation.
Consequently, the main contributions of this paper are as
follows:

« A surrogate training scheme is defined and validated that
uses a physics-regularized loss function to independently
combine two sources of data for the characteristics of the
ocean K.

« Showing improvements in surrogate performance justifies

the use of statistical models in oceanographic analysis.
« Finding improvements in combining two data sources for

ocean features promotes continued exploration of data

combination techniques during model training time.

The remainder of the paper is organized into the following
sections. In Section II, the related work identifies similar
research and contrasts them to this one. The main research
goal is identified in relation to the previously identified work.
In Section III the methodology is specified. The experimental
dataset details are outlined, the improvements for the physics-
regularized loss are detailed, and the deep learning architecture
used is described. The experimental setup used for validation
is provided for reproduction. Subsequently, Section IV is the
Results section where the experimental findings and their im-
pacts on the methodology are described. Finally, in Section V,
the major contributions are reiterated and future considerations
are identified.

II. RELATED WORK

Buoy forecasting is investigated in some statistical learning
contexts similar to this work. Models are trained using one
buoy [19][20] or multiple buoys [21] for a region of interest.
Most often, buoy observation forecasting focuses on the anal-
ysis of a single buoy, instead of many buoys in a variety of
conditions. In one work, a collection of buoys are integrated
into the input and output vector [22], but the rigid design
of the architecture requires less flexible batch forecasting.
Comparatively, there do exist works where a deep learning
model is used for generalized buoy forecasting [15][16]. This
research follows the scheme of generalized deep learning
models to forecast a wide range of buoys, given their initial
conditions.

The numerical models HYCOM and ERAS5 are used in
machine learning-based projects as training data for surrogate
modeling tasks. In the case of HYCOM, the modeled data is
used in machine learning forecasting tasks for ocean condi-
tions [16] and sea surface salinity [23]. HYCOM data is also
used to combine observations with modeled data in a machine
learning context to parameterize typhoon-ocean interactions
[24]. The ERAS data is used more commonly, most likely due
to its ease of access and high number of modeled parameters.
It is used as training data for regional wave modeling [25],
weather forecasting [26][27], earth surface temperature mod-
eling [28], and sea surface temperature forecasting [29][30].
Numerically modeled data is also used when enhancing sensor
predictions, for example, in the case of satellite sensor models
[31][32]. Usually only one oceanic feature is forecasted, in
contrast to this work. Also, when enhancing sensor forecasts
with numerically modeled data, it is less common to combine
more than one numerical model.

Recurrent Neural Networks (RNN) and attention models are
classically used in time series-based modeling problems, mak-
ing them a natural choice for oceanic forecasting. The Gated
Recurrent Unit (GRU) is one type of RNN unit that employs an
update and reset gate as part of the architecture for improved
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temporal learning [33]. Oceanographic modeling that uses
a GRU-based architecture has been used for ocean current
prediction [34] and chlorophyll concentration forecasting [35].
One work similarly focuses on buoy sensor SST forecasting
using GRU architectures [36]. However, the methodology
differs from this work in significant ways including the model
architecture, number of features forecasted, and the use of
numerical models.

The physics-regularized loss function for training surro-
gate models has been examined in two experimental papers
[16][22] and one theoretical analysis [37]. The methodology
proposed in this work bridges the gap between two of those
papers. In the original paper, it was proposed in the concluding
section that separating the ratio-controlling hyperparameter
would continue to improve results [16]. The research in this
paper directly extends this previous work by testing that
hypothesis using the same experimental setup. Although [37]
uses a similar multiple-parameter scheme we propose here,
the work does not highlight this fact. There is an assump-
tion separating the hyperparameters is an improvement on
the methodology, but no formal study was ever undertaken.
Therefore, this is the first study using the physics-regularized
loss function that investigates whether the use of multiple
hyperparameters improves the physics-regularized model by
directly comparing against the original implementation.

III. METHODOLOGY

The presence of multiple, potentially biased representations
of truth within a domain presents a challenge for optimizing
machine learning models. A loss function that effectively
leverages these diverse sources of truth can minimize test
error. One approach is to use a loss function that balances
the contributions of different data sources using a coupling
hyperparameter, A € [0, 1], which determines the ratio of each
source’s influence [16]. The following subsections describe the
methodologies used to extend the previous paper and answer
the main research question. That is, whether splitting the single
coupled hyperparameter into a vector of independent coupled
hyperparameters improves the result. Specifically, this study
investigates whether this proposed modification results in con-
tinued improvement under the same experimental conditions.

A. Dataset Details

Buoy observations are collected from the United States
funded National Oceanic and Atmospheric Administration
(NOAA) public data center. Although there exist many types
of sensor payloads, we limit the scope to buoys with the
Self Contained Ocean Observing Payload (SCOOP) [38].
Observations recorded on SCOOP buoys are transmitted via
satellite to NOAA data servers for immediate access. Exactly
88 buoys are chosen for data extraction from a wide area
of fixed locations that encompasses coastlines around the
United States. Buoy sensors may be damaged, taken down for
maintenance, or experience noisy local conditions. Each buoy
measures multiple features per location, but uses individual

sensors for each, leading to situations where only one feature
may be missing. Missing values from the observations are
interpolated, adding noise to the potential training data.

The numerically modeled ocean and climate models used
are the HYCOM and ERAS models, respectively [17][18].
The HYCOM and ERAS data used are selected by finding the
closest geographic and temporal resolutions. Both numerical
models are grid-aligned, unlike the fixed locations of buoys,
so the spatiotemporal alignment is not perfect. HYCOM is a
higher resolution than the ERAS data and typically fits the spa-
tial position more closely as a result. Imperfect spatiotemporal
alignment also introduces noise into the training pipeline. All
data is combined to create a set of coupled and non-coupled
training features. The complete set of features can be found
in Table 1, for reference.

TABLE 1. SELECTED OCEAN FEATURES FOR TRAINING SURROGATE
MODELS. IN BOLD ARE THE NUMERICAL MODEL FEATURES COUPLED
WITH OBSERVATIONS.

Feature Name | Feature Units | Feature Source

SST °C Buoy
Gust Strength m/s Buoy
Air Pressure hPa Buoy
SST °C HYCOM
Salinity psu HYCOM
Surf Elevation m HYCOM
Water Eastern Flow (U) m/s HYCOM
Water Northern Flow (V) m/s HYCOM
Wind Eastern Flow (U) m/s ERAS
Wind Northern Flow (V) m/s ERAS
Evaporation m of w.e ERAS
Gust Strength m/s ERAS
Mean evaporation Rate kg/(m~2s™1) ERAS
Mean Runoff Rate kg/(m~2s71) ERA5
Sea-Ice Cover (%) [0-1] ERAS
Air Pressure hPa ERAS
Cloud Cover [0-1] ERAS
Precipitation m ERAS

The data collected are from January 1, 2011, to December
31, 2011, and are taken in three-hour increments. The data is
arranged into training, validation, and testing datasets by date.
Training data are chosen from January 1 to September 13, the
validation data is from September 13 to October 20, and the
testing data includes the remainder of the year. Although one
year of data is temporally small selection, this is exactly the
same as what was used in the compared work [16]. The data
is normalized based on the mean and standard deviation seen
in the training data alone. The inverse is transformation upon
model inference to investigate the results. Feature forecasts
analyzed in the results section are in their respective scales.

B. Multiple-\ Physics-Regularized Loss

The physics-regularized loss function measures the surro-
gate inference error generated when comparing an observation
value and the corresponding numerically modeled value. By
evaluating the model inference against both sources of data,
two error scores are produced for each observation and model
pair. A ratio of the two error scores is taken, and this
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error score is used for back propagation. The method is first
proposed in [16]. The result is that, based on the ratio, the
model is trained to approximate either source more strongly.
The combination is determined by the hyperparameter A,
which selects a ratio of the errors to use. For example, in a
forecasting task with features derived from sensor observations
and numerical models, each feature’s error is weighted by the
singular A value before being summed. This is proposed to
improve the model by reducing the impact of interpolated or
distorted values in either source.

Using a single A\ value for all features is not optimal, as
certain data sources could be more informative for specific
features. To address this limitation, a more flexible loss
function is explored in this work. Each feature is assigned
its own independent A value represented by a vector. This
extension allows the model to assign different weights to
each feature depending on the specific data sources being
considered. The weighted errors accumulated from all features
are then combined to calculate the total loss. Thus, features
which display wildly different best-A values are no longer
required to use the same value. The subsequent piece-wise
cost function can be calculated as follows in (1)-(6).

R (1)
~(k k
Ak,Z = |y£bg - yw(m))del 2
K
Qcoupled loss — Z[()\k * Ak,l) + ((1 - )\k) * Ak,Z)]- (3)
k=1

In (1) and (2), y represents the output of the surrogate
model, while y represents the training ground truth and k rep-
resents an individual coupled feature. The source of modeling
truth is determined by the subscript as Yops O Ymodel- The
error for each feature is weighted by A\, before summing for
the total coupled loss value. In this implementation, K = 3,
which implies three coupled feature are included. Additional
non-coupled features may be included in the surrogate and are
defined as,

Qmodel loss = |Z)model - ymodel| €]
Qobservation loss = |gobs - yobs|~ (5)

The remaining uncoupled features, as seen in (4) and (5),
are used to collect error by comparing the predicted value with
the relevant ground truth value. Additional numerical model
features were added in this formulation, but no non-coupled
observation features are included in the selection. Therefore,
Qobservation loss = 0 in this implementation. Each piecewise
value is summed into the final loss function (6),

Qtotal loss = Qcoupled loss T Qmodel loss T Qobservation loss - (6)

This formulation of the loss function is similarly explored
in an ongoing work [37]. However, the multiple-A aspect
is not explicitly explored, and the full impact is not seen.
Also, the problem domain is significantly different, and does
not compare to the original work. This paper expands on

both papers by directly highlighting the multiple-\ physics-
regularized loss approach and by comparing these results
directly to the most related work.

C. Deep Learning Architecture

The prior work, [16], examines three neural network formu-
lations, but the scope is limited in this paper to just one. Out
of the three proposed architectures, the GRU model is chosen
for further examination. Like the LSTM unit, a GRU-based
model has weights which learn to store important context
from the prior timestep. However, a GRU has one less internal
gating signal and fewer weights as a result [33]. This yields
a smaller model that is faster to train, which is important in
this experimental setup, because many combinations of the
A vector must be iterated upon. Also, the GRU architecture
was the one which benefited the most after using the coupled
loss function in the previous paper, opening the possibility of
continued improvement.

TABLE 2. GRU MODEL ARCHITECTURE. THERE ARE 24 TOTAL LAYERS
WITH 1,827,306 TRAINABLE PARAMETERS. N REPRESENTS A VARIABLE
BATCH SIZE.

Layer Type Output Shape Param # Activation
Input Layer (N, 18, 1) 0 None
Reshape (N, 1, 18) 0 None
Dense (N, 1, 256) 4,864 Tanh
Batch Normalization (N, 1, 256) 1,024 None
Dropout (N, 1, 256) 0 None
GRU (N, 1, 256) 394,752 Tanh
Dropout (N, 1, 256) 0 None
GRU (N, 1, 256) 394,752 Tanh
Dense (N, 1, 256) 65,792 Tanh
Batch Normalization (N, 1, 256) 1,024 None
Dropout (N, 1, 256) 0 None
GRU (N, 1, 256) 394,752 Tanh
Dropout (N, 1, 256) 0 None
GRU (N, 256) 394,752 Tanh
Dropout (N, 256) 0 None
Dense (N, 200) 51,400 Tanh
Dropout (N, 200) 0 None
Dense (N, 200) 40,200 Tanh
Dropout (N, 200) 0 None
Dense (N, 200) 40,200 Tanh
Dropout (N, 200) 0 None
Dense (N, 200) 40,200 Tanh
Dropout (N, 200) 0 None
Dense (N, 18) 3,618 Tanh

The exact architecture of the surrogate model is found in
Table 2. Dropout and batch normalization layers are added to
prevent exploding or vanishing gradients during the training
procedure. The Hyperbolic Tangent (Tanh) activation function
is used for each layer. The model is trained for 100 epochs
with a batch size of 256. The input and output vectors are the
same shape to allow for a recurrent forecast style, where the
forecast for time ¢ 4+ 1 uses the prior forecast from time f.
So, only the first forecast is based on initial conditions. The
model inference vector corresponds directly to the Table 1.
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However, the only features considered in the ultimate analysis
are those which are collected through buoy sensors, i.e., SST,
gust strength, and air pressure. The GRU model conducts
eight consecutive forecasts of three-hour steps to produce a
daily 24-hour forecast for analysis. The model is trained using
many buoy locations and is meant to be used as a generalized
forecasting model for any buoy, although it only forecasts them
individually.

D. Experimental Setup

To compare the proposed methodology with the existing
approach, the same GRU network architecture, training proce-
dure, and testing methodology as described in the literature
is used [16]. The findings of the experimental setup are
compared directly to the prior results. The best A\ value was
previously found through an extensive grid search to find the
best singular hyperparameter value. This was described as a
time-consuming process, and the time complexity is worsened
by introducing three A values instead. So, a linear grid search
over the entire search space is impractical for this work. As
a method to quickly validate the research question, a basic
random search scheme is implemented.

The random search scheme is implemented by randomly
generating A combinations to control the coupling ratios in
the physics-regularized loss function. This was completed in
two phases. In the first phase, completely random values
were used, and features were randomly chosen between 0.0
and 1.0 with a step size of 0.001. To this end 24 random
permutations are evaluated. Secondly, the search space is
narrowed for each feature such that SST is bounded between
[0.500,0.990] and both gust strength and air pressure are
bounded between [0.800, 0.999]. These values correspond to
the regions where the previous paper saw performant results.
A further 85 trials are run in this way. Each of the 109 trials
are executed with the same random seed. Since the trials
are randomly chosen, this is not guaranteed to explore a full
range of possible A\ combinations. However, the random ranges
identified are sufficient for exploring whether a multiple-\
setup can produce more performant results, especially in the
case of the secondary bounded search. To compare directly
against the original results, the multiple-\ results are compared
against the single-valued results between [0.0,1.0] with a step
size of 0.1. The best single-\ values recorded for each feature
are also compared. Comparing the multiple-\ and single-A
experimental results yields a total of 122 total comparative
test cases.

It is notable that this technique does not scale well to
problems without prior knowledge of the system, such as the
one studied in this case. In the future, an efficient mechanism
for discovering the best A should be explored and ongoing
research has for this task has already started [37]. However,
justification that the proposed loss function is an improvement
should still be given. Therefore, the aim is to show that some
set of A values exists which performs better than the previously
found single A value.

Approximate Buoy Locations
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Figure 1. Approximate locations of the 88 buoys used in the testing dataset.

For evaluation of the proposed methodology, a testing
dataset is composed of 48,039 instances taken from 88 in-
dependent buoys with an 8-step rolling horizon window. This
window represents 24-hour forecasts. Each of these forecast
windows is then evaluated and aggregated together. Evaluating
the models on many buoys means the best surrogate is the
one which is most accurate for a wide range of conditions.
The approximate locations of each buoy is given in Figure 1,
showing the diverse testing conditions. Given the forecasts, the
Root Mean Square Error (RMSE) is taken for each coupled
feature separately. The RMSE is defined in (7) as,

N

1
~ i = 5 @)

=1

RMSE =

The parameter N is the number of test samples, y is the
ground truth, and g is the prediction vector. Once the RMSE
has been calculated for each feature, scores are summed
together to determine which combination of A values produces
the smallest value.

IV. RESULTS

An analysis of the most impactful results is illustrated
in Figure 2 and further detailed in Table 3. Error scores
are accumulated through eight forecast steps over a 24-hour
horizon. Instead of displaying all experiments, only the top
25 results of the 122 A combinations are highlighted. Among
the top 25, only two are from single-\ experiments. The
top two of those are ranked sixth and 23rd, respectively.
Some single-\ experiments display minimal RMSE values
for a single feature to the detriment of others, yielding a
high summed RMSE. For example, the 45th ranked result
is the best ever recorded RMSE for gust strength, while
the SST RMSE is comparatively very poor. This shows that
some selections of A can minimize the test error of a single
feature at the detriment of others. Although multiple A\ values
can still exhibit this behavior, increasing the hyperparameter
search space allows more flexibility to choose A values which
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TABLE 3. TOP 10 PERFORMING COMBINATION OF A VALUES ALONGSIDE

EVERY SINGLE-A BENCHMARK (BOLDED). THE RESULTS ARE SORTED BY

THE SUM OF THE RMSE AND THEIR TOTAL RANK OUT OF THE 122 TEST
CASES IS DISPLAYED.

Air Air

Rank SST Gust Pressure SST = Gust Pressure Sum of
A A A RMSE RMSE RMSE RMSE

1 0569 0992 0995 1.844 3944 5088 10.877

2 0573 0997 0990 1.604 4236 5.103 10.943

3 0.894 0.820 00957 1.826 4.165 4985 10.976

4 0.837 0966 0942 1.925 3963 5.109 10.997

5 0518 0971 0960 1.698 4.107 5.200 11.005

6 0900 0900 0900 1.607 4.081 5349 11.037

7 0.870 0.959 0.948 1.635 4.140 5.306 11.080

8 0670 0944 0940 1.847 4.074 5.167 11.087

9 0.848 0.909 0995 1.704 4.145 5249 11.098

10 0900 0.863 0922 1.748 4.203 5.156 11.108

23 0960 0.960 0.960 2.126 4.017 5.154 11.296
45 0.840 0.840 0.840 2.262 3.894 5388 11.544
57 0.800 0.800 0.800 1.801 4.388 5420 11.609
81 0.700 0.700 0.700 2.238 3.947 5754 11.938
92 1.000 1.000 1.000 1970 4.055 6.051 12.076
102 0.600 0.600 0.600 1.785 4.182 6.401 12.368
107 0.500 0.500 0.500 1.757 4.387 7.402 13.545
118 0.100 0.100 0.100 1907 4.501 8.175 14.583
119 0.300 0.300 0.300 2.029 4.176 8.419 14.624
120 0.000 0.000 0.000 2.138 4.738 8.202 15.079
121 0.400 0.400 0.400 2.045 4.348 8.713 15.106
122 0.200 0.200 0.200 1.850 4.560 9.081 15.492

reduce error on average. This is shown in the fifth ranked
result where individual feature do not perform better than
in a corresponding single-\ setup, but overall improvements
are seen. This is the main benefit of using multiple A\ values
instead of the previous methodology.

The top five results are all found from using a multiple-\
setup. This surpasses all previous outcomes found in the orig-
inal findings. This suggests that using multiple \ values can
enhance the hyperparameter space for improved test outcomes.
The magnitude of improvement between the best single- and
multi-\ setups is minimal overall, as displayed in Figure 2.
The difference in error is more significant when compared
to less optimal single-\ results. Most importantly, a set of
independently selected A values that yields better performance
was found, satisfying the main goal. The consistency in the
best performing A configurations indicates that prior domain
knowledge of the best-performing A\ values is advantageous
when conducting a random search. For example, although SST
gives minimal RMSE results for a wide range of X\ values, SST
and Gust Strength both prefer a smaller range. Differences
in numerical models influence the best selection of A, for
example, the spatial resolution is different in the HYCOM
and ERAS models. Specifically, ERAS is a lower resolution
than HYCOM, so individual grid points may be further away
from the actual buoy locations.

In Table 3, the top ten results are compared with all single-\
results. Each row displays the rank out of all tests, the selection
of X\ for each feature, and the RMSE scores of each feature.
One notable observation is that most single-\ setups are ranked
worse than the top 25 results. The values for A tend to be
somewhat similar in the best performing results, depending
on the feature. This behavior is in part due to constraining the

random selections within previously found performant regions
of A for each feature. The A choice for air pressure and gust
strength benefit the most from prior knowledge of the optimal
A region. Specifically, for air pressure, the RMSE tends to be
higher when A < 0.9. Interestingly, the SST forecast achieves
high performing results for a wider range of values. This lends
credibility to the use of a random search setup when there is
prior understanding of what A values might be most effective.
Also, this implies that the coupled numerical model highly
influences the selection of best-\ value.

Although the sum of the RMSE is reduced when analyzing
a multiple-\ experiment, individual feature results should still
be considered. The top three single-\ results, are those which
previously produced minimal error scores for one feature.
Certain multiple-A combinations yield lower feature-specific
RMSE than those prior best results. For example, the third
ranked A configuration yields the lowest RMSE score for air
pressure ever recorded using the demonstrated methodology.
The second ranked result showed the best performance for
SST ever recorded. However, a lower individual gust strength
RMSE was never found, compared to the best performing
single-A result. The lowest sum of RMSE did not yield any
best-result individual forecasts but had consistently low RMSE
across all features. It is notable that a set of A values which
finds most performant forecasts for all features simultaneously
was not found. This means that no single feature was op-
timized to the detriment of the other features. This suggests
that using multiple A values that are specific to each numerical
model can overcome bias. This is because a single A\ value is
not allowing a biased numerical model to be more influential in
the training process. Specifically, ERAS has a lower resolution
than the HYCOM data, which tends to mean that the HYCOM
data is well fitted to the observations across all values. This
describes why a broad selection of A\ values work well for
HYCOM, but not the ERAS data. By using separate A values
for each feature neither numerical model source is forced to
provide a suboptimal combination of data.

In Figure 3, absolute forecast error is highlighted. The error
ranges over consecutive 24-hour cycles and is calculated based
on the Mean Absolute Error (MAE) between the buoy derived
observation and the predicted value. The numerical model
(HYCOM/ERAYS) is given as a baseline to compare against.
Error is calculated from forecasts of a single buoy with the
identification code 41009. The segment of forecasts analyzed
are taken from period 40 to 120, demonstrating the error found
in 11 forecast cycles. Compared are the best multiple-A model
and the best single-\ model, outlined in Table 3. Compared
against both is the numeric error generated when comparing
the buoy error to the numerical models HYCOM and ERAS.
It is observed that the best performing model does not out-
perform the single-\ setup in all cases. In some situations,
the stability of either model might be superior. The multiple-
A model is more stable on average and tends to experience
less extreme fluctuations in the forecast. Occasionally, either
surrogate model can outperform the numerical model, but
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Figure 2. Top 25 performing A combinations and their summed feature RMSE test scores. The green dotted line shows the separation of values between the

most performant result and all others. Multiple-\ combinations are in blue, while any single-\ results are in red.
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Figure 3. Shown are the forecast errors of the most performant combination of A values compared against the most performant single-\ for a single buoy.

on average HYCOM and ERAS show reduced error. This is accurate than numerical models.
expected, because statistical models are well-known to be less
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The trade-off in favor of the numerical models is the speed
of the forecasts generated. Overall, the findings suggest that
an independent selection of A does improve the methodology
by consistently reducing error across all features. Applying
the correct weight for each ratio was shown to provide more a
stable forecast on average. Finding continued improvements
compared to the original research gives justification to the
proposed methodology. The best A values are highly dependent
on the secondary data source (i.e., the numerical model) and,
to a lesser degree, the selection of domain feature. Although
a set of A\ values which minimized the RMSE for all features
was not found, that does not mean that a configuration does
not exist. Exploration of the parameter space is the main
limitation of these experimental results. More specialized
search techniques should be implemented to efficiently find
the best selection of hyperparameters. One further limitation
of the methodology is the need for two sets of good-quality
data. The benefits of the physics-regularized loss are directly
dependent on the ability of the second source of data to be
informative when the primary data, i.e., the observations, faces
physical constraints.

V. CONCLUSION AND FUTURE WORK

A previous methodology improved the forecasting of fixed-
location ocean buoy observations by combining observation
data with numerically modeled data. In the work, it was found
that the selection of the ratio-determining hyperparameter, A,
varied depending on the numerical source and ocean feature. It
was hypothesized that the results could be further improved if
each feature was independently combined with numerical data.
To address the proposed research question, the methodology
was modified to include multiple independently selected A
values. The physics-regularized loss function was updated to
combine features with numerical models in a less constrained
way, which increased the potential hyperparameter search
space. Then, a bounded random search was employed to
generate random \ selections which produced superior results.

The updated technique was directly validated against the
publicly available prior experiments. The outcome was a
surrogate model that generated more accurate forecasts overall
compared to the single-\ approach. The use of multiple A val-
ues is particularly beneficial when multiple numerical models
contribute to the feature set. For example, in this work both
global HYCOM and ERAS reanalysis models were used to
improve overall results. A selection of A\ values which reduced
each individual feature’s error below the best recorded value
simultaneously was not found using the random search, but
average error was improved for five combinations of A. Such
a combination of values may exist, even if the random search
did not yield these results. It is acknowledged that the use of
random or grid search to find the best parameter combination
is time-consuming without prior domain knowledge and does
not guarantee optimal results. However, the results justify the
further use of multiple A values, instead of a single value for
all features.

Future work should validate the methodology using a
wider range of real-world and theoretical datasets. Testing
the combining technique with different combinations of input
and output data would be very insightful. Different model
architectures should be explored to assess the effectiveness of
coupling data with more generalizable models. The physics-
regularized loss is not reliant on the model architecture and
should be attempted with more specialized architectures to see
if similar improvements are found. Grid search and random
search are not efficient enough, so developing methods for
approximating or selecting A values is a primary focus of
future research.
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