
A Survey of Multiple Clouds: Classification,
Relationships and Privacy Concerns

Reem Al-Saidi
School of Computer Science

University Of windsor
Windsor, Canada

Email:alsaidir@uwindsor.ca

Ziad Kobti
School of Computer Science

University Of windsor
Windsor, Canada

Email:kobti@uwindsor.ca

Abstract—When major Cloud Service Providers (CSPs) net-
work with other CSPs, they show a predominant area over
cloud computing architecture, each with different roles to serve
user demands better. This creates multiple clouds computing
environments, which overcome the limitations of cloud computing
and bring a wide range of benefits (e.g., avoiding vendor lock-in
problem). Numerous applications can use various multiple clouds
types depending on their specifications and needs. Deploying
multiple clouds under hybrid or public models has introduced
various privacy concerns that affect users and their data in a
specific application domain. To understand the nuances of these
concerns, the present study conducted a survey to identify the
various classifications of multiple clouds types and then extend
the cloud entities’ relationships to behave in different multiple
clouds settings. The survey results outline users’ privacy and data
confidentiality concerns in multiple clouds types under public and
hybrid deployment models.

Keywords-multi-cloud; federated cloud; cross-federated
cloud; hybrid federated cloud; inter-cloud; cloud interop-
erability; privacy; trust.

I. INTRODUCTION

Utilizing numerous clouds has emerged as an alternative
way to improve cloud computing capacity for massive and
real-time data [1] [2]. Collaboration and communication be-
tween clouds, known as ”Cloud Interoperability” will improve
data reliability and resource availability, resulting in high-
quality services [3]. Moreover, allowing clouds to connect
brings further benefits to the cloud users by avoiding vendor
lock-in and getting access to widely distributed resources
across different clouds with good performance and legislation-
compliant services to the users [3]–[6]. Different applications
which produce huge amounts of data realize the importance of
multiple clouds to outsource their data and services for better
processing and analysis. For example, in the Internet of Things
(IoT) applications outsourcing the data to different clouds
for further processing overcomes the devices’ limited storage
and processing capacities [2]. The devices are connected to
the internet clouds to accommodate the massive amount of
the produced data by each device; processing the data at the
edge provides low latency, efficient computation capabilities,
and storage capacities [2]. Despite multi-cloud’s resource
availability, data reliability and scalability [3]–[6], maintaining
cloud interoperability while preserving users’ privacy and

data security is still a significant challenge [3]. Without the
users’ consent, their data can be stored in another CSPs with
different access rules and data processing requirements [7]–
[10]. Furthermore, it becomes difficult to guarantee that data
is effectively protected through its entire life-cycle, including
data creation, storage, processing, transfer, and deletion; dif-
ferent CSPs may have different security policies, methods, and
procedures for data processing and storage [7]. It is also more
challenging to guarantee the consistency of security policies
across all CSPs during data transfer and access, and protect the
data against potential threats [16]–[18]. Moreover, identifying
the access roles and sharing privileges among different CSPs
while maintaining user-sensitive attribute without performance
degradation is another critical concern while deploying multi-
ple clouds [22].

Different application domains benefit from multiple clouds
deployments [2] [19] [20] [22]. In the health era, various health
institutions can share their data and collaborate with other
researchers and healthcare professionals, enabling real-time
collaboration and improving personal health and treatments
[22].

While multi-cloud facilitates seamless data exchange and
sharing across different health institutions, it also raises pri-
vacy and security concerns concerning data access and sharing
processes [58]–[61] [63], [64]. Unauthorized and unrestricted
access could expose patient information, compromising pri-
vacy and confidentiality. Moreover, the unrestricted data shar-
ing beyond the intended purpose increases privacy risks and
the potential for data misuse. Considering the privacy and se-
curity issues across various cloud deployment models through
different applications reduces the data disclosure risks and
highlight the possibilities of applications vulnerabilities.

Without question, user privacy and data security are of
the highest importance in the digital age and have attracted
much more attention with the adoption of multiple clouds
computing. The success of such adoption towards building
trustworthy multiple clouds environments is primarily driven
by cloud user privacy and data security [9] [10].

There is no generalization for specific security and privacy-
preserving approaches in the multiple clouds. It is mainly
based on a specific context and the entities involved under
a specific multiple clouds type.
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The main contributions of this survey are the following:
• Show the classification of multiple clouds types from the

state-of-the-art work.
• Investigate the challenges for public and hybrid deploy-

ment models in multiple clouds types.
• Extend the single cloud entity’s relationships to behave

in different types of multiple clouds environment.
• Identify the privacy concerns in the multi-cloud, feder-

ated, cross-federated, and inter-cloud under public and
hybrid deployment models at some application domains.

The rest of this survey is organized as follows: In Section
II, we introduce different types of multiple clouds and their
corresponding classification. In Section III, we highlight dif-
ferent difficulties and challenges associated with the various
multiple clouds deployment models. In Section IV, we extend
the cloud entities relationships to behave under different kinds
of multiple clouds. In Section V, we explain the privacy issues
in different multiple clouds types under hybrid deployment
model. Where appropriate, we reflect these privacy concerns
on some applications. Moreover, we highlight the main chal-
lenges of different cloud types under specific deployment
models. In the end, in Section VI, we summarize the survey
work and show the future directions.

II. MULTIPLE CLOUDS CLASSIFICATION

Multiple clouds mean the connection of more than one
cloud. It is similar somehow to the set of an inter-connected
cloud of clouds. In [4], they introduced the inter-connected
global clouds of clouds, it is called the ”Inter-Cloud”, in which
clouds interact and share the resources and the underlying
infrastructure to meet the user’s on-demand requests. Inter-
cloud dynamically allows the management of resources and
distributes the loads among different clouds for better resource
utilization and service performance. Most researchers consider
multiple clouds the same as inter-cloud [1] [11] [12]. Both are
classified into multi-cloud and federated cloud based on how
clients interact with the clouds.

Inter-cloud is defined as a ”maximal set of inter-connected
clouds so that no other organization exists outside the inter-
cloud domain” [12]. However, some researchers consider inter-
cloud as a federated cloud [13] while others [12] claim that
the federated cloud is a type of inter-cloud. In [13], they
stated the main differences between federated and inter-cloud;
the federated cloud is a pre-requisite to the inter-cloud. In a
federated cloud, all federated members would have a common
perceptive of the applications deployment process [29] [30]
while the inter-cloud is based on standards and open interfaces
[13]. Federated cloud promises to deploy in different fields,
including the academic domain, by building the community
cloud with grid computing [19] [20] [28]. Others [16] consider
federated cloud as a multi-cloud with a hybrid deployment
model.

Inter-cloud is classified into multi and federated clouds [11]
[12]. Multi-cloud defines in [15] as ”an evolution of cloud
computing where different services like Software as a Service
(SaaS), Platform as a Service (PaaS), and Infrastructure as a

Service (IaaS) are provided based on the organization demands
from various cloud service providers”.

Multi-cloud enterprises can get services from more than one
CSP. It highlights two subcategories: the hybrid and rain cloud
[16]. In a rain cloud, each cloud member completes a Service
Level Agreement (SLA) with other members enabling differ-
ent members to work together when data get too large for any
of them to handle [17]. SLA works only in a single or private
organization, and it is not reliable under public cloud systems
[17] [45]. Based on the resources and service provisioning by
the broker, multi-cloud is classified into two implementation
categories: services and libraries [18]. The federation term
refers to the organizational structure where multiple enterprises
have set up collaborative agreements known as ”Federated
Level Agreements (FLA)” [19].

The federation facilitates the adoption of cloud computing
within different companies; the private cloud is built internally
within the enterprises’ scope and connected when necessary to
the public cloud for on-demand resource leasing [14] [19] [20].
The federation should be capable of allowing location-free
virtual applications deployment across federated sites. These
applications can migrate from one site to another partially
or completely [19]–[21]. The objective of the federation is
to allow collaboration and resource sharing among different
cloud providers. It is more appropriate to deploy the federated
cloud when a few businesses are willing to cooperate and share
their resources to serve the cloud user better [19]–[21].

Signing FLA is simpler when there are a few organizations,
it gets challenging when there are several. The user access to
the CSP is transparent; which means that users benefit from the
federated cloud without being aware of which cloud provider
supports the service [21]–[23]. Federation construction among
different service providers has many benefits (e.g., increasing
the economy of scale, efficient use of the resources and assets,
and expansion of providers capabilities) [23]. Maintaining
security, privacy, and independence between the federation
members is necessary for trustworthy cloud federation con-
struction. There are two types of federated cloud: horizontal
federation and cross-cloud federation [1] [24].

The horizontal federation takes place on one level of the
cloud stack, e.g., the application stack. Customers may profit
from lower costs and better performance, while providers
may offer more sophisticated services [1] [23]–[26]. The
disadvantage of the horizontal federation is the lack of services
scalability and diversity, it can not dynamically meet the
changing customers’ needs in the application.

Most CSPs that offer comparable services are horizontally
federated; the members of the federation offer slightly different
services. Thus, limiting the ability of the federated members
to scale once user demands for new services increase. Further-
more, while CSPs compete with one another to increase their
benefits and reputation, they are reluctant to pool resources or
work together in specific contexts, thus limiting the diversity
of services offered [23]–[26].

From the developer’s point of view, the infrastructure man-
agement of federated cloud is easy to develop and maintain

48Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-044-5

CLOUD COMPUTING 2023 : The Fourteenth International Conference on Cloud Computing, GRIDs, and Virtualization



through the different federation members via a standard Ap-
plication Programming Interface (API) [11].

The federation achieves a traffic load balancing among the
members to accommodate unusual spikes in resource demands
[23] [24]. Moreover, building a federation is less costly than
each organization expanding its infrastructure [1] [23] [24].
Implementing a federated cloud overcomes the vendor lock-in
problem associated with a single cloud and provider integra-
tion concerns [24]. However, federation still suffers from the
contention problem where in [27]–[30] addressed the issue and
suggested a solution accordingly.

There are many challenges with the federation construction
(e.g., performance and disaster recovery through co-location
and geographic distribution, expressing the FLA requires
translating the abstract requirements to understandable proper-
ties for effective organization implementation, and supporting
the vertical expansion of the service layer [24]).

In the cross-cloud federation [6], two or more unfamiliar
CSPs agree to collaborate during run time. It provides dynamic
and diverse benefits to CSPs for expanding their service at run
time to better serve the users changing demands. Still, the main
challenge in the cross-cloud federation is building the chain
of trust from the cloud user to the home cloud, followed by a
series of foreign cloud-transitive trust [1]. Another challenge
is finding a standardized interface for resource access among
cloud domains each with different architectures, policies, and
implementations [6].

In [1], they show the several phases of the cross-cloud
federation, starting from the discovery of another CSP, called
”Foreign Cloud,” that wishes to share its federated resources.
The home CSP triggers the need for resource leasing as
it can not serve the user’s requests. The foreign CSP has
the minimum user specifications, it will lease its additional
federated resource, and be part of the federation construction.
The foreign CSP can either have the same requested service
forming the intralayer or can pass the request through its
stack and delegate the process to the middleware to install
the required service forming the interlayer [26].

A Cross-Cloud Federation Manager (CCFM) is the trusted
party that makes the negotiations with the foreign cloud,
starting from the discovery and resource matching ending with
the resource access. CCFM bridges the gap between different
service providers through various stages [1] [6].

In conclusion, several perspectives exist on classifying mul-
tiple clouds; some consider federated clouds as inter-cloud
[13]. Others disagree and claim that federated cloud is a type
of inter-cloud [12]. The following classification outlines our
categorization of multiple clouds; the inter-cloud is the main
category of multiple clouds, classified into multi-cloud and
federated clouds. The federated cloud has two main subtypes:
horizontal federation and cross-cloud federation.

From our perspective, Figure 1 summarizes the classifica-
tion of different cloud types.

Figure 1: Multiple clouds classification.

III. DIFFICULTIES WITH MULTIPLE CLOUDS DEPLOYMENT
MODELS

Multiple clouds consist of different elements that can be
varied based on specific cloud types and application domains
[30]. Moreover, there are different deployment models, includ-
ing private cloud, public cloud, hybrid cloud, and community
cloud [31]. Each deployment model implemented among dif-
ferent types of multiple clouds introduces a wide variety of
challenges [32].

Private cloud [21] [31] [32] is a specific computing infras-
tructure owned and controlled by an organization (enterprise)
to serve a group of users in a specific application domain. It
can be classified in two main categories:

• Cloud portfolio, in which more than private cloud belongs
to the same organization share the same private cloud
infrastructure. They didn’t compete with each other as
they belong to the same organization domain. They can
easily initiate cooperation requests with each other and
increase the organization revenues [12].

• Independent, a separate cloud each with its own infras-
tructure and resources and not forming a part of cloud
portfolio [21] [32] .

Generally, the private cloud has several challenges and
issues including vendor lock-in, trust, security and privacy,
cost, scalability and availability [21] [32]. Public cloud [33]–
[35] in which prominent vendors and well-known service
providers support a wide range of competing services in the
marketplace. The services are available to a wide range of
interested users upon subscription. The public cloud deploy-
ment model supports a multi-tenant feature of cloud computing
where different users can share the same pool of storage
infrastructure [33]–[36] [46].

Still, deploying the public cloud faces different challenges
and concerns [31] [32] [34]–[36], mainly the trust issue
becomes the most evident one under the uncertainty and loss
of control in the multiple clouds environment. Building trust
in the public cloud towards their users will assure them about
their data confidentiality and cloud provider commitment and
ethical behavior. Implementing a secure infrastructure while
keeping the privacy of user attribute and data with a high level
of assurance is the first step towards building a trustworthy
multiple clouds environment. However, the communication

49Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-044-5

CLOUD COMPUTING 2023 : The Fourteenth International Conference on Cloud Computing, GRIDs, and Virtualization



between private and public clouds forms a hybrid deployment
model known as “Cloud bursting” in which a private cloud
can extend its resource by initiating a request to an external
provider as it can’t serve its user demands [37]. Even de-
ploying the hybrid model shows promise of enabling cloud
interoperability and scalable services provisioning, it still faces
many challenges and issues [37]–[40]. The main challenges
and concerns in hybrid deployment model are:
1. Trust [38] [39] : trusted entities like a broker or middleware
facilitate communication among cloud entities and monitor
resource provisioning and access processes between private
and public clouds. Cloud users should trust the public cloud
provider as they will lose control over their outsource data and
services running over the public cloud. A high degree of trust
is required so that more users can join a public provider and
benefit from its services and applications.
2. Security and privacy [40]: different security regulations
and privacy compliance control user data and cloud provider
behavior. Due to the lack of user control and the high level of
users’ uncertainty about the public cloud’s commitment. Dif-
ferent privacy and security techniques should be implemented
during all data life cycles highlighting different contexts and
scenarios.

On the community cloud deployment, resources are owned
and controlled by different cloud providers in the community
[41]. It has a security and privacy concerns as same as the
other deployment models [41].

IV. ENTITIES’ RELATIONSHIPS ON MULTIPLE CLOUDS

NIST [42] defined the cloud’s five main components: cloud
users/consumers, providers, carriers, auditors, and brokers.
Each of these entities has different tasks based on a specified
setting. We will consider the same entities in the context of
multiple clouds and extend their interactions and relationships
to behave in a distributed manner. Multiple clouds consist
mainly of cloud user(s), cloud provider(s), cloud auditor(s),
cloud trusted party as broker(s) or identity providers (IdPs),
and cloud carrier(s).

The entities have a context relationship determined by user
activities and the type of multiple clouds in use. They have the
same definition provided by NIST [42] with some extensions
to accommodate the distributed nature of multiple clouds. The
elements form the multiple clouds, and their definitions [42]
are listed below:

1) Cloud user/consumer(s) are an enterprise, or individuals
with internet access looking for better services to meet
their demands.

2) Cloud providers/ data center(s) are vendors that offer
different types of services (platform, infrastructure, stor-
age, software, artificial intelligence functionalities) on
different domains. It supports cloud users with different
service and resource leasing based on a pre-defined
signed agreements.

3) Cloud-trusted entities facilitate a reliable service deliv-
ery between users and providers or among providers

Figure 2: Multiple clouds types entities relationship.

themselves. The trusted entities vary based on the type
of cloud, e.g., brokers used in the federated, inter-cloud,
and cross-cloud federation with an intermediate role.
The trusted entities can assist the customer in selecting
the most suitable service, manage the dimensionality,
heterogeneity, and user uncertainties towards their data
and the CSPs [43].

Brokers in inter or meta cloud can handle the dis-
covery of suitable resources and subsequent data life
cycle management [11]. In the context of a cross-cloud
federation, the trusted party CCFM is used in the dis-
covery, resource matching, and authentication between
home and foreign clouds when the first is saturated
in its resources [25]. IdPs act as trusted entities in
the cross-cloud federation to establish trust and secure
communication between home and foreign clouds for
resource access and sharing [1] [25].

4) Cloud auditor(s) perform an assessment of services, per-
formance and security to comply to the regulations and
the pre-defined agreements between different entities in
the cloud.

5) Cloud carrier(s) support the connectivity and transfor-
mation of the cloud services in the underlying network
infrastructure across different clouds.

The last two entities are also mentioned in [44]. Different
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types of relations control the communication among multiple
clouds entities. We use a formula notation to analyze the
interactions and relations between various cloud entities under
different types of multiple clouds, which facilitates describing
the inputs, outputs, and transformations that take place during
a specific interaction. Moreover, the formula notation will
provide a structured model approach to describe sophisticated
scenarios in multiple clouds [42] [44]. The relation depends on
a specific application context and the corresponding multiple
clouds type deployed. Figure 2: (A, B, C, D) shows the
different entities’ relationships under different multiple clouds
type. A and B describe entities relationship in the multi-cloud
with a hybrid deployment model. C illustrates the cross-cloud
federation entities relationship, and finally, D represents the
federation entities interaction relationship.

The following are the main entities and notations that used
in explaining the four main relations depicted in Figure 2.

Main entities: cloud user(s), cloud provider(s), cloud
broker(s), middle ware, cloud auditor(s) and cloud carrier(s).

Notation: cloud user i (Ui), cloud provider i (CPi), relation
ij R(ij): U(i) =⇒ CP (j) a relation from user i to cloud
provider j, where i ∈ {1, 2, 3, . . . , n}, j ∈ {1, 2, 3, . . . ,m}
and n,m ∈ (N). N is the set of natural numbers.
It does not necessarily for n and m to be equal due to the
cloud multi-tenancy feature [46].

A. Multi-cloud setting: individual user access a public cloud
service provider.

Cloud users contact different cloud providers for better
services provisioning and extra resources access. They can
request various services from various CSPs to satisfy users’
demands and needs. Equation (1) represents Ri between Ui

and CPj

Ui =⇒ CPj (1)

, where U(i) represent an individual user. Moreover, the
SLA controls the communication and the amount of leased
resources between cloud users and CSPs. Also, a private cloud
that needs extra resources to run its application and better meet
its clients’ needs can initiate a request to the public cloud.
Figure 2: (A) demonstrates user 1 accessing a resource from
a public cloud provider using an electronic device.

Trusted entities can be involved to monitor communication
as a broker or middleware [45]. Cloud carriers and auditors
are applied to assess the service delivery, the privacy and
security compliance while supporting the connectivity for
the underlying network infrastructure [42]. These have same
rules as the single cloud, they can be replicated through the
multiple clouds architecture design to behave in a distributed
environment and avoid single point of failure. Noted that a
cloud provider can serve different users at the same time,
meeting a multi-tenancy feature of the cloud [46].

B. Multi-cloud setting: enterprise with its own private cloud
access a public cloud service provider.

Users can be an individual working in an organization
that holds its own private cloud. However, at specific point of
time the private cloud could ask for extra resources or services
from a well known cloud vendor, public cloud. This forming
a hybrid cloud known as ”Cloud Bursting” [37].

Equation (2) represents Rij between CPi and CPj .

CPi =⇒ CPj (2)

However, a cloud provider can serve different users requests
at the same time in a sharing and distributed environment
maintaining the multi-tenancy feature. Figure 2: (B) shows
user 2,the enterprise, running its own private cloud access
resources from public cloud.

C. Cross cloud federation.

A cloud provider that lacks resources at specific point of
time, home cloud, can dynamically request and get access to
the resources from foreign cloud. IdP acts as a trusted point
between home and foreign clouds for a secure communication
and resource access. A CCFM is another involved trusted party
for resource discovery, matching and authentication between
the two clouds [1]. The contract for the communication obli-
gation and rules are established dynamically and monitored
by the cloud auditor or another motioning technique based on
the cloud setting. Cloud auditors assess the service delivery
performance and the compliance to the signed agreements.
The cloud carrier supports the connectivity for the underly-
ing network infrastructure. Figure 2: (C) shows the entities
relationship in a cross-cloud federation where user 1 access
can not be satisfied by his/her home cloud. Thus, initiated a
dynamic request to foreign cloud that might serve user request.
Equation (3) represents a dynamic relation denoted by RijD
between CPi (home cloud) and CPj (foreign cloud) [Cross-
cloud federation].

CPi(Home) =⇒ CPj(foreign) Dynamic (3)

D. Cloud federation.

In a federated cloud, when a cloud provider has a shortage
on it resources and limitation in it underlying infrastructure
to run an application, it can statically sign an agreement
with another provider to overcome the resource shortage and
limitation on its underlying infrastructure [19]–[21], forming
a federation.

A cloud broker facilitates collaboration and monitoring
across different federation members [43] [45]. Cloud auditors
assess the service delivery performance and the compliance
to the signed agreements. The cloud carrier supports the
connectivity for the underlying network infrastructure.
Figure 2: (D) shows the entities relationship in a cloud
federation where user 3 can transparently access different
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services offered by federated members.
Users’ access can be transparently served by any federation

members that statically pre-signed an agreement regulating
their communication and service provisioning. Equation (4)
represents a static relation denoted by RijSt between CPi and
CPj .

CPi =⇒ CPj Static (4)

V. PRIVACY CONCERNS IN DIFFERENT TYPES OF MULTIPLE
CLOUDS

Privacy concerns become the most critical challenge in
multi-cloud while maintaining cloud interoperability. In this
section, we will explore the privacy concerns raised by
various types of multi-cloud.

A. Multi-cloud with hybrid deployment model

Many enterprises with private cloud infrastructure access
different services offered from various public cloud providers.
The enterprises get many benefits; avoid vendor lock-in with
better and cost-effective resource provisioning to their users,
greater flexibility, increased efficiency, and more scalability
[30] [38]. We assume no trusted parties are deployed with
this model as it is difficult to establish and maintain trust
and its corresponding relationship in the open, distributed
and changing multiple clouds environment. Other privacy
challenges include setting the regulations, pre-defined agree-
ments, policies construction, cloud provider commitments,
risk management, and ethical behavior towards the involved
entities. We focus on user privacy as they are the main actors in
the multi-cloud setting. However, the multi-cloud with hybrid
deployment model, from our point of view, raises two primary
users’ privacy concerns:
1) Users’ authentication and access privacy.

Users’ have to authenticate themselves to access their
outsourced data and different services from the public cloud
providers. Users can be an individual with their own electronic
device, denoted in Section IV by Ri relation, or users can be
enterprises with their own private cloud where access are from
private cloud to hybrid cloud, denoted in Section IV by Rij.

However, the authentication process reveals user identities,
locations, habits and attributes to the cloud provider. There
is no guarantee for cloud providers’ ethical behavior towards
cloud users and their corresponding attributes. Attackers can
also monitor user behaviors and access patterns to derive
sensitive information about the users and their valuable assets.

In the Cloud-based Vehicular Ad-Hoc Networks (VANET),
each sensor node gathers real-time vehicle information and
monitors its traffic route—all of this information is outsourced
to the cloud to provide different cloud services [75]. Moreover,
the sensor nodes can communicate with each other. The com-
munication messages are aggregated to broadcast to a specific
group of users in the VANET framework [76]. Through the
various forms of communication, each vehicle must indepen-
dently authenticate itself to sensor nodes to access a particular
service. A typical vehicular communication message contains

the vehicle’s location, direction, and speed. The malicious
entity might extract crucial driver information from those
communications and use it to impersonate other vehicles
identity and deliver false messages that could cause collisions
and, at worst, the loss of human lives. Moreover, an intelligent
transportation system needs access to the vehicle’s location to
generate real-time traffic reports and suggest various Points Of
Interest (POI) [75] [76]. For such a purpose, driver semantic
data for the visited places and current locations had to be
extracted. These sensitive details reveal the user’s lifestyle and
routine. Keeping the privacy of the vehicle or sensor node’s
identity and information during the communication while
enabling each node to authenticate itself privately without
disclosing its associated information is cruical in VANET [77].

To sum up, the main privacy concerns in the multi-cloud
setting are user authentication and access privacy, which entail
identity, attributes, access patterns, and location privacy. These
privacy issues are reflected during the vehicle authentication
and communication procedure in the cloud-based VANET.
Additionally, creating a traffic report in VANET necessitates
access to the vehicle’s location, which can reveal user habits.
2) Users’ data security.

Users’ lose control over their outsourced data. If it is
transfer in plain format, it will be posed to a different type of
disclosure and attacks. Also, it can be easily modified, which
affects its integrity and completeness. Encrypted data before
outsourcing to maintain its confidentiality adds extra load to
the enterprise side, which usually has limited performance
capacities and storage space. Moreover, the encryption of the
data requires pre-communication between private and public
clouds to set private and public keys in the case of public
key techniques. More advanced cryptographic techniques (e.g,
full homomorphic encryption [57]) are used to encrypt the
data to permit operations over the outsource encrypted data.

However, those advanced techniques add extra complex-
ity to the infrastructure which could affect the application
usability and performance. Moreover, users’ data transferred
through other cloud providers could face different policies and
access procedures. Another privacy concern is the operation
performed by authorized entities over the outsourced data.

Querying the data stored in distributed database cloud stor-
age poses various privacy concerns. We demonstrate query pri-
vacy in the multi-cloud genomic application. Many authorized
researchers and health organizations query the outsourced
encrypted genome data stored in different cloud databases.
The query statement searches a cloud database first to meet
specific criteria stated in the conditional part of the query and
get the result back.

The query details include contents (e.g., conditional part
and indices position), outcome, target, and user access pattern.
In the context of genomic data, knowing any query contents
by unauthorized or malicious entities will reveal sensitive
information (e.g., in the genomic sequence, the location of
a specific DNA pattern will indicate the type of patient
disease). The specific pattern and location detected in the
patient determine the classification of the disease in some
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forms of diabetes, such as Maturity-Onset Diabetes of the
Young (MODY) [72]. In [73] [74], they succeeded in securely
querying private in genomic datasets to discover which spe-
cific genomic alterations are associated with a disease, thus
increasing the availability of these valuable datasets. Ensuring
the privacy of the query so that the cloud provider will not be
able to deduce any information from the query except what
is allowed to do, and the researcher will not know any other
information on the genomic database. Finally, choosing the
most appropriate privacy-preserving techniques that could be
applied efficiently, securely, and scalably when inquiring about
genomic data is crucial in the genomic domain.

To summarize, user data security entails its confidentiality,
integrity, availability, and access rights management, which
are other critical privacy concerns in the multi-cloud hybrid
deployment model. Moreover, different privacy concerns can
be determined based on a specific application context, data
sensitivity, application requirements, and entities involved in
a particular cloud type.

B. Federated cloud.

1) Horizontal federation architecture.
Cloud providers set pre-defined rules and policies to inte-

grate and establish a federation [1] [19]–[22]. The established
regulations, policies, and trust govern the communication
between federation members. Users get a wide variety of
services from the federation transparently, denoted in Section
IV by RijSt. However, this type of federation is usually static;
if the user wants service outbound to the federation capacities,
the user request is denied [1] [19]–[22]. There is also a
high possibility of malicious attacks during the members’
communication, thus affecting the confidentiality of data and
threatening user privacy [47]. Also, there is no guarantee that a
subset of federation members collude to extract user-sensitive
information.

Moreover, there are many security challenges in construct-
ing a federated cloud [48], which are the longer chain of trust,
limited audibility, risk of malicious service components, and
liability and legal issues. The users in federated cloud and
inter-cloud will face the same privacy concern as those on the
multi-cloud hybrid deployment model. Integration of end-to-
end security and privacy implementation in the federated cloud
is the undergoing research area which is challenging to balance
the efficiency and security in the federation implementation
[47].

2) Cross-federated cloud and inter-cloud.
When a user wants a service not supported by the cloud

provider in which customer is subscribed to and trusted,
the cloud provider can collaborate on-fly with another cloud
provider to satisfy the user’s demands. The corresponding
relation denoted in Section IV by RijD. The CCFM is the
trusted party that starts the resource discovery process till
finding the appropriate cloud provider that best matches the
request. Ending with the authentication between the home and

foreign cloud providers to facilitate the access and resource
provisioning processes [1].

The dynamic discovery put the involved entities at high risk
in the open and untrusted multiple clouds environment. As
there is no pre-defined trust in the dynamic discovery between
the cloud providers, maintaining the dynamic trust, in that
case, is becoming challenging. Different doubts surrounded
trust itself: What is trust? Is it a vulnerability to the system or
not? What is the type of trust that could establish? What are
the trust requirements and specifications in a dynamic context?
What are the relationships between trust, risk, and assurance
levels? Is trust enough to guarantee user privacy? What metrics
are required to implement a privacy preservation approach in
the inter-cloud and cross-federated cloud?

Moreover, identifying the risks will help mitigate unde-
sirable circumstances that threaten user privacy. However,
the risk will still depend on a specific context and what is
considered valued and require a higher protection mechanism
during the dynamic discovery, resource provisioning and ac-
cess process. Identifying the relationships between trust and
risk facilitates dynamic discovery decisions to federate or not
[49] [50]. Cross-cloud federation shows its applicability in a
wide range of domains starting from research and academia,
engineering and construction, financial and industry, real-time
data processing, and online gaming [1].

Inter-cloud facilitates the dynamic discovery of the re-
sources in a wider scale domain. Within the federated identity
management, user access different federated services and
resources. Trust is an essential factor within the federated
members to transparently satisfy the user better demands (e.g.,
a proxy certificate is used for trust implementation in the grid
computing [51]).

Single sign-on (SSO) application under inter-cloud enables
users to authenticate only once and get access to different
web services located at other clouds without the need to
be re-authenticated again. Different standard protocols were
established in the SSO [52]. The two most popular are Security
Assertion Markup Language (SAML 2.0) [53], and OpenID
connect [54], each of them with its specifications and format
[53] [54]. However, each generates an authentication/access
token to delegate the authentication on behalf of the user. The
authentication delegation allows access to specific attributes
identified in the access token [55]. These protocols should
prevent any impersonation and other malicious activities per-
formed by the IdP (e.g., monitoring user access and link-
ing user identities to different activities offered by service
providers). Still, securing these protocols against attacks is
challenging in web cloud domain. Many attacks are reported
[56].

C. The hybrid deployment model under a federated cloud.

Integrating federated cloud with hybrid deployment
model known as ”Hybrid Federated Cloud Computing,” which
allows interoperability across different federations. The main
objective of this type is to provide an environment with seem-
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TABLE I: PRIVACY CONCERNS IN MULTIPLE CLOUDS TYPES.

Cloud Deployment model Privacy Application
type Public Private Hybrid concerns

Multi-cloud ✓

• Identity privacy.
• Location privacy.
• Access pattern privacy.
• Query privacy.
• Data and access privacy.

• VANET.
• Genomic domain.

Federated cloud ✓
• Risk of dynamic discovery.
• Authentication privacy.
• Access privacy.

Bio-informatic with SSO.

Horizontal federation ✓ ✓ ✓

• Trust between federation members:
– No collude federated members.
– longer chain of trust.

• Identity privacy.
• Risk of malicious service components.
• Liability and legal issues.
• Limited audibility.

Small organizations.

Cross-federated and inter-cloud ✓

• Identity privacy.
• Attribute privacy.
• Token access privacy.
• Access and authorization privacy.

SSO (SAML 2.0, OIDC protocols)

ingly limitless computational resources, processing power,
and storage space that can effectively meet user demands
[52] [58]–[61]. In the bio-informatics domain, a bioNimbus
[60] [61] is a federated cloud platform in which different
independent, heterogenous, private/public/hybrid clouds are
collaborated to support other bio-informatics applications. It
maintains the internal configuration and privacy policies for
each federation member.

BioNimbus supports on-demand resource provisioning in an
efficient, flexible, fault tolerance, and scalable way under the
hybrid horizontal federation deployment model [60]–[63]. It
integrates different bio-informatic workflows for identifying
differentially expressed genes in cancer tissue.

Various bio-informatics centers can benefit from the feder-
ation collaboration to access other data and have extra storage
in a distributed, transparent, and fault tolerance way [62]
[64]. The security, including authentication, authorization, and
confidentiality, can be implemented in the hybrid federated
cloud without adding extra dependency among the federation
members through the standard SSO protocols OpenID and
OAuth [64]. The user authenticates through their federation
provider and gets access to other federation members. The
access control list governs the access process based on the
federation pre-signed federation agreement.

In [63], they suggest using the attribute-based access control
for the bioNimbus operating under a federated cloud, which
effectively guarantees that eligible users can only access
resources without impacting the authorization response back
time. However, when a federation requests additional resources
from other public clouds or federations, privacy issues related
to authentication and access should be addressed. These issues
also include the risk of dynamic discovery and creating a
new connection with an unknown federated cloud or cloud
provider. Different projects [61] [63] [65]–[71] were imple-

mented for bio-informatics applications under a federation
cloud environment. Table I summarizes the privacy concerns
within different multiple clouds types concerning various
applications.

VI. CONCLUSION

The main goal of multiple clouds is to maintain cloud
interoperability, allowing different clouds to communicate
and interact to provide cloud users with a wide variety of
resources and high-quality services. Moreover, multiple clouds
get around a single cloud architecture limitation by allowing
users to access various resources without being stuck to a
specific cloud provider. There are different types of multiple
clouds: cross-cloud, rain cloud, horizontal federation cloud,
and federated cloud. Various applications deploy the cloud
type that matches their specifications under public or hybrid
deployment models.

Privacy is still of utmost importance in the digital world
and has become vital for adopting different kinds of multiple
clouds under a specific application domain. The success of
multiple clouds adoption and a trustworthy environment is
primarily driven by cloud security and preserving cloud users’
privacy. The results of the present study’s survey provide
classifications of multiple clouds types and outline the most
common multiple clouds taxonomy. The challenges for public
and hybrid deployment models were investigated under differ-
ent kinds of multiple clouds. For example, the most common
concerns under the hybrid deployment model were privacy, se-
curity, and trust. However, the relationships that connect single
cloud entities no longer suit the multiple clouds architecture;
thus, for the purposes of the present study, the relationships
were extended from a single cloud to behave under different
kinds of multiple clouds in a distributed manner. As privacy is
a key consideration when deploying multiple clouds, the study
introduced different privacy concerns in various applications
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that deploy a specific type of multiple clouds.
For example, the bio-informatic domain deploys a hybrid

federated cloud, which raises authentication and access privacy
concerns. Also, an SSO web application that deploys a cross-
federated cloud will pose token access privacy, identity, and
attributes privacy. The privacy concerns outlined in the study
underscore the need to examine more applications that use
multiple clouds and show the current solutions for handling
these privacy issues. Moreover, a supplementary survey should
explore the potential of developing new techniques for privacy
preservation in multiple clouds.
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Sánchez, and R. Sánchez-Guerrero, “A metric-based approach to assess
risk for ‘On cloud’ federated identity management,” Journal of Network
and Systems Management, vol. 20, no. 4, pp. 513–533, Dec. 2012, doi:
10.1007/s10922-012-9244-2.

[51] M. Ogawa and L. Xin, “Proxy Certificate Trust List for Grid
Computing Time-Sensitive Pushdown Systems View project Proxy
Certificate Trust List for Grid Computing.” [Online]. Available:
https://www.researchgate.net/publication/252163600. Accessed: March
2, 2023.

[52] V. Radha and D. H. Reddy, “A Survey on Single Sign-On Tech-
niques,” Procedia Technology, vol. 4, pp. 134–139, 2012, doi:
10.1016/j.protcy.2012.05.019.

[53] E. Maler et al., ‘Security and privacy considerations for the oasis security
assertion markup language (saml) v2. 0’, Language (SAML), vol. 2, p.
0, 2005.

[54] C. Mainka, V. Mladenov, J. Schwenk, and T. Wich, “SoK: Single Sign-
On Security - An Evaluation of OpenID Connect,” in Proceedings - 2nd
IEEE European Symposium on Security and Privacy, EuroS and P 2017,
Jun. 2017, pp. 251–266. doi: 10.1109/EuroSP.2017.32.

[55] H. Gomi, “Dynamic identity delegation using access tokens in fed-
erated environments,” in Proceedings - 2011 IEEE 9th International
Conference on Web Services, ICWS 2011, 2011, pp. 612–619. doi:
10.1109/ICWS.2011.30.

[56] M. Ghasemisharif, A. Ramesh, S. Checkoway, C. Kanich, J. Polakis,
and A. Ramesh, Open access to the Proceedings of the 27th USENIX
Security Symposium is sponsored by USENIX. O Single Sign-Off,
Where Art Thou? An Empirical Analysis of Single Sign-On Account
Hijacking and Session Management on the Web O Single Sign-Off.

[57] C. Gentry, A fully homomorphic encryption scheme. Stanford university,
2009.
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