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Abstract—The current transformation in the automotive indus-
try is leading to new technologies with a higher software content,
a higher degree of networking, and connections to cloud services.
This development leads to an increase in the attack surface and
the potential extent of damage. ISO/SAE 21434 and UNECE
WP.29/R155 were published to address this development. The
ISO/SAE 21434 proposes fuzz testing as a measure. In fuzzing,
so-called fuzz data is generated and transmitted to a device under
test to identify previously unknown and known vulnerabilities.
This approach is already being used very successfully in other
industries. But in the automotive sector, some challenges arise
when testing hardware-related electronic control units. These
include the fact that the internal system structures are often
poorly known or not known, as well as the severely restricted
access and hardware limitations for monitoring. One way to solve
these challenges is to use side-channel information to monitor the
device under test. Such information includes power consumption,
temperature, and noise levels, for example. In this paper, we
present a fuzz testing experiment to determine anomalies, data,
and requirements for analyzing various side channels. Basic
procedures were used to generate the fuzz data. Monitoring of
the device under test was performed manually at the beginning.
In addition, a side-channel measurement system with various
measurement devices and a test setup are presented. Based
on the identified fuzz messages, the behavior of the respective
side channels during the abnormal behavior is analyzed and
described.

Keywords—Fuzzing; Fuzz Testing; Automotive; Cybersecurity;
Side Channel Information; Measurement System.

I. INTRODUCTION

The four major themes of future mobility - Connected,
Autonomous, Shared, and Electric - have brought a trans-
formation in the automotive industry [1]. New technologies
with high software content and a high degree of networking
have become established. In addition to the added value,
however, this also leads to new risks. The vehicle has evolved
into a highly networked system which is connected with
multiple cloud services, and whose attack surface has grown
significantly. This has increased the probability of becoming

the target of an attack on cybersecurity. In the past, attackers
had to gain physical access to a vehicle to manipulate it.
Today, remote access to a vehicle can be carried out through
a communication channel or a cloud backend. In addition to
increasing the probability of occurrence, this also means that
the extent of damage is significantly greater because attacks
could be extended to fleets of vehicles.

In recent years, the international standard ISO/SAE 21434
and the european standard UNECE WP.29/R155 have been
developed to address this issue [2][3]. The ISO/SAE 21434
defines a framework of technical requirements for cyberse-
curity and risk management to ensure the cybersecurity of
motor vehicles throughout their life cycle. It covers concepts,
product development, production, operation, maintenance, and
decommissioning of Electric / Electronic (E/E) vehicle sys-
tems. A test method proposed by ISO/SAE 21434 that is
suitable for automated execution is the so-called fuzz testing.
It is already used successfully in other industries and makes it
possible to identify even previously unknown weaknesses and
vulnerabilities [4]. A fuzz tester generates so-called fuzz data
and transmits it to the System Under Test (SUT) or Device
Under Test (DUT). Some fuzzers look for faults and anomalies
while the SUT/DUT processes the fuzz data. The goal is to
find out what fuzz data causes unwanted system behavior. The
data is then analyzed to see if there is a vulnerability. To use
fuzz tests automatically and efficiently for automotive systems,
it is necessary to detect abnormal behavior of the DUT. This
is particularly difficult for automotive Electronic Control Unit
(ECU) because there is often little or no knowledge of the
internal processes during testing. In addition, their monitoring
is a challenge due to highly restricted access and hardware
limitations. So-called black box methods are therefore partic-
ularly relevant in the automotive sector. Compared to white
box or grey box methods, no initial information about the
DUT is required.

The main goal of the paper is to improve black box protocol
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fuzz testing for hardware-based automotive systems using side
channel information. For this reason, the following research
questions are addressed:

RQ1: How can fuzz messages be found which have led to
abnormal behavior?

RQ2: Which side channels are suitable to use for automo-
tive ECUs?

RQ3: How can this side channel information be measured
and used?

The structure of the paper begins with related work in
Section II. Section III presents the general conditions of an
experiment and its setup as well as its results. In Section IV, a
side channel measurement system is described that is designed
to solve the challenges of hardware-based fuzzing. The paper
ends with a conclusion and future work in Section V and
Section VI.

II. RELATED WORK

During fuzz testing of complex and networked vehicle
systems, obtaining information about the state of the ECU
is difficult. The main reason for this is that access to the
ECU is limited and very few information channels are open
or available. One method for monitoring during fuzz testing
is the so-called side channel information, which has already
been successfully used in other areas.

A. Side Channel Analysis

Side channel analysis is a technique for detecting vul-
nerabilities in a system by analyzing information that can
be measured through side channels. D. Agrawal et al. [5]
present multichannel attacks, i.e., attacks that use multiple side
channels. These attack types use more than one side channel,
e.g., energy and Electromagnetic Fields (EMF), in parallel.
Based on their analysis, they show that using multiple channels
is better for template attacks by experimentally demonstrating
a threefold reduction in error probability. In this work, the
transfer to ECUs was performed by connecting a large number
of side channels. In particular, the analysis of the temperature
and electromagnetic radiation of the power showed clear
results for reverse engineering cryptographic functions [6][7].
Therefore, the application of these side channels found use in
our setup right at the beginning.

B. General Fuzzing

As stated in Section I, fuzzers can be classified into three
test procedures based on their knowledge about the system:
black box, grey box, and white box fuzzing [8][9]. The
following papers present various fuzzing approches from the
diffrent test procedures.

M. Böhme et al. [10] present a comprehensive synthesis
of the open challenges and opportunities associated with
fuzzing and symbolic execution techniques. These problems
were identified through a discourse between researchers and
practitioners during a Shonan meeting and confirmed by a
follow-up survey. They used the term human-in-the-loop for
an issue, defined as the work effort that an test auditor has

to perform within a semi-automatic fuzzing loop. This was
also confirmed by their survey, where 71% of the participants
indicated that there is potential to improve the automation of
such fuzzing mechanisms. As we move forward, we focus on
addressing this issue by automating most of the evaluation
steps with Artificial Intelligence (AI) in our future work.

L. McDonald et al. [9] synthesize the current state of the art
in fuzzing approaches, classify these approaches, and highlight
key insights into the current state of research as well as current
challenges. After comparing the current state of the art in
fuzzing methods, including hybrid fuzzing, which combines
a static analysis of the program and the discovering of bugs
during runtime, symbolic execution, which discovers new exe-
cution paths by tracking symbolic inputs and machine learning
approaches. They continued their future work by highlighting
the threats associated with the transition to cyber-physical sys-
tems, such as fully automated cars and smart power grids. They
presented several options that extend fuzzing as a useful test
technique. In the context of embedded systems, they explained
that fuzzing using side channels is a suitable mechanism to
make black box testing more efficient. In Section II-C we
will focus on these approaches and afterward try to research
adaptions to the automotive sector in Section II-D.

C. Side Channel Fuzzing

The increasing popularity of efficient fuzzing methods in the
embedded systems domain is leading to the identification of
new barriers to test automation. These often include a lack
of Input / Output (I/O) capabilities, limited computational
capacity, and the lack of an operating system in most cases
[11][12]. In combination, this results mainly in a black box
view of the system. However, in order to implement the three-
stage process of fuzzing and thus guarantee a higher level
of fault detection, feedback information in the form of side
channels has to be applied. These can subsequently be supplied
to the fuzzer as input in order to be able to continuously adapt
to subsequent test cycles. P. Sperl et al. [11] present a new
approach to extract feedback for fuzzing on embedded devices
using the information on the power consumption leaks. They
carried out their proof of concept by fuzzing synthetic software
and a lightweight Advanced Encryption Standard (AES) im-
plementation running on an ARM Cortex-M4 microcontroller.
Focusing on detecting various vulnerabilities in an ECU and
combining different side channels, less cryptographic analysis
of side channel information was completed and more emphasis
was on detecting unexpected anomalous behavior.

D. Fuzzing of Automotive ECUs

The implementation of fuzzing within the Controller Area
Network (CAN) protocol is an area that has already been
widely represented. The publication by P. Patki et al. [13]
discusses the importance of penetration testing (pen test-
ing) in finding vulnerabilities in enterprise and automotive
networks. The proposed fuzzing tool uses a mutation-based
approach for invalid input creation for CAN. The mutation-
based approaches use seeds, which are initial inputs, and then
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modify them according to a mutation algorithm. According
to H. Lee et al. [14], no form of prior knowledge was
necessary for fuzzing the CAN protocol. They describe a two-
step process that involved, on the one hand, scanning and
analyzing the CAN traffic on the CAN bus and, on the other
hand, forming completely randomized messages. The packets
were injected into the CAN bus via a Bluetooth interface.
They were able to attack sophisticated ECUs and change
the behaviors of the vehicle. Without intelligent mechanisms
for automated evaluation, these procedures require a high
degree of manual observation and analysis. We are trying to
improve process capability by introducing a fully automated
cycle for test automation. M. Dunne et al. [15] introduced
a so-called hardware-in-the-loop system for fuzzing a CAN-
connected system. For this purpose, monitoring of the power
trace was implemented as a side channel. They demonstrate
that this black box approach can be used to detect responses
to messages.

In summary, through our extension of the side channels,
which are specified in Section IV, and the resulting enrichment
of the system’s feedback information, we aim to increase
the coverage of detectable error sources and vulnerabilities.
Through the automated cycle, we take the approach of reduc-
ing manual analysis to increase data throughput and speed.

III. EXPERIMENT

In this Section, we describe the implementation of the
fuzzing experiment and its results. It was conducted to collect
anomalies and data for later evaluation of the side channels.
Furthermore, requirements for the implementation of a fuzzer
are collected during the execution. The fuzzing of the CAN
channels of an automotive ECU is started. In this process, the
ECU was observed manually and with basic analysis methods.
An anomaly was detected when the ECU behaved in a way
that deviated from the normal operating state.

A. Hardware Setup

In order for the experiment to be carried out, the hardware
must first be connected to the automotive ECU. Therefore,
it must be supplied with voltage on the one hand and the
CAN bus must be connected to a computer on the other.
For the connection between the computer and the CAN bus
of the ECU, a so-called CAN-to-Universal Serial Bus (USB)
interface was used. Specifically, the OWASP Automotive EMB
60 was used, which is available as an open-source project [16].
Therefore, hardware and software can be accessed. It provides
two Controller Area Network Flexible Data Rate (CAN FD)
channels connected via a single D-sub 9 connector. Connection
to the computer is via a USB 1.0/2.0 type B connector.

As shown in Figure 1, in addition to the computer and
the CAN interface, a laboratory power supply is also needed
to ensure the supply voltage of the control unit. To connect
these, the corresponding connection pins on the control unit
for Voltage Common Collector (VCC) and Ground (GND)
were measured with a multimeter. These were then wired to
the laboratory power supply with VCC and GND. A residual

Figure 1. Hardware Setup.

bus simulation or similar is not required for the control unit,
as it is integrated into a dedicated experimental setup.

B. Fuzzing Test

For carrying out the fuzzing test, some software is also
required on the computer. A Linux distribution serves as the
operating system. To use the CAN-to-USB interface, the kernel
interface SocketCAN is utilized. To be able to run SocketCAN
via the Linux console for the CAN functionality, the package
can-utils is installed. The Python programming language is
suitable for programming fuzzing scripts. The Python package
python-can enables the CAN functionality.

At the beginning of the experiment, so-called random
fuzzing was implemented with the Python library python-can.
Randomly generated CAN frames were sent to the ECU. In
addition to the basic random fuzz tests, protocol-specific areas
were analyzed and tested with random values according to
the limits. The random analysis of individual features and
communication paths of the CAN protocol already provided
initial results. The monitoring of the system behavior was
carried out manually during the experiment. For this purpose,
the dedicated experimental setup of the ECU was observed,
equipped with several infotainment displays and an instrument
cluster. These indicate changes when the fuzzy CAN frames
are sent. Moreover, the breakdown of the displays indicates a
potential crash of the system.

In addition to the self-implemented random fuzzing, tests
were also carried out with Scapy. Scapy is a python library,
which is utilized for the manipulation and analysis of network
packages. Caring Caribou, which is an open source fuzzer,
was also used to identify anomalies. Its fuzzer module has
three modes for generating fuzz data: Random, brute, and
mutate. Besides generating fuzz data, Caring Caribou also has
a function to identify messages that have triggered anomalous
behavior. For identification, the transmitted fuzz messages are
played back block by block. The user can indicate whether
the observed behavior occurred in a block. If this is the case,
the block is divided into smaller blocks and replayed. This
process continues until the message is identified [17][18].

The fuzz messages identified and classified as anomalies
form the basis for further work. With the help of the detected
abnormal behaviors, the side channel information can be
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analyzed and training data for AI models can be generated.
Identifying the relationship between a fuzz message and
the associated abnormal behavior proved to be very tedious
without a monitoring system. Therefore, an improvement is
necessary through the monitoring of side channels.

IV. SIDE CHANNEL MEASUREMENT SYSTEM

The optimization of new application-oriented fuzzing mech-
anisms for automotive ECUs, as well as the consideration
of these hardware-related systems as a black box, requires
the extraction of information through the connection of side
channels. Previous methods and applications of fuzzing often
involved the self-performed observation and evaluation of
system responses to classify a vulnerability based on the
results. To ensure a standardized and secure development
process according to ISO/SAE 21434, an automated approach
is essential. Only an automated evaluation and adaptation
of the fuzzing and its results enables a high coverage of
the detectable vulnerabilities. Based on the assumption that
the efficiency and correctness of our fuzzing unit increase
proportionally with the amount of information that can be
extracted from the system in the form of side channels, we
used further side channels for the analysis of the DUT in
addition to the established analysis of the power traces.

Figure 2. Side Channel Measurement.

Figure 2 shows our setup with the measuring devices in-
cluded. The ECU is visible in the center, which is connected to
the rest infotainment system and to the side channel measuring
devices. These are described in the following sections. In
addition to the measurement setup, the Grafana dashboard can
also be seen, as it is described in more detail in Section IV-G.

A. Power

The analysis of power traces as a side channel achieved
remarkable results, especially in the field of cryptography.
For reverse engineering applications, the analysis of this side
channel proved to be a useful instrument to draw conclusions
about program structures and functional flows. In the context
of fuzzing and the consideration of the DUT as a black box, the
detection of anomalies in the power trace and the interpretation
of the fuzzer’s input serve to uncover vulnerabilities.

The acquisition of the power trace is done by connecting
an oscilloscope. The current intensity is measured, which the
control unit requires during the input phase of data generated
by the fuzzer. With randomized fuzzing, it was already pos-
sible to identify a bug by the history of the measurement of
the power consumption and the voltage. The visualization in
Grafana shows a drop in voltage, which was related to the
simultaneous crash of the infotainment displays. After a few
seconds, an automatic reset of the ECU could be detected in
the measurement. After the restart, the voltage, as well as the
power consumption, fluctuated from the normal state.

B. CAN

In addition to the physical data, software, and protocol-
specific data can also be recorded. This data is not measured
via a sensor but is directly acquired by the system or the
communication protocol. In the case of the CAN protocol,
several side channel features can be calculated. These include
bus load, message frequency per ID, or bit flip rate. These
metrics are added to the data stream as measured values.

When monitoring the DUT during fuzz testing, the side
channel features of the CAN are used to detect changes in
communication behavior. For example, when analyzing an
anomaly, the bus load was found to dip and then return to
normal shortly thereafter.

C. Thermal Image

The use of infrared images is increasingly applied in a
wide range of applications. Due to the rich information
content paired with the wide range of areas of application,
the use of infrared images proved to be a good tool for
the detection of anomalies. Usually, reference values in the
form of patterns within images or plain temperature values
are used to successfully detect an anomaly. For the adaptation
to embedded systems and especially ECUs in the automotive
domain, preparations have to take place in the way of exposing
components of interest. By exposing components and so-called
regions of interest, the focus of anomaly detection can be
explicitly set on CAN-related components, for example.

Using direct fuzzing on specific areas of the CAN pro-
tocol, significant differences in the heat signatures could
already be detected manually. Unusual temperature patterns
were measured in the area of the CAN controller and the
Central Processing Unit (CPU). The temperature increased
significantly compared to the normal state.

D. Temperature

The need to expose components leads to a reduction of
the potentially measurable area. In order to compensate for
this limitation of the thermal camera, temperature sensors
offer a remedy. By subdividing the DUT into measuring
ranges and placing individual sensors in a controlled manner,
maximum measurement coverage of relevant areas can be
achieved. Combined with visual patterns, a larger data space
for the temperature side channel is created, facilitating the
contribution and application of AI techniques.
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Like the detection by infrared images described previously,
the same effect could be measured by the stationarily installed
temperature sensors. A clear increase could be analyzed, which
also deviates considerably from the normal state.

E. Visual Image

The input to an ECU by fuzzer-generated messages pro-
duces different reactions depending on the communication
protocol and the task of the ECU. Manual examination of
the ECU’s response and reaction to fuzzer-generated messages
allows an anomaly to be accurately detected, yet the effort
involved is too high. Visual and automated examination by
connecting a camera that monitors the system can substitute
this process. The functionality for anomaly detection is limited
to the detection of movements, changes in structure, and other
visual features. Relevant values for recording are the image
sequence, which was identified as an anomaly, and a value
that indicates an anomaly.

As described in Section IV-A, it was possible to see a
parallel to the crash of the displays and an anomaly within the
measurements. This connection could be created by perform-
ing an observation of the outputs on the displays of the test
bench. Through automated observation and anomaly detection,
the following anomalies, brought about by random fuzzing,
could be detected. Firstly, flickering and abnormal changes in
driving modes could be detected. Secondly, repeated crashes
could be detected by the camera.

F. Acoustic

Besides the already mentioned side channels, there are also
indicators that can be recorded via the acoustic channel. The
rotation of the ECU fan can indicate the processor load. After
all, as computing power increases, so does the temperature
of the CPU, which is cooled by the controller’s fan. Conse-
quently, an unexpectedly high fan speed is synonymous with
a code execution anomaly. Since the fan produces a certain
noise depending on the workload, measuring this noise is a
way to draw conclusions about the fan’s speed. Noise and other
irritations can be avoided by placing a microphone next to the
fan. The rotation and resulting noise of the fan thus represent
the dominant frequency in the measurement. This can then be
isolated and analyzed without adding other noise. Performing
fuzzing randomly also led to the detection of an anomaly in
the fan’s measurement. When the anomaly occurred, the fuzzer
gradually increased the speed of the fan. The increase in speed
from normal was not stopped when the anomaly occurred.
Accordingly, the fan remained in this mode even after several
hours without resetting.

G. Visualization

The connection of a wide variety of side channels led to
increased complexity in the evaluation of the combined side
channels. The uniform and central data collection as a data
lake is the basic building block for subsequent analyses. The
data lake was implemented in the form of an Influx database,
which enables the transfer of measured values in near real

time. Based on the visualization of the data with Grafana, as
shown in Figure 3, first explorative analyses can be performed
on the measurement data. In this way, initial findings could
be obtained. In addition, the centralized data storage achieves
preparation for further analysis methods for anomaly detection
(Machine learning and deep learning).

Figure 3. Power Consumption Widget of Grafana Dashboard.

Figure 3 represents exemplary the visual processing of the
measured power consumption as a time series. A visually
identifiable anomaly can be seen within the depicted time
frame. The fuzzing of the ECU started at time 12:36:30
and caused a shutdown, which triggered at time 12:37:40.
After rebooting the ECU, a normal condition could not be
established. This anomaly can already be detected by apply-
ing simple algorithms within the measurement system and
offers the possibility to generate a dedicated feedback for the
fuzzer. In addition to the various physical side channel data,
CAN messages are also recorded to find correlations between
anomalies and received messages.

V. CONCLUSION

The current turnaround in the automotive sector is leading to
the introduction of new technologies with significantly more
software and connectivity. This increases the attack surface
and the damage potential. One standard that counteracts this
development is ISO/SAE 21434, which regulates the cyber-
security of vehicles over their entire life cycle. One of the
measures it proposes is fuzz testing. In other industries, fuzz
tests are already being used very successfully. However, in
the automotive sector, some challenges arise due to hardware-
related ECUs.

The approach taken in this paper aims to solve these
problems using side channel information processing. These are
already being used successfully in several areas. Therefore, the
Section on related work has been divided into the following
structure: side channel analysis, general fuzzing, side channel
fuzzing, and fuzzing of automotive ECUs. In the subsections,
various relevant approaches have been discussed, which are in
the context of this paper.

To collect anomalies, data, and requirements for evaluat-
ing the different side channels, a fuzzing experiment was
conducted.CAN was used as the communication protocol to
be fuzzed. Fuzz data generation was performed using a self-
programmed random fuzzer and the two frameworks Caring
Caribou and Scapy. The monitoring of system behavior was
performed manually for the time being. Detect the relationship
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between a fuzz message and an anomaly is tedious. The
discovered fuzz messages and the corresponding anomalies
are used for the later analysis of the side channels and for the
dataset creation.

A measurement system with several sensors and interfaces
was built to measure side channel data. This was connected
to a test setup. Methods, such as the analysis of power and
temperature were used. To achieve a high degree of coverage
of temperature information, temperature sensors were used
in addition to a thermal imaging camera. These were placed
in areas that could not be detected by the thermal imaging
camera. In addition, a microphone was installed in such a
way that the frequency of the control unit fan was recorded.
A camera was used to record the multimedia displays and
the instrument cluster of the test bench. With a CAN in-
terface, various bus-specific side channel information could
be obtained. By combining the different side channels, the
information content is increased because not every abnormality
is noticed on every side channel. The detection of anomalies
during monitoring thus has a broad database.

VI. FUTURE WORK

Since the current measurement system implements only
part of the fuzzing cycle, further process steps must be
performed to complete the fuzzer. Based on the data from the
measurement system, static analyses are first performed. After
these analyses, more intelligent methods (Machine learning
and deep learning) for monitoring the fuzzed DUT will be
investigated and implemented.

In the next phase, fuzz data generation will be ex-
tended from random generation and block-based generation
to feedback-based generation. To this end, the fuzz data
generation will be adjusted according to the feedback from the
monitoring system to find anomalies more efficiently. This is to
achieve deeper program structures and the system architecture.
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