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Abstract— With the rise in popularity of cloud computing the 

amount of energy consumed by the cloud computing data centres 

has increased dramatically. Cloud service providers are aiming 

to reduce their carbon footprint by reducing the energy their 

data centres produce, while maintain an expected Quality-of-

Service adhering to set Service Level Agreements. In this paper, 

we present our suggested approach for using previously 

researched energy efficiency techniques, particularly Dynamic 

Voltage/Frequency Scaling and sleep states, more efficiently 

through the aid of an SLA-based priority scheduling algorithm, 

and the results we expect from our research. 

Keywords—cloud computing; energy; DVFS; sleep mode; 

scheduling; quality-of-service. 

I.  INTRODUCTION 

As the use of ICT continues to become an essential aspect 
of modern life its increased usage has caused the high 
production of greenhouse gases, contributing 2-3% of global 
emissions, and is rising each year [1]. The recent popularisation 
of cloud computing is a contributing factor to this heightened 
usage. Cloud service providers aim to maintain an expected 
Quality-of-Service (QoS) and meet set Service Level 
Agreements (SLAs) while attempting to be cost effective. One 
of the biggest costs to providers is energy consumption in 
cloud data centers. Servers, essential for operations within the 
data center, consume vast amounts of energy. At times large 
amounts of energy is being wasted on servers that are not 
operating at their full capacity and may in fact be in an idle 
state, doing nothing. 

The problem faced by cloud service providers is how to 
reduce the energy consumption within their data centers, while 
also maintaining the expected QoS and SLA requirements. 
There has been a lot of research into ways of dealing with the 
relationship between energy consumption and expected 
performance, but there are few incentives for providers to use 
the methods suggested. Reasons for this are that most have not 
been tested on real world applications and the providers fear 
that such approaches may lead to breaches in SLAs with 
corresponding loss of customers [2]. 

Our proposed solution to this problem is to create a cloud 
data center infrastructure taking advantage of existing energy 
saving techniques. Our solution will feature servers that have 
had these techniques applied to them, while there will be a 
small number of servers operating as standard as an incentive 
for providers, by allowing high priority jobs to be completed 
quickly and by acting as a buffer in case of losing operating 
servers. An algorithm will be created to allocate incoming tasks 

to either the standard or energy efficient servers dynamically 
based on priority scheme. 

The rest of this paper is structured as follows. In Section II, 
we discuss the existing literature and research in this area. In 
Section III, we expand on our planned architecture and explain 
our proposed approach. In section IV, we discuss our 
simulation setup. In Section V, we display the results we have 
found thus far and what results we expect from our final 
version. Finally, in Section VI, we present our conclusions 
found at this point and outline our planned future work. 

II. LITERATURE REVIEW 

Various studies have been carried out into improving the 
energy efficiency of cloud computing [1, 3-4], some of which 
mentioned in Table I. Among the most frequently suggested 
methods are sleep modes, dynamic speed scaling, DVFS, 
virtualization, resource allocation, virtual machine migration, 
green routing, and workload optimization [3]. Our research 
focuses on a combination of sleep modes and DVFS, as well as 
introducing a scheduling algorithm to help optimize the 
process. 

Sleep modes, wherein servers can be put into low power 
states, are one of the most common approaches in order to 
reduce energy consumption. The basis for this approach is 
saving energy by powering down servers when they are not 
needed. By turning off idle servers within a data centre, energy 
consumption is reduced. However, continually switching 
servers on and off can cause a time delay and energy penalties. 
Testa et al. propose a controller in addition to IEEE 802.az 
Energy Efficient Ethernet to manage transitions between low 
powered and standard powered states [5]. Using traffic 
forecasting to manage sleep modes has been suggest by Morosi 
et al. [6]. Their forecasting based algorithm, forecasting based  
sleep mode algorithm (FBSMA), allows for daily calculations 
of approximate traffic.  
Another common suggested method of improving energy 
efficiency is DVFS. This technique allows for the frequency of 
the CPU to be reduced in times when the CPU load is low, 
meaning less voltage of power can be consumed [7]. Meisner 
et al. propose the PowerNap system using DVFS in 
conjunction with dynamic power management [8]. The Power 
Aware List-based Scheduling and the Power Aware Task 
Clustering algorithms suggested by Wang et al use DVFS to 
propose that non-critical jobs can be run slowly over time to 
allow the CPUs’ frequencies to be reduced [9]. 

There are various scheduling schemes suggested in research 
aiming to improve energy efficiency in data center servers. 
Dong et al. propose a scheduler that will select the most energy   
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TABLE I.   TABLE OF ENERGY EFFICIENCY METHODS IN LITERATURE 

Method 
Uses 

Ref 
Sleep Mode DVFS Scheduling 

IEEE 802.az Energy Efficient Ethernet Yes No No [5] 

Forecasting Based Sleep Mode Algorithm Yes No No [6] 

Dynamic Voltage/Frequency Scaling No Yes No [7] 

PowerNap Yes Yes No [8] 

PALS & PATC Algorithms Yes Yes No [9] 

Most Energy Efficient Server First No No Yes [10] 

Vacation Queueing Model Yes No Yes [11] 

Separate Scheduling Algorithms No No Yes [12] 

Intelligent scheduling with DVFS Yes Yes Yes [13] 
 

efficient server first [10]. This method allocates tasks based on 
server energy profiles, and is shown to outperform random 
scheduling and least-allocated-server-first scheduling. Cheng et 
al. suggest a method that uses a vacation queueing model to 
model task schedule, then analyse task sojourn time and energy 
consumption of computation nodes to create algorithms [11]. 
Reddy and Chandan’s method of using three processors to each 
run a different scheduling algorithm (earliest-deadline-first, 
earliest-deadline-late, and first-come-first-served) found energy 
savings when compared to existing stand-by sparing for 
periodic tasks, but their savings do not show in all their 
experiments [12]. Calheiros and Buyya propose a method that 
combines intelligent scheduling with DVFS for minimum 
frequency and power consumption, and for completion before 
user-defined deadline [13]. This approach focuses on urgent, 
CPU intensive tasks, and their results show between a 2% and 
29% improvement on the baseline energy consumption [14]. 

III. PLANNED ARCHITECTURE 

As mentioned previously, our proposed solution is to create 
a cloud data center infrastructure taking advantage of existing 
energy saving techniques. Within our infrastructure, we plan to 
have a combination of servers using energy efficiency 
techniques, along with servers that operate as normal as fall 
back to incentivize cloud service providers. Using the 
literature, we have decided to tackle the issue using a 
combination of sleep modes, DVFS, and energy efficient 
scheduling, however unlike the intelligent scheduling with 
DVFS method, our solution will be applied to all tasks as 
opposed to CPU intensive tasks only. 

Our planned architecture will be made up of two sets of 
servers: standard servers, that is servers running as normal with 
no energy efficiency methods applied, and ‘green’ servers, that 
will be running using sleep modes and DVFS in order to 
reduce their energy consumption. A simple outline can be seen 
in Fig 2. Sleep modes will activate if the incoming traffic to the 
data center is light and a smaller number of servers can be 
utilized to handle the workload. DVFS will be used in much 
the same way, where the traffic allows for the frequency of the 
processers to be reduced, thereby lowering the energy 
consumption of the servers. In addition, the green servers will 
be running with lower processing speeds as we also believe 
that this will lead to reduced energy consumption. 

Currently, we plan on having 90% of the servers within the 
data center operate using our green model. The final 10% will 
be running as normal. We believe that with most of the servers 
using our reduced energy method the energy savings should be 
sizeable. The remaining 10% will help to ensure that the QoS 
does not suffer. These values are just a starting point, from 
which we plan to experiment with different ratios to find the 
most beneficial setup. 

In addition to the energy efficiency techniques applied to 
the servers, we plan to implement a scheduling algorithm that 
will direct tasks to the appropriate servers based on a priority 
scheme within the task’s SLA requirements and maintain 
expected QoS rates for users. Outlined in Fig. 1, at a basic level 
we envision that tasks will have at least one of the following 
requirements: 

• High priority requirement, meaning the task is of the 
highest urgency and to be completed as soon as 
possible with no regards to energy consumption. 

• Time requirement, meaning the task can either be on a 
quick time limit or that it can be run slowly over time 
on a ‘slow burn’. 

• Energy requirement, meaning the task is to be as 
energy efficient as possible while meeting all its other 
SLA requirements. 

The scheduling algorithm will use these requirements to 
decide which server the task should be assigned to as follows. 
As each task arrives on the network, information on whether it 
is a priority task, has a time limit, or has an energy limit will be 
found. If the task is a priority task then it is immediately 
assigned to the next available server in order to meet its priority 
requirements. If the task has a time limit, or can be run at a 
lower processing rate over a longer time period, then first the 
target completion time will be found. For each server currently 
on the network, its 95 percentile completion time will be found. 
The first server to return a completion time that is within range 
of the target completion time will be assigned the task. Finally, 
if the task has a preferred energy limit then the energy target 
will be found first. Following that, the 95 percentile energy 
consumption per task will be found, however unlike for the 
time limit, only low energy servers will be used. The task will 
be assigned to the first low energy server to return an energy 
consumption per task within range of the target consumption. 
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Figure 1. Flow chart of proposed algorithm functionality

 

IV. SIMULATION SETUP 

After testing out a range of simulation software, including 
CloudSim, DCSim, and iCanCloud [14], for our experiments 
we decided to use the Greencloud simulator [15]. Greencloud 
is a packet-level simulator for energy-aware cloud computing 
in data centers and an extension of the ns-2 simulation 
software. 

 

 
 

Figure 2. Outline of planned architecture. 

We decided to use Greencloud as it is a simulator designed 
specifically for measuring the energy efficiency of cloud 
computing data centers. Greencloud uses a three-tier data 

center design, seen in Fig. 3, consisting of a core layer, an 
aggregation layer, and an access layer. 

Currently our simulation setup consists of 144 servers, all 
of the same specification, with 1 core switch, 2 aggregation 
switches, and 3 access switches. The servers’ specification 
contain commodity processors with 4 cores, 8GB of memory, 
and 500GB of disk storage, giving the data center a total of 
576057600MIPS (Millions of Instructions Per Second) of 
processing power.  

To examine QoS in our simulation, we are using round-trip 
time. We have self-imposed a limit of 2 seconds on single 
tasks. Tasks exceeding the 2 second limit are in breach of QoS, 
however we have also decided on a 5% trade-off, allowing for 
5% of tasks within the experiments to exceed this limit without 
being in breach of SLAs. 

V. RESULTS 

Using the simulator, we have tested the energy 
consumption of the data center when servers are run as normal 
and when DVFS and sleep modes have been applied. For this 
experiment, we used a random assignment scheduler and aimed 
or a data center workload of around 30%.  This created 32689 
tasks for the data center to process. 

We found that using DVFS and sleep modes in a data 
center can reduce the energy consumption. As seen, the data 
center consumes 495.3 W*h using standard servers, with the 
servers consuming 332 W*h of that. In comparison, when 
DVFS and sleep modes are applied, the data center consumes 
472.1 W*h, with the servers consuming 308.8 W*h. That is a 
percentage difference of 7.24% without any optimisation 
applied. 

VI. CONCLUSIONS AND FUTURE WORK 

In this paper, we presented our idea to introduce a cloud 
data center infrastructure taking advantage of existing energy 
saving techniques combined with a priority scheme based 
scheduling algorithm in order to optimise the process and 
maintain QoS. We have suggested an approach wherein a 
major number of servers within the data center are run using 
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energy efficiency methods, such as DVFS and sleep modes, 
and a small minority are left to run as standard as an incentive 
to cloud service providers. We outlined the structure for our 
scheduling algorithm based upon SLA requirements and how 
we think it can improve the energy efficiency of cloud data 
centers. 

 

 

Figure 3. Example of a simple three-tier data centre architecture in Greencloud. 

The results from our experiments thus far have shown that 
by using DVFS and sleep modes in cloud data centers the 
energy consumption of the servers can be reduced, and that 
there is still room for improvement, and we aim for our 
scheduling algorithm to help do this. 

In the future, we aim to accomplish several key issues. 
Firstly, we will expand our simulation model to create our two 
distinct types of servers. Using our original 144 servers, 
approximately 10% will be left to run using the initial 
specifications with no energy efficiency methods applied. The 
remaining 90% will be run with slower processing speeds, as 
well as DVFS and sleep modes to allow for the servers to be 
placed into a lower power state then the incoming traffic is 
low. 

The next step in our planned work is to amend our 
simulated tasks with our new SLA priority scheme. Tasks will 
be assigned at least one of the three priority requirements 
discussed previously. Once the priority scheme is in place we 
will work to implement our scheduling algorithm that will 
assign incoming tasks to the relevant servers based upon the 
priority scheme. Using this algorithm we hope to find that the 
energy efficiency methods enacted can be optimised to achieve 
the best energy reduction results possible while maintaining the 
QoS through measuring task completion time, failed tasks, and 
dropped packets. 

Finally, as another incentive for cloud service providers, we 
are aiming to create realistic simulated workloads based on 
Google cluster data that was released in 2011 [16]. This data 
has been collected over a period of three months in one of 
Google’s cloud data centers and offers real world information 

that can be adapted for our simulations. We hope that the 
inclusion of this data in our workload generation will show 
how our optimised approach would react if placed in a real 
world situation. This would act as another incentive for cloud 
service providers, along with the standard powered servers, to 
implement more ‘green’ energy applications. 
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