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Abstract—The complexity of today’s data centers has led Thermal aware scheduling considers energy consampti
researchers to investigate ways in using autonominethods for  criteria for job scheduling and resource allocatidowever,
data center management. In this work, we consideusing there are few approaches looking into overall hiolis
autonomic management techniques that can help redacdata strategies and automated methods to support adraiois.
center energy consumption. In particular, we consler policy-  QOne strategy is to consider approaches based onauic
based, multi-level autonomic management for energpware management, particularly policy-based autonomic
data centers. We advocate for a hierarchical modelof management, where part of the role of the admatitr
managers with loosely coupled communication betweethem. would be cc;difying management policy for data cente
We describe our manager topology, communications ah operations. Autonomic Computing (AC) aims to ensbra
manager operations. \We implement our approach forigh the notion.of self-management in distributed andhglex

performance computing centers that may have one omore e . . .
large high performance computing systems. A data oger systems Where_ administrator mterv_entlpn in  system
management is reduced or minimized. Instead,

simulator has been implemented that calculates dataenter N . .
energy consumption. We evaluate different managemen administrators define the overall policy and swgtefor
policies and our approach using this simulator. Préminary ~ System management according to system organizétiona
experiments show promising results in terms of mimnizing objectives. Self-management based on use of p@l'e
energy consumption and overhead on service levelgectations ~ referred to agolicy-based managemerit is a promising

in high performance computing systems. approach for developing autonomic management inptem
distributed systems.
Keywords- autonomic computing; energy aware data center; We advocate for multiple autonomic managers rather
self-management system; policy-based management. than having a single centralized autonomic mandaget
could be a single point of failure and potentialfpenance
I INTRODUCTION bottleneck. To the best of our knowledge, poliagdd

autonomic management utilizing multiple managers fo

Todav's d | | d cla energy aware data centers is only marginally addrksn
oday's data centers are large, complex and ctyifign previous research. The proposed management system

to manage. One of the central challenges in datdec f50,565 on multilateral interaction in a multi-agen
management and operations is energy managemernd Dafiionomic  computing environment where  autonomic
centers at the core of Internet-scale applicatiomssume 5 a5ers interact with each other in a hierarchizatture.
about 1.3% of the worldwide electricity supply, atids 4 itvely, a hierarchical arrangement of managerld
level is predicted to increase to 8% by 2020.[I§oogle seem tc,) provide good scalability while keeping
alone, for _example, consumed 2.26M MWh in 2010 [4] communication overhead low and some previous rekear
Carbon emissions from data centers alone in Nove@®@8 | o suggested the utility of hierarchical manager#fL4].

were 0.6% of the global total and predicted to /&by 5 1; hical h al tch Il the hobra of
2020 which is more than the total carbon emissidn Ocon:zﬁgiolggl 2@?1:2??3 ir? fhoeg:tg Ceesnt\évre' € °

Germany [3]. Given these statistics, reducing émergy This paper organized as follows. Section 2 pravide
consumption of data centers and making them worlnn o view of related work. Aspects of data center

energy-aware manner is a major topic of data Cent%anagement and our proposed management system

management research.  Broadly, research into energycpitacture will follow. The data center simula@and a
efficiency in data centers can be categorizedamember of o, mper of implementation scenarios for a simple danter

areas. Server level energy management approackes tée in Section 5. We conclude with a discussion on

advantage of lower power states built into comptseng. - \2-ement overhead and future plans
CPU(Central Processor Unit) and memory. At thellef 9 P '

clusters, management models aim to use optimizatioh . RELATED WORK

control theoretic approaches to optimize the numbker . : .
required compute node for each running application, Autonomic Computing (AC) refers to the idea of a

Virtualization looks at reducing the number of weti comPuting system or application being self-managihgt
physical servers by multiplexing them as virtualchiaes is, a system that can manage itself in such a wayit is

(VM) where having fewer physical servers means ttaer ~ 2daptable to any changes in the system environ{6gnin
servers can be turned off or maintained in a lowerostate. the autonomic computing paradigm, a management laodu
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which controls the behavior of a managed elemeri)(M  number of management modules, e.g. job management,
called an autonomic manager (AM). The managed eleme monitoring, fault recovery, and configuration maeagnt,
provides some sensors and actuators to the man@iger. have been defined where each produces informasoana
manager monitors available metrics through thesesae  output which is used as input for others. Thestam gets
and analyses the monitored information. It camtblan for  configuration states from an administrator. Eacletmree has
a series of actions that need to be taken, if angl,execute a goal state which is stored in a configuratiorabdase and
those actions through the provided actuators. piusess is also has an actual state which comes from the oramgt
a feedback loop called the Monitor-Analyze-Plandite agent. These states are compared within the dabdtction
(MAPE) loop [10]. In AC, different AMs control flerent  and recovery system for any mismatch, which thepliep
resources in a distributed manner. This manageaoerd be  any necessary actions to fix them. The fault detectystem
done individually, i.e. each AM is responsible ftg& own  has its set of rules (policies) for each node witleese rules
MEs. More generally, in computing systems it isessary are checked. A decentralized architecture, Unitygasw
that AMs interoperate. There may be heterogenggestof introduced in [24]. Unity introduces a two levehnagement
AMs that may have different objectives. Researgh b model that tries to allocate optimized resourcesvéss) to
Mukherjee [13] illustrates coordination between otw different types of application environments runnibgth
independent AMs where the first AM deals with seevi batch type and interactive workload across the ®/itzta
level agreement (SLA) management and resourceadito;  center.
while the second AM deals with minimizing power Policy Based Management (PBM) is a management
consumption by turning off unused servers. Theirrkwo paradigm that separates governing rules from thén ma
shows that the interaction between the managémgisrtant  functionality of the managed system. Bahati et [48]
in achieving the goals. described an architecture for autonomic manageraedt
Khargharia et al. [5] introduced a three-levelrliiehy  demonstrated how policies are defined and mappéebeio
for optimizing energy consumption and SLA violasoThe corresponding elements. The authors of [13] prepas
hierarchy starts from the device level inside aveser Model-driven Coordinated Management architectunmaie
proceeds to the server level and then encompdssetuster dynamic management decisions based on energy tseoffi
level. Decisions are based on the power statugash different policies to handle events. They used akisad
managed element at each level. Their idea illetrahe model, power model, and thermal model to predig th
value of a hierarchical approach, but needs somampact of different management policies. A central
modification to be applicable for large scale daémters management unit monitors events, chooses the lodisy p
which may have many different types of applicati@m&l and makes decisions.
services. Anthony et al. [26] identify collabomatias a key
aspect and Suggest thaAMs should be designed for 1. A MODEL FORDATA CENTERMANAGEMENT SYSTEM
collaboration and that the lack of collaborationtween One can think of the AMs and their relationshipsaas
managers is a problem. Then, the authors attemfatctde  kind of management overlay network on top of thereints
AM interoperability issues and define an interopéity  of the data center. The actual position of manageme
service. The interoperability service keeps a databof modules might be on Sing|e physica| server, or even
registered AMs along with corresponding resourdesyt distributed over a number of servers. Number ot
manage and scope of their management operation. Thgestions need to be addressed before implemetiiag
interoperability service will detect potential cbets and management system. For instance: what are managed
send messages to related AMs to, for example, Bdspe  objects in the data center? What metrics of anodisjeould
stop their activities. Kusic et. al. [16] descdlen autonomic  or could be monitored? And what are possible astithat
cluster management framework. They defined threghe management system could take to control thetifip
different types of agents: general agents (impleeteper object? To develop a management system, which iosna
node), optimization agents, and configuration a®entdynamic number of managers for a data center, akver
(implemented per implementation of the managemenissues need to be addressed:
framework). The proposed management infrastrucisira Topology of the AMs: AMs are more likely to havesih
hybrid of centralized and decentralized and compation  own overlay network, with a specific protocol to
between agents is done via message passing. Catpméx communicate and exchange information e.g. SOAP [{®im
task distribution between agents makes it un-stalédr Object Access protocol). The topology has implwasi for
large scale environment. Kennedy [9] argues th@ t the coordination and communication among AMs arel th
mechanism that defines interoperability betweemraumic  decomposition of management tasks among AMs.
elements must be reusable and generic enough t@mire « Hierarchical management means that some AMs can

complexities. A standard means must be definea¢bange monitor and influence or control the behavior ofiest
context between autonomic elements. This meta lesetls AMs. In this case, lower AMs are considered as mada
to be context-aware. At this step, they have idiedtithe elements for the higher AM. AMs at different levels

main challenges for automated recovery in autonomic usually work at different time scales. In this tmgy the
system. Thomas, et al. [22] presented a manageme ypper layer AM regulates and orchestrates the sybte
framewprk for the automated maintenance _cycle ia th monitoring parameters of all of its lower level ANiee
computing cluster (part of the Data Grid proje28]). A Figure 1). The upper layer AM is privileged ovewr

Copyright (c) IARIA, 2015. ISBN: 978-1-61208-388-9 139



CLOUD COMPUTING 2015 : The Sixth International Conference on Cloud Computing, GRIDs, and Virtualization

layer AMs, and has the authority to control or rpatate
some parameters of the lower level AMs.
» A peer to peer topology entails AMs that can dlyect

administrator specified a particular AM for thaas$ of ME
or could be just done manually by the administrattle
expect that in many cases, the MEs can be groumed i

communicate with one another, exchange informatiorproad classes and, correspondingly, that AMs weilab well.

and make decisions. In this paradigm, all AMs dtero
equally privileged.
* Indirect coordination between AMs involves an AM

making changes in its MEs which are then sensed b9f MEs and corresponding classes of AMs.

other AMs causing them to perform actions. Theraois

direct communication between the AMs. Since thesME

(e.g. application, services, and virtual machinedym
change over time (e.q. is finished or started)etlshould
be a way such that the topologies of correspondivig
can change on the go.

Collaboration Strategy: Depending on the topoldeg,

next question is how AMs influence other AMs in the
management system? How much information do theg nee

to share? What kind of information? For examptee AM
may be privileged over some set of other AMs begatss
management scope is wider than the others or itntae
information  about its  surrounding  environment.
Alternatively, all AMs could be acting the sameg.as in a
peer-to-peer topology. Finally, what is the natofeAMs
interaction and coordination?
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Figure 1. Hierarchical Policy-based Managementte3ys

Manager Life Cycle: An autonomic manager has its ow
life cycle which obviously corresponds to the lifgcle of its
associated MEs. For example, for a cloud user rgnti
compute nodes and running an application for aopeof a
time, the corresponding AM is born and dies aloritly the
application life cycle. One of the issues in maitil
management systems is that each level of the mameatde
model has to have the ability to create AMs basedhe
respective ME life cycle, then introduce it to the
management system, and then destroy it at the end.

In our approach, we assume classes of AMs that ianiear
requirements and characteristics will be definedd an
associated with classes of MEs. Table I. illussagamples
The
management system refers to this table upon thialirétion

TABLE |. CLASSESOF AMS AND MES
ME class Generic associated AM
VM VM_AM.class
Cluster clusterAM.class
Rack rackAM.class
Application
-interactive applAM.class
-Enterprise appEAM.class

or creation of a new ME to check which class of Ahbuld
be initiated for that particular ME. Part of the AM
initialization is to identify its parent and to gt policies.

The proposed management system is policy-basechwhic
means that each AM has its own set of ECA (Event
Condition Action) policies referred to as a polipyofile.
This set can be altered according to the systematgin or
even a direct change from the data center adnatistrin
our model, the parent AM can also make decisiogarding
the policy profile of its children as part of itlapning task.
Policy repository holds the policy profiles asstaib with
each of the managed element classes. Generallyghhwe
would expect that there would be much overlap, & gplicy
for managing an application during a work day woblel
very similar to the policies for managing it at migor on a
weekend.

A. Management System Configuration

An administrator first needs to decide about thmiper
of management levels in the management system teenrd t
the position of autonomic managers. For a given danter,
an administrator may define the number of managémen
levels and for each level the position of manag8&iace
different types of applications may come and gerehwill
be a dynamic number of MEs and, respectively, adya
number of AMs in each level. Upon arrival of anywne
application in the data center, the AM initiatiomdale has
to be invoked. During the AM initialization procegy a
unique ID is generated (for example, as a comtmnatf an
IP address of the host where the AM will run, tleemtiD
or any local variables) for the AM. The AM also deseo
have access to the policy repository. The polapository
server contains all policies for the AMs in the mgement
system. The first time that an AM has access topthley
repository is at its bootstrapping phase to gefiaiired,
although during its life cycle the AM may be asked its
parent to access the repository and get updatécigsofrom

The overarching management approach assumes ¢hat tiere.

management system will associate an AM with the new After AM initialization in which all environmental
arrival ME; this could be done automatically if the variables are initialized, the management looptstar run
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(see Figure 2.).
monitoring heartbeat values of its managed elemants
checks for incoming messages.
events and a timing event happens periodically. e¥ents
occur, policies are examined and the values op#nameters
are used to evaluate conditions in policies. Weirassthat
the upper layers AMs are privileged over their ¢fdahd so
their policies are affected by their parent’s pplic For
instance, the parent can change a child AM’s patigyfile
to “green”, which could mean that the AM should egiv
higher priority to decreasing energy consumptioitMES
than to ensuring that the SLA violations are mizieai.

IV. DATA CENTERSIMULATOR
We have been developing a data center
simulator [19] [28] in order to evaluate diffeten

configurations of autonomic managers and differguiicy
sets. Our data center contains a set of systasndd{inition
follows) where each system runs

Input parameters ParentID, AMLevel, ProfilePolicy, ME, heartbeat
heartbeatValue, configVector, configVectorValue

begin
update heartbeat value
While (ImessageQue.isEmpty())
begin
msg=messageQue.dequeue
if (msg.opcode== ReqgForHeartbeat)
send(UpdateHeartbeat, ParentID,AMICarieeatValue>
if (msg.opcode== ChangeProfilePolicy)
Update ProfilePolicy with received dneghe message
0. if (msg.opcode== PolicyChange)
1. Update the policy received in the mgeswith the one that
already is in AM policy set
2. if (msg.opcode== UpdateConfig)
3. Update corr. param. in configVector\@alwith parameter in
the message
4. end
5. /lall triggered event are put in a queue
6. while (leventQu.isEmpty() )
7. begin
8. EV= eventQu.dequeue
9. for (all Pl ProfilePolicy)
0. begin
1. invoke applied policy
2. end
3. end
4. end

Figure2. Management Loc

applications. We can think of a data center abtyraas
consisting of a number of racks={ry, r, ..., R} and coolers

The AM management loop uses thshared between different applications that runham $ystem.

At any time, a node;finside the system is either assigned to

Messages corresfwond an application/user or ready to be assigned; @slvidual

nodes can be powered on or off (put to sleep).

Application behavior and workload are key elemeénts
data center operations and have a direct impattimenergy
consumed by a system and hence a data center.urin o
model, we consider three broad classes of applitsiti

Interactive: This system provides access t0 USENES8
the Internet/intranet, such as web servers, tréiosat
servers, etc. These applications process shomests
(transactions) and fast response time is the nigective of
these types of applications. We model this as an
InteractiveSystem.

Enterprise: This system provides applications ffexint
business units, where applications may requireslargounts
of secure, reliable data storage and high avaitigbilinning
24/7, e.g. a human resources system. Workloadfidget

its own kinds ofkinds of application vary — from short requestsgjad much

longer activities, e.g. report generation. The key
characteristic is that these systems typically fom long
periods.

High performance computing (HPC): This system runs
scientific applications in batch mode and typicafigeds
multiple CPUs to do high computation jobs.

With this definition in mind, we can think of a dat
center as a set of systems running different typés
workloads, so our logical model of a data center is

DC={sys,sys,...,sy§ where sys is a system and a
system, then, is defined as:

<Name, RA, Sch, Rack-list, Node-list, App, AM>
where:

Name is a system id.

RA is resource allocation algorithm assigned to the
system. Assigning any compute node to the appdicait
done by this algorithm. Anytime that managemenicgsl
force an application to release/ allocate a compatie this
algorithm will decide.

Sch is a scheduling algorithm for all applications
running in the system. It has just one output whgmext
job (any type) to be run.

Rack-list a list of racks assigned to this system.

Node-list: a list of compute nodes that are assigtoe
this system. There may be situations which a racthared
between a number of system. In this case list ol sgstem
compute node is important.

App specifies the type of applications that run oa th
system; Enterprise (Ent) applications, Interactive

{€1,C,....,G} laid out in some spatial configuration patternApplications (Int) or HPC applications.

with some network connections among them (multiple

separate clusters are each collections of rackk, parhaps
no communication between the racks in differenstels).
Each rack is comprised of a number of chassis,vétidn
each chassis there are numbers of servers (compadés).
On top of this physical infrastructure, we haveingd a
System; our terminology for a number of computedeso
inside a number of racks, which are capable of ingithe
same type of jobs. We assume that systems ansedeifi
terms of a set of racks. Compute nodes insidesraak be
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AM: autonomic manager attached to this system.

The applications that run on a particular systenm a

described as follows:

* Ent An Enterprise system has a number of applications
each application having an interactive type worttloa
running on a list of servers and its own SLA vimat
description.

* Int: An Interactive system deals with a list of dynami

coming-going workload from users. This type of
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Figure 3. Overall Structure of Simulator

workload has arrival time, duration, and SLA viaat
definition. They are web based type applications.

« HPC:. An HPC system just has HPC type jobs; each job
has a duration, deadline, needed CPU utilizatiod an
number of nodes (for parallel processing jobs).

Putting this information together, a data centethisn

defined as:
<RackList, Cooler, SysList, RedTemp, ThermalMap>AM
where:

RackList is list of racks in the data center; information
regarding chassis and blade servers inside theisgukrt of
the rack definition.

Cooler. is the cooling specification. The efficiency bkt
Computer Room Air Conditioner (CRAC) depends on air
flow velocity and conductivity of materials whichs i
guantified as the Coefficient of Performance (COP).

SyslListis the list of defined systems.

RedTemp: Red temperature: the maximum temperature
that hardware in the data center can tolerate;pghiameter
will affect the cooling energy consumption.

AM: is the manager of the whole data center.

thermalMap is used to calculate energy consumption of
the data center; the thermal model used in thisared was
developed by Arizona State university [20]. Brefthe
computing and cooling power in data center are idensd
where the thermal model is a matrix, where an eintrthe
matrix specifies how much generated heat from aacher
will re-circulate to other servers. The overalusture of our
simulator is presented in Figure 3. The illustraaetbnomic
management module is in charge of coordination and
planning among different AMs across the data certhe
simulator has been evaluated with different tyfesystems.
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V. EXPERIMENTS

To illustrate the impact of our proposed management

TABLE II. SLA PROFILE FORAM ATTACHED TOHPC

SYSTEM/WEBSERVER

PLO:
On EventTimer Triggered
If (SLA is violated)

begin
(Increase freq. of all busy noee#\ctivate all sleep nod
End
TABLE III. GREEN PROFILE POLICY FORAM ATTACHED TO
HPCSYSTEMWEBSERVER
PL1:

On EventTimer Triggered
If (SLA is violated)
begin
(Increase freq. of just fullyliéd CPU node>
Activate just half of sleep nodes) |
Activate just half of sleep nede
end
PL2:
On EventTimer Triggered
If (SLA is not violated)
begin
(Decrease freq. of all nodeX If node is ready and is
not used make it sleep) | If node is ready andis n
used make it sleep
End

TABLE IV. AM ATTACHED TO COOLER

PL3:
If (Max temperature is greater than Red tempergture
begin
Send UpdateHeartbeat message to AOnevel
End

142



CLOUD COMPUTING 2015 : The Sixth International Conference on Cloud Computing, GRIDs, and Virtualization

¢
AW —

e
AN H

Data center

Aggregate Aggrezate [ Aggregate
Y ) AN | AM

\ | I |
Tesl n Local ay
I | v |
| HEC jobs | | Application 1 - |.—\pp]icationn Applhication 1 | S | Apphc:nonm |
|
= 5 S = - y - .
T A 1= =h=Rzl=
4 |4 2] = Z = | Zl | Z

e N o P

Figure 4. Prototype Management System

system, we evaluate different management scenfoioa  frequency scaling and activate sleep allocated cenp
hypothetical data center with and without managememodes. If frequency scaling is not supported by mabe
system. We describe two sets of experiments. Ifithieset  nodes, this policy just activates sleeping nodebe T
we look at the impact of policies in managing tlehdwvior  simulator counts violations during policy timer ek
of a hosted webserver in the simulated data centethe  Green policy profile also tries to do dynamic fregay
second experiment, we present our prototype managem scaling and activation/deactivation of compute sofdSLA
system. We compare the effects of different popiogfiles  violations happen. This profile tries to keep agtoompute
on energy consumption and SLA violations. For thisnodes and CPUs at moderate frequency levels based o
experiment, we consider a data center with onevorHPC  whether there are SLA violations or not. Result®vsh
systems. (Table V.) that the Green policies result in lesgsumption
of power than SLA based policies. In SLA based qadj
. ) the total energy consumption (cooling and compytisgnot
Our simulated data center has 10 racks and in eath  ayailable since the inlet temperature is exceedddtines
there are 5 chasses, each has 5 servers (in ttalata  and this is not handled in the simulator. The nuhijective
center has 250 compute nodes). The simulated seaver of this experiment is to show the scalability ofeth
Proliant HP DL320. This server has a standby powefeveloped data center and also the impact of pdiased
consumption of 5Watts; when it is idle it consunig management.
Watts and, with a fully utilized CPU, it consume803
Watts [24][25]. The DL320 has an Intel® Xeon® -E3 ]
1200v2 processor which has frequency scaling lewbish ~ B- Prototype Management Environment

A. Experiment 1: Webserver Management

are 3.07, 3.2, and 4.2 GHz, which when normalizethe We have modeled our prototype management system
“base level” are 1, 1.07 and 1.37. The simulaigiz denter
has one HP cooler (refer to the thermal modéVjn TABLE \pléucv ﬁ%“é;ﬁfé’g‘:;%f?ggi? :EENSTLEARPROF'LE

In this experiment, we host a webserver in the data Scenario Green SLA
center with 80 (minimum) to 90 (maximum) computele® Computing power of 77108 | 9.6°10°8
allocated to the webserver. Compute nodes areatfiddo Webserver
the webserver. Workload is scaled up version dficrérom total energy consumption | 1.9*10%9 N/A
1999 world cup web traffic. We have attached a rganéo (Watt” Simulation Time)

. . L. Mean power consumption 26982 N/A

the webserver which monitors the SLA and, accordinigs (Watts)
active polices, does some actions. SLA is violatkeén the Number of times crossing re 0 475
response time is more than two simulator cyclesoTw temperature

distinct sets of policies are considered: a greafilp and

SLA profile (see Table Il. and Table 1i1.). Thesalipies are  (illustrated in Figure 4.), using a three levelraiehy. At
trying to minimize energy Consumption (Green po||Cythe bottom IeVEl, we have local AMs. Each local A$
profile) and minimize SLA violations (SLA policy pfile). ~ attached to a number of compute nodes. The selevet
The SLA policy profile is a time-triggered policgvery 60  0f AMs are called aggregate AMs; they logically segate

seconds). When triggered, the AM checks for any SL management responsibility from the local level te tata
violations in the system and tries to do dynamicUCP center level. AMs at this level have the AMs at first
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level as their managed elements. At the top lethelre is
one (or more for replication) Data Center AM whishthe
coordinator among all aggregate AMs. AMs

policy profiles at the system level: a Green and\ $lolicy
profiles as per our webserver experiment. We absee ha

in ourdata center AM which can change the system levelsAM

management system cooperate and so exchange itifemma policy profile based on their SLA violation statuH.there

with the other AMs in the level above or below. §hi
information is called heartbeat and configVectatadhat is
the sensor and actuator information. Heartbeatrindtion
can be fetched by the parent periodically or upba t
occurrence of any event, i.e. specified in the eyamt of
AM policy set, e.g. on an SLA violation or powerpca
violation. Aggregate level or data center level AMgy
inquire of their children for heartbeat updatesnake better
decisions. Any changes in configuration parametars
policies of the child are then sent from the pargkt as
configuration parameters. We have simulated thigopype
for just HPC type workload. We have attached an @ddal

is any SLA violation on any of the HPC systems, pibécy
tries to change the policy profile of all systemaséd on
whether they have an SLA violation (change it toApbor

not (change to Green) (see policies PL4 and PLbaible
VI). Upon any SLA violation in any system, theyllvéend
their heartbeat (SLA violation) to the data certét. Data
center AM will evaluate its policies and change aggtem
with a violation to an SLA based policy and thet refsthe
systems will be set to Green. We expect that, langing
policy profile of system dynamically, we can getttbe
results in terms of total energy consumption aiitl lshit

the number of SLA violations. Data center AM hatiqyoto

AM) to a HPC system and for number of HPC system (i deal with the Cooler - if the AM in the cooler dettea red
our case we have two) we have a data center leikl A temperature then it sends message to the datar ckkite
which manages HPC systems behavior beside other AMsee Table IV.). There is a policy for the datatee AM to

(the AM attached to the cooler in following it withe
explained) in the data center.

C. Experiment 2: HPC Data Center

In this experiment, we assume that each chassisri&s
blade server, so, in total, the data center hapi&ical
servers configured into two separate HPC systems;aj

30 compute nodes and one of 20 compute nodes. &ach

our HPC systems runs an HPC workload consistinigraf
and short batch jobs (their workloads are not theey.
Each job in the workload has an arrival time, dorat
needed CPU utilization (will be used for thermald®ab and

“block” an HPC system with lowest priority for arnmed of
time (timer is set to 2 minutes) to relief data teerload.
What we have simulated for blocking HPC systemas n
running any jobs from the workload and in case efvn
arrival jobs just queuing them and not dispatchimgm to
the compute nodes.

D. Experimental Scenarios

Five different scenarios have been considered to

evaluate the performance of having multiple autoigom
managers with varying sets of policies.

Scenario 1. No management: The data center has the

two running HPC systems, one with 30 compute naohes

deadline (maximum waiting time in the system beforea workload of 730 jobs and another system with @@pute

dispatching to a compute node). An SLA violatiartuars
when a deadline is passed for a job in the worklo@dio

nodes and a workload with 173 jobs.

Scenario 2. There is a manager at the system level,

system workloads have 730 and 173 jobs respectivelwhich has aSLA policy profile (see Table I.SLA Profile

which on average demand 3 compute nddés
Ponder-like [21] notation has been used to desaoilr
policies. For the simulation study, we assume, aeehwo

TABLE VI.

For AM Attached to HPC System/Webserver ). This
scenario runs for the small HPC system of 20 comput

nodes (we assume that the large HPC system isunotng

GREEN POLICY PROFILE FOPC LEVEL AM

PL4:
On Event: SLAViolation ; | SLAViolationy)
if (SLA; is violated)
begin
Switch systento SLA based

end
else
begin

Switch systemito Green
end

PL6:

On EventReceiving UpdateHeartbeat from Cooler
if (true)

begin

(block HPC system with lowest prioritystart a timer: “block timer|)Switch strategy

of all others to Green
end

PL3:
On Eventblock timer” trigger
if (true)
begin
Unblock the blocked system
End

PL5:
On Event: SLAViolation ; | SLAViolation,)
if (SLA; is violated)
begin
Switch systento SLA based

end
else
begin

Switch systemto Green
end
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TABLE VILI. COMPARISON BETWEEN DIFFERENT SCENARIOS
No management Single AM Multiple AMs
Scenario system in system level ( data center level and system level)
(Scenario 1) (Scenario 2 and 3) (Scenario 4 and 5)
Profile Policy N/A Green | SLA DC AM Profile policy is Green
Num. of HPC systems in DC 2 1 1 2
Number of SLA Violation 448 189 187 189 454
total energy consumption N/A 8,000,000 9,800,000 8,318,000 23,171,143
(Watt* Simulation Time)
Mean power consumption (Watt) N/A 6,430 7,287 6,518 11,956
Number of time crossing red temperature 91 0 0 0 3
Number of exchanged messages 0 226 22 253 2,764

in the data center). The goal here is to evaldaénpact of
the SLApolicy profile on power and performance.

Scenario 3. Exactly as scenario 2 except tl@reen
policy profile for system level AM.

and its policy profile isGreen The data center AM with the
Green policy profile is configured to dynamically change
the policy profile of system level AMs in accordanwith
the system’s SLA violations; if there are SLA leitions at

Scenario 4. We have two managers: one AM at thethe system level, its policy profile is altered lie SLA

system level (the small HPC system is running) dath

center level. The data center AM's policy profdeGreen

(see Table VI.). We aim to evaluate the impacthafnging

policy profiles of the HPC systems dynamically dret
power and performance. The main goal in Scenaii® té

consider how the data center level AM impacts thiealvior

of its lower level AMs. While data center level Aslgreen
means that it makes the system level AM to beh&sedo

when it is Green itself.

Scenario 5. We have both HPC systems with their AMs

running, an AM at the data center level, and thelarohas
its own manager that just checks for its maximuretin
temperature. If the inlet temperature is gredtantthe red
temperature of hardware in the data center (speekifi the
data center configuration), the cooler AM sendsessage
(UpdateHeartbeat message) to the data center AMa#k
to do something (refer to Table IV.). In this scemawe
assume that the policy available to the AM in th&adcenter
indicates that a system should be “blocked” — dsslgn

based in order to put more priority on achievingASlthan
on energy conservation. The result shows that lwnbaa
data center level manager able to dynamically $wits
corresponding system level AMs profile we can de&t t
same results as when the system level has Greditepro
policy. In Scenario 4, it is data center level A&t controls
the behavior of the system level AMs and by settiiaga
center to Green we implicitty mak system level AM t
behave close to Green profile policy.

F. Management Overhead

The management system is responsible for configurin
managing entities and making sure they have updated
context information. All communications are based o
message passing, which causes network traffic.odljh
hierarchical architecture is expected to have less
communication overhead, we consider the number of
exchanged messages between managing entities as
management overhead. As shown in Table VII. , dst |

decrease processing by not executing additionak.jobScenario which has an AM attached to the cooler dral
Obviously, the blocked system will suffer from SLA levels of AM is expected to have more messagesséhe
violations but the gain is that this decision addes Messages are passed between four different zontsn w
exceeding the red temperature for the whole datdece the two HPC systems, between the data center AMtfaend
System priority is defined with the HPC System HPC SyStem AMS, and between the cooler AM and the A

configuration.

E. Experimental Results

The result of running these scenarios is shownahbld
VII. The first scenario does not have a managemmeatule
and has two HPC systems.
the workloads results in the inlet temperaturehef tooler
exceeding the red temperature 91 times; as a rethalt
simulator is not able to calculate the total energgsumed.
As shown in Table VII. , Scenarios 2 and 3 invadvsingle
HPC system with a manager. Tl@&reen policy profile
consumes less energy and power than the same H¥&rsy
with the SLA policy profile while the number of SLA
violations is about the same. This scenario shoow h
small difference in policies can affect the ovetahavior.
In Scenario 4, we consider an AM at the data celetezl
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in the data center. The other expected overheddego the
actual computing resources consumed for management
activities (from the initialization of the managemeystem

to running the MAPE loop in each manager). We db no
actually execute managers within the simulation, ve®

Running these systener undccannot get an estimate from the simulator itsélbwever,

to estimate computing resources consumed by a meanag
we ran a “pseudo-manager” that executed and timed a
MAPE loop with 10 policies with fairly CPU intensv
actions as well as accessing a file to simulater¢hding of
policies — something that would not normally hapgeach
time through the MAPE loop. This manager was ranao
computer of roughly the same computational powethas

HP DL320. The result showed that this MAPE loop
consumes 0.00002% CPU utilization of the processgoch

is essentially negligible. Even if our measurenfé by a
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