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Abstract—Security in  large  distributed = computing Last, but not least, we want to provide these featu
infrastructures, peer-to-peer, or clouds, remains a important while minimizing the loss of performances.
issue and probably a strong obstacle for a lot ofgiential users We propose an abstract vision of a secure decizeial

of these types of computing infrastructures. In thé paper, we  distributed computing environment. This vision &sbd on

propose an architecture for large scale distributed the notion ofconfidence linkslt has been implemented in

infrastructures guaranteeing confidentiality and integrity of the ViSaG project (ViSaG stands for: Virtual Safeics

both the computation and the host computer. Our appach is  \vhich is presented in this paper.

based on the use of virtualization and we introduc¢he notion The rest of this paper is organized as followsised|

of ;onfidegciﬁnl{o Safelr{ eX?CUteh prg%rgrrés. we i?“\:ifhm?med details the main security issues we want to addsétssthe

and tested this approach using the -C++ tool, Is a . . . -

comprehensive object-oriented system to develop aligations \S/Lssc%gnplr\(;]eizsiﬁtcs“?ﬁe”; Sg"_sc:eff_s r:;ede\lllsvsr(\?crr]n?]dagnd be

in large decentralized distributed computing infragructures. used to imprl)ement the ViSaG model Sec,tion V deitiip
Keywords-virtualization; security in large digtributed system; ~ implementation of the ViSaG model using the POP-C++

grid middleware. middleware and Section VI presents the results aeeh

obtained. Finally, Section VII concludes this paper

. INTRODUCTION II. CURRENT SECURITY ISSUES IN GRID COMPUTING

Today, more and more applications require having As mentioned in the introduction, there are several

punctually access to significant computing poweheT gecyrity issues in current Grid middleware systémas must
purchasing of High Performance Computing (HPC)pe addressed. These issues are detailed below.
hardware is really profitable only in case of frequiusage.

There are several alternatives to purchasing HR@weae. A. How to ensure the integrity of the user's data tred
The two most popular are Clouds [11] and Grids [Ben user's calculations

if these two approaches are not totally identitay share at When a user submits a computation on a remote mechi

least one dlfflCUlty, which is the fact that theeusas to trust he must be sure that the owner of the remote resa@annot
the resources provider. In the case of Grid infaestires, interfere with his computation, or, at least, ifeté is

this problem is complemented by the fact that #&ource nterference the user must be aware of it.

provider also has to trust the user to be sure rilvaing ) ) ]

user’s tasks will not harm his own resources. Paiger will ~ B. How to ensure the integrity of the host machine

focus on how, by using virtualization, we can gutee Consider a user of the Grid willing to provide his
confidentiality and integrity of computing and rasce for  computing resources to the infrastructure. As tisisr does
the user and the resources provider in decentdalizenot have a strong control on who will execute a gobhis

distributed computing environments, such as Graiesys. resources, he wants that the middleware guarahteethat
The main questions we intend to answer are: the executed jobs cannot access unauthorized oesQur
* How to ensure the integrity of the user's datataed cannot harm his resources, and cannot use morerceso
user's calculations? than he agreed to allocate to them.

+ How to ensure the integrity of the host machine?  C. How to ensure the confidentiality of the
communications

We want to secure communications between nodes, Fir
we want to prevent communications from being seearty

+  How to safely use machines belonging to differentother person/system and also we do not want thynen
private networks in the presence of firewalls? could intercept and modify the transmitted data.

« How to ensure the confidentiality of the
communications?

« How to ensure that different users sharing the same
computing resource cannot interfere between each
other?
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D. How to safely use machines belonging to different
private networks (presence of firewalls)

One of the most difficult security problems when
deploying decentralized Grid middleware is due ke t
presence of private networks protected by firewatideed,
most of the time available resources in an institytwhich
could be part of a Grid, are resources located ovate
networks protected by firewalls. The question iswhto
make these resources available without creatingyetans
security holes in the firewalls.

E. How to ensure that different users using the same
computing resource cannot interfere between ealcérot

We also have to ensure that a user of a remoteneso
cannot harm processes of other users on the samaere
resource.

Usage of virtual machines in conjunction with Grids
address security issues has been already propossyeéral
papers, one of the first being [3]. Santhanam et[3l
propose four scenarios to deploy virtual machinesGoid.
None of these four scenarios exactly correspondsuto
approach, even if the fourth is the closest. Srattlal. [6]
propose a Grid environment enabling users to safstall
and use custom software on demand using an imag&an
station to create user-specific virtual machinesalkey et al.
[4] focus on creating, configuring and managingoexien

environments. The authors show how dynamic virtuaburing the execution of a given program,

environments can be modeled as Grid services alhmsing
a client to create, configure and manage remoteution
environments. In all these papers, the problemeplaying
virtual machines in a Grid is addressed in a géneey,
although Santhanam et al. [5] have used Condastotieir
scenarios. Our approach is different because théemoe
propose is closely related to an execution scheasedon
the paradigm of distributed object-oriented prograng.
The proposed solution is specifically designed dtves the
problems associated with this model such as thaioreand
destruction of the remote object (process) andipgssmote
objects as parameters of remote methods.

. THEVISAG MODEL
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Figure 1. A trusted network using SSH tunnels.

have manually exchanged their public keys. Theo$ell
computers together with all the confidence linksnfoa
connected graph, we call itteusted networkwhose nodes
are computers and edges are the confidence limkshd
remainder of this document, when no confusion issjixbe,

we often use the terms nodes and links, respegtivel
designate computers and confidence links. Although,
usually, computers are volatile resources, we watladdress
this aspect in this paper, where we made the agmmthat,
computers
participating to this execution do not fail. Firyallve assume
that the confidence links are reliable.

Figure 1 illustrates a computing Grid, as definbdwe,
where confidence links have been realized using SSH
(Secure Shell [10]) tunnels.

In the ViSaG execution model, computing resources a
requested on the fly during execution of the ajggiam.
Obtainment of requested resources is achieved dhroioe
usage of aesource discovery algorithmuhich runs on every
node and only uses confidence links. Usually, gtgerithm
is a variant of the flooding algorithms Details tfis
algorithm are not part of the model, but is an ienpéntation
issue. When a node, we call it theginator, needs a new
computing resource, it issues a request, which ‘bl

Unlike most existing Grid middleware, the approachhandled by the resource discovery algorithm.

proposed in the ViSaG project is based on the fonesfgal
assumption that a Grid infrastructure is a fullgetgralized
system, which, in a sense, is close the peer-to-{i22P)
network concept. At the hardware level, a compu@igl is
composed of an unknown, but large, number of coerput
owning computing resources. None of the computerthe
Grid has a global view of the overall infrastruetuEach
computer only knows a very limited number of neigifsbto
which it is directly connected by two-way confiderinks.
A confidence link is a bidirectional channel thibwas two
computers located at both ends of the link to cominate
safely at any time. How the confidence links aratdshed
is not part of the ViSaG model, but is a hypothesgisch
defines our vision of a computing Grid. However, van
give as an example of a confidence link, an SSHda

When the requested computing resource, provided by
node we will call thearget has been found, the originator of
the request must contact the target to launchdhgatation
and possibly communicate with it during the compaia
For the originator, one possibility would be to commicate
with the target by following confidence links. Thaption is,
obviously, very inefficient because it exaggeratddads all
intermediary nodes which have to route all messagas is
especially true when, during computation, nodes tmus
exchange large data as is often the case in HPIZa@mns.

A better solution would be for the originator, tontact the
target directly. Unfortunately, it is likely thale originator
does not have a direct link (a confidence link)wthe target
and, in addition, the target does not necessaelire to
create a direct confidence link with the originator

between two computers whose system managers, s, useNevertheless, as the request reached him following
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confidence links, the target could accept to lauvackirtual
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machine to provide the necessary computing ressuime
the originator. The virtual machine will act asamd box for .
the execution of the remote process. If the virtnathine is o, icence LimaN]
not permeable, this will guarantee that the exagutiode SSH tunnels
(the target) cannot be damaged by the executiothef -
remote process and that the computation made hyrtloess
cannot be biased by the node which hosts the catiput
(the target). To summarize, we can make the foligwi Hypervisor
statement:

The security of this execution model is only lichiby the
security offered by the virtual machine and theuséc
offered by the confidence links.

This is the very basic idea of the ViSaG model.
implementation of such a model raises numerousl|gmub
that we are going to address in the next sections.

Admin-VM Worker-VM1 Worker-VMn

Figure 2. Architecture of a node in the ViSaG niaaplementation

TheOf the node thanks to its confidence links, to dsk
computing resources. Then the request is propagiatedgh
the network by following confidence links. When tleguest
reaches a node which is able to provide the reedest
IV. THE POP-C+4EXECUTION MODEL computing resource, it answers the originator ef riaquest
by following back the confidence links. The origioaof the
request chooses, between all the positive ansteseived,
the resource it wants to use to create the paatielct and
remotely launch the execution of the parallel objeside a
virtual machine. In order to be able to use thecedore
presented above with the POP-C++ runtime, we had to
design a dedicated architecture for the nodes ®fGhd.
This architecture is presented in the next section.

A Grid computing infrastructure not only consists i
hardware but also requires the presence of a nviddée
which provides services and tools to develop anduto
applications on the Grid. Therefore, before preagnhow
the ViSaG model has been implemented we need tw kno
which Grid middleware our implementation is basad The
ViSaG model, as presented in the previous sedtias been
implemented in the POP-C++ Grid middleware [1]ohder
to achieve this task we had to adapt to the exatutiodel V. IMPLEMENTATION
of POP-C++, which is briefly presented below. Fooren
information of the POP-C++ tool please visit theFRO++ A, Node architecture
web site: http://gridgroup.hefr.ch/popc.

The POP-C++ tool implements tHOP programming
modelfirst introduced by Dr. Tuan Anh Nguyen in his PhD
thesis [2]. The POP programming model is basedhervery
simple idea that objects are suitable structuredigtribute
data and executable codes over heterogeneoushdistti
hardware and to make them interact between eae. oth

The object oriented paradigm has unified the conoép
module and type to create the new concept of cldss next
step introduced by the POP model is to unify thecept of
class with the concept of task (or process). Thigalized by
adding to traditional “sequential’ classes a neetyof
classesthe parallel class By instantiating parallel classes Wo
we are able to create a new category of objectscalle
parallel objects Parallel objects are objects that can b
remotely executed. They coexist and cooperate witla
traditional sequential objects during the applmati
execution.

POP-C++ is a comprehensive object-oriented framlewor
implementing the POP model as a minimal extensfotme
C++ programming language. It consists of a programgm
suite (language, compiler) and a run-time providitg
necessary services to run POP-C++ applications.

In the POP-C++ execution model, when a new parall
object is created, the node which required thetioreaf the
parallel object contacts the POP middleware runifoeglly
to ask for a new computing resource for this paralbject.
To find this new computing resource, the POP migdte
launches the resource discovery service availaltleei POP-
C++ middleware. This service will contact all theighbors

In the presented implementation, a node is a coenput
running a virtualization platform, or hypervisor.nQhis
platform, two or more virtual machines are deploy&He
first virtual machine, called theadministrator virtual
machine (or in short:Admin-VM is used to run the
POP-C++ runtime. The other virtual machines are the
worker virtual machines (or in shoorker-VN). They are
used by the Admin-VM to run parallel objects. Themin-
VM is connected to its direct neighbors in the Grigdthe
confidence links. The latter are implemented usBfgH
tunnels. Figure 2 illustrates this architecture.

One of the first questions we have to answer is hamny
rker-VMs do we launch on a specific node. In othe
words, do we launch all parallel objects in the saNorker-
M, or do we launch one Worker-VM for each parallel
bject allocated to this node? In order to guaeaigelation
between applications (see sub-section I.E) we diekito
allocate Worker-VM on an application basis: for iaeg
node, parallel objects belonging to the same aajidic (the
same POP-C++ program running instance) are exednted
the same Worker-VM. This choice implies that we aiée

to identify applications. For this purpose, we hate
generate a unique application identifier, calfgapUID, for
€ach POP-C++ program launched in the Grid. As weraa
fully decentralized environment, to guarantee tyioff the
identifier we have based it on the IP address efrbde
where the program is launched, the Unix procesadivell
as on the clock. This AppUID is added to all reqsids
allow identifying parallel objects belonging to tteame
POP-C++ program.
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Figure 3. Creation of a parallel object.

PuKs and therefore are able to establish an SSHetun
between them. This keys exchange process is dbestron
Figure 3.

The second situation we have to consider is when a
parallel object running on the virtual machine Vb&nds the
reference of a parallel object running on a virtoredchine
VMb to a third parallel object running on a virtimbchine
VMc. This situation is illustrated on Figure 4. such a
situation, the POP-C++ middleware must ensure \tab
and VMc can establish an SSH tunnel.

When this situation occurs, we necessarily havelgect
running on VMa calling a method of an object rumgnion
VMc. Thus, the first thing to do is to add the Paid the IP

When the Admin-VM launches a Worker-VM to provide address of VMb in the message sent by VMa to VMes T

a computing resource for the execution of a pdrabgect, it
must ensure that the node that originates the stdsi@ble
to safely contact this Worker-VM, i.e., is ableestablish an
SSH tunnel. This is realized through a key exchamgeess
which is detailed below.

B. Key exchange process

does not increase the number of messages butliistlys
increases the size of the message sent to execat@ate
method call. Next, along the confidence links, V&&énds its
PuK to VMb. Now VMb and VMa can establish an SSH
tunnel.

We claim that the proposed infrastructure solves faf
the issues mentioned in Section Il, namely, isfAeB, C

There are two main situations where the POP-C+sand E.

middleware needs to exchange keys between virtual

machines. The first one is, as mentioned abovenwheew

The integrity of the user’s data and the user'siudation
(issue A) as well as the integrity of the host nireHlissue

Worker-VM is launched, and the second is when thédB) are guaranteed by the isolation the virtual nrezh

reference of a parallel object is sent to anotharalfel
object. Indeed, as POP-C++
programming language, it is possible to pass tfexerce of
a parallel object as parameter of a method of anggarallel
object. As a consequence, these two parallel ahjpossibly
running on different nodes, must be able to compatei

Let us first consider the situation where a new Meor
VM is launched by the Admin-VM. This operation iset
consequence of a resource discovery request seatniogle
that asked for the creation of a new parallel dbj@bis
request contains, among other information, the ipukey
(rPuK) and the IP address (rIP) of the node that $iee

request. The Admin-VM launches the Worker-VM and

passes it the rPuK and the rIP address. The newlyched
Worker-VM generates a new pair of private/publigskand
sends its IPuK and IIP to the originator of theuest along
the confidence links. At this stage, both the omagor of the

request and the newly launched Worker-VM, have bott \
VMa VMc VMb
ObjectA ObjectC ObjectB
: call(&ObjectB, bPuK, blIP) :
g
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Figure 4. Passing a parallel object reference.
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provides between the host machines and the remotely

is based on the C+executed process. The confidentiality of the cominations

(issue C) is guaranteed by the SSH tunnels. Fina#lyeach
application is executed in a different virtual miaeh we
guarantee that different users using the same camgpu
resources cannot interfere between each othee(Esu

The last issue to solve (issue D) is to be abkafely use
machines belonging to different private networkgiiesence
of firewalls. Indeed the nodes belonging to a s&@ned are
not necessarily in the same administrative domaghcan be

o ﬁu

Private Zone

P+

07 puxs

uKB

Figure 5. Example of a Grid including a privatéwak
protected by a firewall
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separated by firewalls managed by different autiesti Our
goal is to enable these nodes to belong to the §ndeand
to be able to safely run parallel objects withopeming
security holes in firewalls.

Figure 5 shows a situation where three nodes (An@
C) are in a private network separated from the oéghe
Grid by a firewall. If at least one node of the dsbielonging
to the private network (node B on Figure 5) createkast
one confidence link with one node located on theioside
of the firewall (node D on Figure 5); then, it isgsible to
make this private network part of a Grid locatedsmle of
the private network. To achieve this goal we havéotiow
the following procedure. Suppose that a node Xatkat
somewhere in the Grid but outside the private ngtwo
launches a request for resources. By following icemice
links, this query can reach nodes located in theapy
network (thanks to the confidence link B-D). If ade inside
the private network, let's say node A, agrees toyoaut this
execution, it must establish a communication wité hode
X. To achieve this, the Admin-VM of node A will lach a
virtual machine (a Worker-VM) and will configure \tith
the public key of X contained in the request lawtthy
node X. The Worker-VM creates a pair of public/ptey
keys and transmits its public key to its Admin-VNihe
latter transmits, by following the confidence linksis public
key to the Worker-VM of the node X. Then, node X ca
establish an SSH tunnel with the Worker-VM startad
node A. Now, node X and node A which are not ingame
private network can safely directly communicate.

To be able to realize this communication, the fakw
must be configured in the following way:

The middleware must ensure that when the execofian
POP-C++ program terminates, all Worker-VMs allodate
this program are deleted (or reset), to ensure atdinks
established during the program execution are dgsiro

VI. TESTS

To demonstrate the feasibility of the ViSaG modes,
have developed a prototype integrated with the BDP-
middleware. This prototype uses the VMware ESXi
hypervisor [8] to manage virtual machines.

The virtual machine management layer can starp, sto
revert, and clone virtual machines. It also alldavexchange
SSH PKI and to get the IP address of a virtual rimechAll
these operations are performed thanks tolithért library
[9] and the proprietaryvMWare VIX API As much as
possible, we used libvirt to be compatible withfatiént
hypervisor virtualization platforms. Unfortunatelpot all
desired features were available, so we had togfigirtely on
the proprietaryVIX API for a few key features such as
cloning virtual machines and information gathering.

The SSH tunneling management is independent of any
API| because it uses the installed version of SShit@te
and manage SSH tunnel. In our infrastructure, tis¢alled
version was OpenSSH running on Ubuntu 10.04 operati
system.

To test our model and our prototype, we have deglay
Grid on two different sites. The first site was thecole
d’'ingénieurs et d'architectes” in the city of Fribbg in
Switzerland and the second was “Haute école duageys
d'ingénierie et d'architecture” in the city of Geaein
Switzerland. These two sites were connected onlynteynet

* It must allow the permanent SSH tunnel betweerand therefore, the security was a key point. Morpdrtant,

nodes B and D.

e It must allow temporary establishment of an SSH
tunnel between any node outside the local network

and any Worker-VM launched by any Admin-VM
inside the local network.

We claim that this configuration of a firewall ignfectly

acceptable and does not create security holes éf th

administrator of the private network follows thdldaving
recommendations. First, the node D, which in asemss as
a bridge toward outside the private network, musuhder
the control of the administrator of the privatewmtk. The
Admin-VM running on this node must only run the imial
services required by the POP-C++ middleware. Incase,
the SSH services with node B and the few fixed m@igs it
will manually establish a confidence link with. $ad, when
installing the POP-C++ middleware in the privatéwuaek,
the administrator must take the following precautids the
POP-C++ middleware creates and launches virtuahimes,
a good policy is to reserve a set of well-definecatldresses
only for this purpose and then to open, in thewfak, the
SSH service only for this set of IP addresses. Whils
guarantee that the nodes external to the privateonke can

the two sites have totally different administratimetwork
management, as required to make the test sigrifican

We have been able to run several distributed agijiics
tten with POP-C++ between the two sites in asparent
way for the users. The performance loss was aduepthe
main slowdown is due to the startup of the virtmalchines.

VIl. CONCLUSION AND PERSPECTIVES

This paper addressed the security issues in thextoof
a fully decentralized Grid infrastructure. Grid somers,
system managers, local users of a shared resoweteork
administrators, etc., are different actors involved
distributed computing, and as such they need ggcuri
guarantees to accept taking part in a Grid infeastire. Our
solution takes advantage of virtualization as avlat®on
means, and on public key cryptography.

The existing POP-C++ Grid middleware is taken as th
illustration of the decentralized Grid paradigm.

POP-C++ offers "parallel objects” as a programming
model that essentially hides the complexity of Bed
aspects (localvs remote access, heterogeneous machines,
resource discovery, etc.). On top of this architext and
with no further constraint on the developer, ourwne

only access, through SSH, Worker-VMs handled by thémplementation adds the wrapping of the parallgecis
POP-C++ middleware. Of course, we make the assampti within virtual machines, as well as secure commatioos

that the POP-C++ middleware itself is not malicious
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via SSH tunneling. Combining those two featuresdsia
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convincing answer to the security issues in deaénéd

Grids. Two levels of activities in the Grid aretaiguished:
e Setup: to join a grid returns to configure andtséar
dedicated virtual machine (VM-Admin), which

manages the POP-C++ services. The setup phase °

establishes connections to other nodes of the Grid;
those confidence links ensure the connectivityhef t
Grid. The Admin-VM never executes user code
itself, but has control over a pool of virtual mis

for the user jobs. The setup is considered asal loc
event (it does not need to stop the Grid), and it
typically involves a manual intervention of a user
responsible of the Grid installation.

e Grid computing: when a POP-C++ user program is
launched, the Admin-VMs communicate to
distribute the jobs on the available resources;whe [
accepts a job, an Admin-VM wraps that job in a
virtual machine (Worker-VM) that will be devoted 2]
to that running instance of the Grid program. The
necessary encrypted connections with other Worker-
VMs are automatically established, as our syste
takes care of conveying the needed public keys from
node to node.

Thus launching a program on the Grid causes thedafta
several virtual machines that will be dedicated this
computation, with the appropriate communicationotogy.
When the distributed program terminates, no tratétso
execution remain (the involved virtual machines egset
before being recycled).

Our prototype has been implemented with ESXi virtua
machines, but the code relies on libvirt, so thettipg to
another virtualization technology is greatly sirfipti.

The value of virtualization as a companion of Grid
technology has been shown for many years. In aaleed
Grid architecture, using virtual machines instebghysical
systems can for instance greatly simplify Grid
reconfiguration or load balancing. In the decerteal
approach that we advocate, virtual machines ard asean
isolation wrapper for pieces of distributed compgti a
means to guarantee an appropriate security level.

In the course of our work, we identified severaluiss
that need to be further investigated:

e It would be interesting to bring the current vensio

(4]

(5]

(6]

(7]

(8]
(9]

only, and that are unable to cause any damagein th
hosting environment (in particular no other network
traffic).

In our system, one hypothesis about security is tha
the POP-C++ installation is safe; we should study
how this can be guaranteed and verified by the
different Grid nodes.
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