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Abstract— A concept called “software-defined networking”  network resources are virtualized enough. Althotrgiffic
(SDN) is applied to carrier networks as one way toadd  patterns produced by cloud computing are volatdeaoise
flexibility to those networks. To apply SDN to carier networks,  of sporadic increases and decreases in the nuriibértaal
a resource-pooling mechanism in MPLS-TP networks is Machines (VMs), networks are not necessarily chdnge
proposed. The feasibility of the proposed resourcpeoling  flexibly enough to keep up with such volatility.
mechanism applied to Multi-Protocol Label Switching — In light of this background, Software-Defined
Transport Profile (MPLS-TP) networks was evaluated in Networking (SDN) is getting wide attention. SDN s
terms of service agility. Moreover, a controller, viich utilizes concept that separates the control plane of netdexkces
prototyped and evalusted. The tme requred for thezonraller  TO their data plane and puis the control planerie place.
. . The controllerput in that place then controls the entire
to allocate pooled resources in MPLS-TP networks ttP traffic network [4]. This centralized controller is expette have

is sufficiently short. This result indicates that he proposed IS . ;
mechanism will help to flexibly change carrier networks and the capability to control network resources virtyal is also

reduce manual configurations spanning multiple layes. expected to provide flexibility and reliability opehalf of

Consequently, the proposed mechanism will help assuservice ~ network devices by making full use of virtualizatio
agility. These technological trends in networks are often

mentioned within the context of data-center network
Keywords-Cloud computing; SDN; MPLSTP; service  However, they are not limited to data-center neksor
agility; Carrier networks, i.e., the backbone-network infragure
managed by telecommunication-service providers, adge
. INTRODUCTION affected by the volatile nature of traffic resuffifrom the

. . gncreasing number of services provided on the cloud

As cloud computing continues to grow, the number ofoompyting platform. In this regard, it is necesghat carrier

cloud services is increasing dramatically [1]. @oOu npepworks support SDN; in other words, carrier nekso
computing is a technology that enables users tesacta |,,st be virtualized and flexible [5].

large pool of data and computational resourcesatet far There are, however, several issues concerning nturre
afield via the Internet [2]. These resources arestpo carrier networks, and these issues are describgddtion II.
deployed in data centers and are provided to isensaking T4 aqdress these issues, as described in SectjcMUllti-

full use of “virtualization.” Through these reso@s¢ protocol Label Switching — Transport Profile” (MPI®)
“dynamically composable services” can be deployedugh  enyorks have been proposed as a field where SDN is
“Web service interfaces [3].” Users can easily dealibly  jnyoduced in  carrier networks. A resource-pooling
start their own services using these resources. mechanism in MPLS-TP networks and collaboration

For example, online-game providers can use a larggeyeen MPLS-TP and IP networks have also beeropeab
amount of computational resources during the lawfcheir 110 application of the proposed mechanism is desdrin

service in order to attract a large number of usengy can  gection IV, and the proposed mechanism is evaluited

thus reduce the amount of investment that they &voulgection v, Finally, future work concerning the maatsm is
otherwise have needed if they prepared the res®urcg,entioned in Section VI.

themselves.
People are now using these resources as if theg wer Il.  ISSUES CONCERNINCCARRIER NETWORKS
!gci'gredelon éﬂcaloci?ergpgtertsheA rﬂoilij?_c?r?gfggsni?\ arm_nd%n As mentioned in Section |, network traffic produdey
gely supp y pidly 9 cloud computing is putting a heavy burden on carrie

available on the Internet. Even so, it is hard ay shat networks. The volatile nature of traffic generatgd VMs
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and various kinds of services, such as video strearnd
gaming on-line, that are provided on a cloud-corimgut
platform are also negatively affecting carrier nats.
According to Manzalini et al. [6], for example, niog a VM
across a Wide-Area Network (WAN) requires at |e@a2?

resource to a user, but it is different in that theoled
resource is in the transport layer of a carriewoet.

A. MPLSTP as a packet-transport technology
MPLS-TP is a protocol being standardized by the

Mbps of bandwidth throughout the WAN. On top ofttha Internet Engineering Task Force (IETF). Originaliye

requirement, due to accelerating globalization, riear
networks are expected to deal with more-frequeniests to

International Telecommunication Union Telecommutdca
Standardization Sector (ITU-T) was working on the

make network changes spanning long distances. iB1 thpreceding Transport — Multi-Protocol Label Switahi(r-

regard, introducing SDN into carrier networks wiklp to
satisfy these expectations.

MPLS) protocol in order to emulate the SONET/SDH
protocols by developing a whole new range of cagiass

However, current carrier networks have at least tweservice attributes [13]. However, the IETF took otlee T-

issues concerning introducing SDN. As for the fisstue,

carrier networks must be tightly controlled to pdzv high

reliability. As for the second issue, they must rbelti-

layered and allow communications between operatdrs
different layers. These issues are described imildas

follows.

A. Rigidness of carrier networks

In contrast to the “routed-packet network [7],” winiis
highly distributed, and therefore, not necessaigected to
provide high reliability, a carrier network is exped to
ensure high reliability. For example, transporthtemogies

MPLS standardization as MPLS-TP in order to provide
compatibility with IP/MPLS. Accordingly, it has bee
reported that the stage is set for replacemenONEI/SDH

in packet networks [13].

The architecture of MPLS-TP is shown in Figure heT
controller manages the entire MPLS-TP network [14]a
sense that the control plane and data plane amrated,
MPLS-TP networks are managed in the same manner as
SDN. The controller “simply sets up one tunnel,inady, a
Label-Switched Path (LSP) and a pseudo wire, “femuarce
to destination [15].” These tunnels, “due to their
deterministic nature of bandwidth and delay, previd

used by carrier networks, such as Synchronous &@pticcarrier-class solution for transport of any payl§Hs].”

NETwork/Synchronous Digital Hierarchy (SONET/SDH)

[8], are equipped with high-reliability functionsuch as
guaranteeing bandwidth, path protection within
milliseconds, and “Operation, Administration,
Maintenance” (OAM). Provisioning in the transpayer is,
therefore, rigid and requires significant humareiméntion
[9].

B. Multi-layersin carrier networks

Current carrier networks are mostly multi-layeredd
their core is made from optical transport netwoddssisting
of Wavelength-Division Multiplexing (WDM) [10] deges

and SONET/SDH devices. Routed-packet networks, yame

IP networks consisting of routers and switches;osund the
core of the carrier networks. As of now, each tgpeevice
is managed by a different operator. When carrieagtwo
change their networks, operators of different laybus have
to communicate with each other, resulting in a l@agl time.
Setting up or modifying carrier networks, which déhwes a
man-to-man interface, lasts days or even weeks [11]
These issues are making it difficult for carrietwarks
to meet current demand and to achieve servicetyagtliis
thus acutely necessary to realize flexibility witho
undermining the current high reliability of carrigetworks.

. PROPOSAL OFRESOURCEPOOLING

To address the issues described in the previoti®sea
packet-transport technology called “MPLS-TP” is ligghas
one field in which SDN can be introduced. To realiz
service agility, a resource-pooling mechanism orLBHHP

[ d

REST, etc. (Northbound IF)

50
and

Controller

TL1 (Southbound IF)

Premise A

Figure 1. Architecture of MPLS-TP networks.

The functions of MPLS-TP for providing high relitityi
are well developed. For example, once configuredaon
MPLS-TP device, a working LSP is required to switoha
standby LSP within 50 milliseconds when it is dastgrhe
continuity over the LSP is checked before the fiatket is
sent from the source to destination.

Although one of the advantages of SDN is that the
controller ensures reliability on behalf of netwaldvices by
making full use of virtualization, it is suggesthdre that
reliability should be ensured by MPLS-TP devices.t@p of
that suggestion, it is also suggested that flagghih carrier
networks should be attained by introducing a ressur
pooling mechanism on MPLS-TP networks.

B. Resource-pooling mechanismin MPLS-TP networks
As a method to flexibly change MPLS-TP networksin

networks and collaboration between MPLS-TP and |pshort lead time in accordance with certain traffatterns or
networks are proposed. This approach is similar td!S€r demands, using a LSP and a pseudo wire aoarce

CloudNet [12] in that a controller assigns a poatetivork
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pool is proposed in this section.
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According to Wischik et al. [16], “resource poolinig
defined as a technology that “helps robustnessaptiilure,
load balancing, and flexibility in the face of bisref traffic
while avoiding problems and limitations.”
according to Gmach et al. [17], “many enterprises a
beginning to exploit a shared-resource-pool envirent to
lower their infrastructure and management costsitidy
these circumstances, the proposed
mechanism on a carrier network therefore targetéesing
flexibility in the face of bursts of traffic.

To create a resource pool composed of LSPs andipse
wires, first, the resources should be set in adwarite
status of these resources, such as “used” and édrius
should be held by the controller. When in needfleixtbility
in the face of bursts of traffic,” the controllect@ates the
pooled and unused LSPs and pseudo wires. It thecatds
the resource to a certain traffic pattern or a deenand.

C. Resource allocation through collaboration

When a pooled resource of LSPs and pseudo wires
used to transport traffic sent from “routed paaketworks,”
this traffic sent over the pooled resource is H¥fitr. In this
case, the controller needs to know the attribufethe IP
traffic. Accordingly, the controller must managet ranly

Moreover,

determines that the pseudo wire with ID “1” meétss t
demand. It then allocates that pseudo wire to lfPdtaffic.

For example, when a user demands that its IP dr&fbim
address “100.100.100.0/24" of premise A to address
“100.100.200.0/24" of premise B is sent over carrie
networks with guaranteed bandwidth of 10 Gbps withi
certain period of time, under the assumption thatrbuting

resource-poolirgpnfiguration has already been made on the edgeVRes,

the controller assigns VLAN ID tag “10” to the IRffic on
the edge IP devices.

A different collaboration scenario is also possiblibe
controller can retrieve information about IP netkgoand
change the attributes of pooled resources in MPBS-T
networks accordingly. For example, when a user delsia
that its IP traffic from address “100.100.100.0/24f
premise A to address “100.100.200.0/24” of prerBiggvith
already assigned VLAN ID “507) is sent over carrier
networks with guaranteed bandwidth of 10 Gbps, the
controller changes the assignment of the pseude from
WLAN ID “10” to “50.”

The first scenario mentioned above is focused is th
study as a way to achieve service agility under the
assumption that configuring an IP device is lesneti
consuming than configuring an MPLS-TP device.

MPLS-TP networks but also IP networks. As shown in

Figure 2, the controller then allocates pooled ueses in
MPLS-TP networks to IP networks.

(2) Hold as resource pool

RSN o orionna
¥

10G (a}, (e}, (d) 10 (3) Receive a request of resource for IP traffic
(], {B], (<], {d)
(a), (), (g, (d)
(al, {f), igl. (d)

Controller

AW e
n
@

Netconf, SNMP, etc.
(Southbound IF)

Premise A

LSP anél‘p‘sgadu wire

Figure 2. Collaboration between MPLS-TP and IP networks.

There are several possible scenarios about hovwgdaau

resource pool on an MPLS-TP network. One of thes:

scenarios is shown in Figure 2. First, the corgroll
configures LSPs and pseudo wires in advance, ssicines
that starts from MPLS-TP device (a) through (ejdp and
holds these resources as a pooled resource. THioltam

IV. USECASE AND EFFECTS

A. Usecase

A use case in which a resource is shared by mailtipl
users in a short interval, nametlata backup, is depicted in
Figure 3.
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Figure 3. Use case of resource pooling in MPLS-TP networks.

then associates each pseudo wire with a virtual-LAN As shown in the ﬁgure’ IP traffic between premi%s

identifier (VLAN ID) in order to transport IP traff over the
pseudo wire [18]. For example, in the figure, psewdre
with ID “1” is associated with VLAN ID “10.” Thereire, 1P
traffic with VLAN ID tag “10” in its layer-2 headewhich is
sent to MPLS-TP device (a), will be transported rotre
pseudo wire with ID “1.” This traffic will thus beansported
from MPLS-TP device (a) through (e) to (d).

When a user of IP traffic demands that its traificent
between premises A and B with guaranteed bandwitil®
Gbps within a certain period of time, the contmolle
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and D is already assign&lL AN ID “30,” meaning that the
IP traffic is transported over the pseudo wire with”3”
with guaranteed bandwidth &f Gbps. In contrast, IP traffic
between premises B and E is already assigned VLBN |
“40,” meaning that the IP traffic is transportedeoypseudo
wire with ID “4” with guaranteed bandwidth of 3 Ghp

When a user demands that its IP traffic betweemijses
A and D to be sent over carrier networks with gotred
bandwidth of 10 Gbps for data backup only at nighe
controller acknowledges the demand and assigns VLAN
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tag “10” to this IP traffic at night. Under this rfiguration,
IP traffic between premises A and D is switchedmfro
pseudo wire with ID “3,” which has a narrower baiuitv,
to pseudo wire with ID “1,” which has a larger badth.

This use case concerns a resource being allocated t
user as a data-backup network in a short lead tirhés
method achieves flexibility in the face of burstsraffic.

B. Expected effects

The use case described in the previous sectidfeitige
in an environment where users do not always usedulhe
potential of guaranteed bandwidth, which is alledat
according to the contract between a user and &carr

As shown in Figure 4, by enabling the controller to
handle a resource pool on MPLS-TP networks and to

allocate this resource to IP traffic, resourcesMiALS-TP
networks will be effectively used by multiple usérsa short
interval.

Muttiple 1P traffics are sccommodated
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Figure 4. Effects of resource pooling in MPLS-TP networks.

In the left graph, a certain bandwidth is exclukive
allocated to one user according to the contracidsen the
user and carrier, and that bandwidth is used by omé type
of IP traffic. In this case, bandwidth is undeiigd. In
contrast, in the right graph, bandwidth is utilizegbore
effectively since it is shared as a resource pgoinlltiple
types of IP traffic in a short interval.

Today, a large amount of lead time is requirednange
carrier networks. However, thanks to the resouaipg

address “100.100.200.0/24” should be transportedha
carrier network with a guaranteed bandwidth of tp&

Application

3 REST [Northbound IF)
! MLO (Controller)

!
¥ Network Resource
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- LSP

~topology
*address.
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Figure 5. User interface for configuring MLO.

The MLO includes a NetWork DataBase (NWDB) in
addition to the resource pool. Topology and addd=is
concerning MPLS-TP and IP networks are held inside
database. When the MLO receives a user demandgthrou
the REST interface, it determines which edge IRad=vthis
IP traffic belongs to by referring to the NWDB. #so
identifies physical ports of these IP devices tigtowhich
this IP traffic goes. Then, the MLO identifies MRI®
devices that are connected to the physical porte@kdge
IP devices. Since the IP traffic will be transpdrteetween
these MPLS-TP devices, the MLO, finally, searchles t
resource pool to find the pooled resource that snéet
user's demand.

B. Dataretrieval of MPLS TP networks through TL1

For the MLO to hold and manage the resource pool, i
needs to obtain the current status of MPLS-TP nedsvo
from MPLS-TP devices. Statuses of MPLS-TP netwaires
retrieved from MPLS-TP devices through Transaction

mechanism and the controller that manages it for IRanguage 1 (TL1).

networks, carrier networks can be flexibly changed
accordance with frequent user demands and volaiféic
patterns resulting from cloud computing. The cdierowill

If the MLO receives a user demand for guaranteed
bandwidth of 10 Gbps for certain IP traffic, it aske
resource pool whether there is a pseudo wire thatagtees

also reduce the amount of operators’ communicationg pandwidth of 10 Gbps. If it determines that psewdre

between different layers.

V.

A  prototype controller, named “Multi-Layer
Orchestrator” (MLO), which adopts the resource-pupl

PROTOTYPEUSING RESOURCEPOOLING

with ID “1” has the desired bandwidth of 10 Gbps, i
searches for the VLAN ID associated with that psewite.

If the VLAN ID is “10,” the MLO assigns this VLAND to
the IP traffic. Then, the MLO configures the IP weg to
allocate a VLAN ID to the IP traffic.

mechanism and controls MPLS-TP and IP networks in a

collaborative manner, is described as follows.

A. User interface for configuring MLO

An overview of the controller, implemented as the®/
is shown in Figure 5. The MLO provides a REpredéeal
State Transfer (REST) interface as a northbouneffate.
Through an application that uses this interfaceisar can
request a transport network with a guaranteed bittlow
Manipulating the Graphical User Interface (GUI) thie
application, the user can specify a source andindgisi
between which its IP traffic is transported. Therusan also
request a guaranteed bandwidth. For example, tbe aa
demand that IP traffic from address “100.100.1@30to

Copyright (c) IARIA, 2014.  ISBN: 978-1-61208-338-4

C. Configuration of 1P networks through NETCONF

To assign a VLAN ID to IP traffic, the MLO needs to
configure a VLAN ID on IP devices. VLAN ID tags dR
devices are configured through NETCONF [19].

If the MLO concludes that it must assign VLAN ID
“10” to a requested IP traffic, it associates VLAN tag
“10” to the ports of the source and destinatiordéices in
which the IP traffic is transported. If another VNAD is
already associated with the IP traffic, the MLO rtpes the
VLAN ID from the previous VLAN ID to “10.”

With this method, the MLO consequently switches the
pseudo wire from an old one to a new one over wiich
traffic is sent.
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VI.

To evaluate the feasibility of the MLO in terms of
service agility, the configuration time was evaadhtas
explained below.

EVALUATIONS

A. Evaluation method

The MLO was evaluated in the following environment.
Both an application and the MLO were run on a galrer
purpose computer, whose specification is listed able I.
The application, through which a user specifiedémand,
was implemented with a Java Development Kit (JI2Q) |

The interface, through which the MLO controls MPLS-
TP devices, was implemented with JDK. And NETCONF,
through which the MLO controls IP devices, was
implemented by using the AX — Open Networking —
Application Programming Interface (AX-ON-API), wihids
a Java library [21].

TABLE I. SPECIFICATION OFAPPLICATION AND MLO

Specification items Application MLO
Operating system Windows 7 [22] Ubuntu 12.04 [23]
Processor 2.5 GHz 2.67 GHz
Memory 4 Gbytes 3 Gbytes
Network interface card 1 Gbps 1 Gbps
Runtime environment Java 7 Java 7
NETCONF implementation — AX-ON-API

A testbed composed of an application, the MLO, ghre
MPLS-TP devices, and two IP devices (as shown guirei 6
with the specification listed in Table 1) was ctmsted. The
data plane between MPLS-TP and IP devices was wiyed
using 10G Ethernet. The control plane between th® Mnd
all the network devices was wired by using 1G Hiker

'ﬂ Application

REST (Northbound IF)

MLO (Controller)

TL1 (Southbound IF) NETCONF (Southbound IF)

Figure 6. Configuration of testbed.

TABLE II. SPECIFICATION OFMPLS-TPAND IP DEVICES

Number of device:
3
2

Product name
AMN 6400 [24]
AX 8616 [25]

Type of device
MPLS-TP devices
IP devices

B. Resultsof evaluation

The time of information retrieval from MPLS-TP dees
was evaluated, and the results of the evaluatieristed in
Table lll. When the MLO retrieved information aboat
pseudo wire from MPLS-TP devices in order to hdidtt
information as the resource pool, the time needad W5
seconds. In addition, the time to configure theléRices was
evaluated. When the MLO configures the IP deviths,
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time needed was 13.6 seconds. In total, the timeeBburce
allocation, i.e., the time from the point that theser
demanded a network change to the point that a resaf
MPLS-TP networks was allocated to the user, wa$ 16.
seconds.

TABLE III. EVALUATION RESULTS

Evaluation item Results
Time to retrieve information from MPLS-TP devices .5 $econds
Time to configure IP devices 13.6 seconds
MLO's internal processing tir 1.4 seconc
Total time to allocate resource to a user 16.5re%0

On this testbed, the resource pool composed of la8Bs
pseudo wires was set in advance. The user thenrisntizat
its IP traffic is sent between two MPLS-TP deviceith
guaranteed bandwidth. After receiving the user deinthe
MLO analyzes the demand, searches the resourcefqool
the demand, and configures IP devices accordinghad
time, namely, the time from the point of “user dewha
made at “application” in the figure, to the poirit‘cesource
allocation,” displayed at “application,” was evaie

The time required for retrieving information fromRUS-
TP networks in a carrier network was short. The @mhof
time is not expected to increase linearly in acancg with
the number of MPLS-TP devices since informationmfro
each MPLS-TP device is retrieved in parallel. Thesult
indicates that the controller can get timely infatian from
MPLS-TP devices. The resource pool held in the MEO
thus always up-to-date as long as the MLO retrieves
information in a short interval.

Currently, it is common to take days or weeks tange
the transport technology used in carrier networkslis, there
is a trend to reduce provisioning time to minutgsplacing
the service layer on top of the management sysigms
controllers) [12]. In this regard, the proposed hztsm
aligns with this trend and achieves sufficientlyoghlead
time and service agility.

Consequently, by having a resource-pool mechanism i
the MPLS-TP network and making collaboration betwee
MPLS-TP and IP networks, the MPLS-TP network in a
carrier network is controlled flexibly. Accordingly
guaranteed bandwidth provided by an LSP and pseirdo
in carrier networks is flexibly allocated to IP ffia
according to changes in IP traffic.

VIl.  CONCLUSIONS ANDFUTURE WORK

A growing number of services are provided by cloud
computing. The volatile nature of traffic attribdtéo the
behavior of VMs and the increasing number of sewic
provided by cloud computing are, however, negativel
affecting carrier networks. To keep up with thesends,
carrier networks must be controlled flexibly by SDN

However, because of a carrier's responsibility rovjgle
high reliability, transport technology in currentarder
networks is strictly controlled. Moreover, becausarier
networks are multi-layered, communications between
operators of different layers are necessary. Thssees
result in long lead times to change carrier network
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To control transport technology in carrier netwotks

SDN, a resource-pooling mechanism on MPLS-TP nédsvor
and collaboration between MPLS-TP and IP networles a (8]

proposed. More specifically, a controller (namedL®?),
which manages pooled LSPs and pseudo wires archado
these resources to IP traffic according to userahels, is
proposed.
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