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Abstract—Distributed processing environment has emged
as a new vision for future network based -calculatio,
allowing the federation of heterogeneous computing
resources to incorporate the power. Cloud computings a
new computing paradigm composed of a combination afrid
computing and utility computing concepts. In cloud
computing, the prediction methods play a key role n
managing large scale of computation capacity. In ib paper,
a modelling approach to predict the future CPU loadvalue is
presented. The proposed approach employs a compuianal
intelligence technique to classify the CPU load tim series
into similarity component group. This technique is lased on
the Fuzzy Subtractive Clustering algorithm and a
combination of local Adaptive Network-based Fuzzy
Inference System. The results of an exhaustive seff o
experiments are reported to validate the proposedngdiction
model and to evaluate the accuracy of their predigbn.
Experimental results demonstrate both feasibility ad
effectiveness of our approach that achieves imponta
improvement with respect to the existing CPU load
prediction models.

Keywords-Subtractive clustering; CPU load prediction;
cloud computing; system modelling; ANFIS.

. INTRODUCTION

Heterogeneous computer network
involve effective utilization of the distributeds®urces to
achieve high performance computing. Cloud compuiting
a new computing paradigm composed of a combination
grid computing and utility computing concepts. Glou
promises high scalability, flexibility and cost-effeeness
to satisfy emerging computing requirements; theegfo
they can treat task scheduling and resource aitocater
the virtual clusters [1]. In the literature, variou
architectures have been proposed to satisfy the'suse
needs in terms of computational power through e af
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Many interesting modelling strategies have been
proposed to predict available CPU load in a grid
computing environment [3,4,5]. The main contribnotiof
the present paper relies on the integration ostheractive
clustering technique and the Fuzzy Inference Sy ®)
to make short and medium-term predictions of CPU
availability on time-shared environment systems.e Th
proposed approach predicts the future value of GRd
based on a set of local Adaptive Network-based yuzz
Inference System (ANFIS) predictors to perform shor
term accurate and mid-term reliable prediction gigine
selection instances in several past steps. Wepatgmse a
deterministic approach for k-folds cross-validatitmat
constructs representative rather random folds. ddtrdhis
approach, we attempt to reduce the effects of usitg a
few instances for training.

The rest of this paper is organized as followstiSe 2
reviews the related works about CPU load prediction
approaches in time-shared systems. Section 3 piseten
proposed subtractive clustering-based ANFIS pridict
model. This section also describes how this sofwiar
used to carry out experiments. Experimental resafes
reported in Section 4. Conclusions and directiondifture
work end the paper.

.  RELATED WORK

A Cloud computing platform offers to users a
virtualized distributed system, where computingoteses
are dynamically allocated to satisfy a user's Sentievel
Agreement. Predicting the processor availabilitygdmew
process or task in computer network systems is sic ba
problem arising in many important contexts. Maksugh
predictions is not easy because of the dynamicreaiti
current computer systems and their workload.

The Network Weather Service (NWS) [3] is the most
famous system designed to provide dynamic resource

distributed computing resources [2]. In distributedperformance forecasting. The predictive methodeectly

parameters monitoring in terms of CPU load, mensirg,
bandwidth and latency. Irrespective of the naturé the
type of the used distributed processing environmere
creation of

resource pools should satisfy severalidied different

average, last measurement, adaptive window average,
median filter, adaptive window mediamtrimmed mean,
stochastic gradient, and auto-regression (AR). Oila
linear series models including

requirements for each parameter quality during theyioregressive, moving average, autoregressive ngovi

computation service. To efficiently provision contipg
resources in the cloud, the ability to accuratetgdpct
resource capabilities is of great importance sinpermits
to determine how to use time-shared resources.
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average, autoregressive integrated moving average a
autoregressive fractionally integrated moving agera
models, for predicting future loads from 1 to 3@mwls.
Huo et al. [7] evaluated four criteria to determitie
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optimal order of AR models: Final Prediction Er(6PE),

Akaike's Information Criterion (AIC), Minimum CPU Load Traces
Description Length (MDL) and Bayesian Information Historic

Criterion (BIC). The authors claimed that the Bi@erion

performs better than other criteria. An approactedaon y(t) s

the Tendency-Based and Polynomial fitting method Subtractive clustering approach
predictor is proposed by Yang et al. [8]. Lianga&t[9],

presented a more-generic prediction scheme usitigtbe Clusterl  erarsrarersaeess Cluster .

autocorrelation of CPU load and the cross corabati
between CPU load and free memory to achieve higher
CPU load prediction accuracy. In [10], Zhang etatkled

the problem of predicting available CPU performairmca
time-shared grid system. Their strategy forecdmtduture
CPU load based on the variety tendency in sevasl p
steps and in previous similar patterns. Recenty, limear
models have been tried for time series prediction
[11,12,13]. Liu et al. [13] proposed a hybrid namehr
time-series segmentation algorithm to discover tihma Choice of the corresponding ANFIS predidtor
series pattern. In the experiment, they compared si . o
approaches including LAST, MEAN, Exponential :

Smoothing, Moving Average, AR and Network Weather
Service. Dy(t) :CPU load time series.

The present framework is related to our prior réfin y,(t) :Outputfrom ANFIS J attime t.
CPU load prediction and complements the existing MCE : Minimum Checking Error
performance CPU load prediction schemes [11, 18] @i _
modification of the soft computing algorithm usiray Figure 1.
subtractive clustering method. The new predictigstean
combines the subtractive clustering method and ANA A, CPU load time series clustering
strong point of our model is that it contains thens set of

predictors which are able to deliver accurate ot in The purpose of this step is to identify naturalugings
peaks, switch level and regular situations. of CPU time series from a large set of historicéss and

to produce a concise representation of the system’s
.  SUBTRACTIVECLUSTERING-BASEDANFIS behaviour. For our problem, one does not havear dea
PREDICTION about the number of clusters to be used for a gbetrof
ata. Subtractive clustering technique, proposedCbiy
€14], has been shown to be a fast way of estimaitireg
number of clusters and their centres positions.s Thi
technique calculates the density function basedthen

Cross Validation based on MCE criteria

t...p Predicted valueY(!)

Subtractive clustering-based ANFISIfmton.

Cloud computing has become a great solution fo
providing a flexible and dynamically scalable cortipg
infrastructure for many applications. Cloud compgti

presents a significant technology trends, and #lisady o . ; )
. g S ; positions of data points, which leads to a sigaific
obvious that it is reshaping information technolpggcess reduction of the number of calculations. Each daiat is

[19]. To realize the next generation of distributed candidate to become a cluster centre. A densiasare
computing, we need to be able to accurately predic? ' B

resource utilization. In this work, we proposed evei  at data pointX; is defined as:

model to predict the behavior of computing resosirce

Fuzzy models have been shown to be very effective ; Ix. - x H2

techni [ i i D, =2 exp |- J (1)
ques for the modelling of nonlinear, uncertand T W

complex systems. Subtractive Clustering is a fastass ¢

algorithm for estimating the number of clusters and . . .

determining the cluster centres in a set of dath (e use where I, is a positive constant representing a

the subtractive clustering if we do not have arcidaa neighbourhood radius. Hence, the more neighbouring

about how many clusters should be used for a gilga  points a data point has, the higher is its densitye

set. After CIustering the data set, the numbeuni;f rules density measure of each data poi)q is defined as

and premise fuzzy membership function are deterhine

Then, the linear squares estimate is used to detertne ,

consequent in the output membership function, which Hxi - XJH

provides a valid fuzzy inference system (FIS). The  P:i=Di- D exp| - 72 @

proposed approach includes three major steps: ©ad | b

time series clustering, the ANFIS clusters modetation ) » i

and the combination of local ANFIS prediction modes ~ Where I, is a positive constant that defines a

shown in Fig. 1, before making predictions abouur®  neighbourhood that has measurable reductions isifgen

CPU load values, subtractive clustering is appiiedivide  measure. Thus, the data points near the firsterlesintre

the historic CPU load data into sub-clusters anuege x|l have significantly reduced density measure.
more homogeneous data. a

follows:
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After updating the density function, the next chust
centre is selected as the point having the higtiessity
value. This process continues until a sufficienistdrs
number is attainted. Fig. 2 shows an example of GRE
series clustering based on the subtractive clusteri
method.
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Figure 2. An example of CPU loads time series ehirsg.

Moreover, it has been proven to be more powerfahth
other models for short term prediction. ANFIS iS-tayer
feed-forward network in which each node performs a
particular function in incoming signals, as wellaset of
parameters pertaining to that node. Similarly toFAS| the
compensatory neural fuzzy network with n-dimensiona
input-data vectorx, and one-dimensional output-data
vectory, has 5 functional layers: input layer, fuzzificatio
layer, pessimistic-optimistic operation layer, campatory
operation layer (fuzzy reasoning method) and
defuzzification layer.

Let us suppose that the fuzzy inference systemrunde
consideration has four inputs and one output. &f fuzzy
sets are associated with each entry variable, then
system presents 16 inferences rules Rj (24), tleabfthe
first-order Sugeno fuzzy type:

Rj : if (x1 is Alj) and (x2 is A2j) 5)
and (x3 is A3j) and (x4 is A4j)
Then yj=fi(x)=cljx1+ c2jx2 + c3jx3+ cljx1+ c4jx4=Bj

These rules correspond to the third category ofyfuz
inference systems mentioned in [16]. One of the tmos
important stages of the Neuro-fuzzy TSK (Takagi<hay
Kang) network generation is the establishment fafrence
rules (Takagi and Sugeno 1985) [17] often usetigssb-
called grid method, in which the rules are defiredthe
combinations of the membership functions for eaxui
variable.

C. Future CPU load Prediction

In this study, Adaptive Network-based Fuzzy
Inference System based subtractive clustering lees b

For CPU load time series clustering, we use knowry's€d to predict availability of the CPU load. Inrou

values of the dynamical situation of the historatadup to
time t. Let Y(t)={y1Y>...,¥} be the time series at time t.

The dynamical situationAy, at time t is defined as
follows:

AY, = {yl Y Y T Y2 Yo T yl} (3)

The Subtractive clustering technique is used tstelu

all time seriegy/, into clusters. It estimates the number o

clusters and the cluster centres. This procesgresshe
CPU load data Y,using the cluster

degreauj that represents the degree to whighbelongs

to C|USteIC]-. This assignment is computed using the

following objective minimization function:

t=T

0 = (w, @F |y -vi | @

J
j=

j=1 t=

s

where Vi is the centre of cluster j and J is the number o

clusters.
B. ANFIS Predictor

The Adaptive Network-based Fuzzy Inference Syste

(ANFIS) proposed by Roger Jang [15] is one of thestm
commonly used fuzzy inference systems. It is a ensisf
approximator used in various applications of preoiis.
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previous works [11, 12], a simple method for accura
estimation is used. The dataset is randomly paetioim
two disjoint subsets of N/2 instances. The firsbsat
serves as the training set and the second one assihset.
The drawback of this method is that it makes icedfit
use of data since typically a relatively large pndijpn of

the instances is used for testing [18]. Cross-adilich
attempts to resolve this drawback by successively

fremoving some instances from the initial set, trept

them as a test set. kafold cross-validationthe dataset is
randomly partitioned intdk disjoint blocks (folds), of

membership approximately equal sizé (d = N / k) The learning

algorithm runsk times. In the™ iteration, thei™ training
set is formed by the initial dataset without tifefold,
while the test set is formed using tifefold alone [18].
The aim of directing similar instances to differéoits is
to reduce the pessimistic effects caused by thevahof
instances from the dataset. The principle for qocsing
representative folds in unsupervised stratificationto
channel similar instances to different folds in erdo
{educe the effects of using fewer instances fanitrg.

For the final decision of CPU load time series
prediction, we have used cluster predictor to setee
adequate ANFIS predictor. After the applicationtbé
subtractive clustering method above the dataset, th

Mhstance space is partitioned into clusters. The step is

to determine the appropriate cluster, which aims at
predicting future CPU load cluster based upon the
observed history. The appropriate cluster for final
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decision of CPU load prediction is defined by thegest  Subtractive Clustering-based ANFIS model achieves

similarity between the cluster centres and the tinpoes  better performance than other strategies for theesfur

series points, as show in Fig. 3. load traces. The converged RMSE is much smaller tha
for the models reported in [11,12].

For each time series point X

. TABLE 1. NMSE FOR DIVERSE CPU LOAD PREDICTION
Find the cluster centres;C

Ce= the closest centre to; X Prediction of future NMSE Error %
Forj=1toJ J: number of cluster value x (t+1) (min/max)
[*Calculate the similarity Sim between axp0Aug.180 0.056297 | 9,44/10,7
S =sim (X C) the centre {and X Abyss 1000 0.031459 | 1,13/3,06
End - Mystere.10000 0.26987 | 6,18/10,02
/* Find the largest similarity Sbetween axplAug.120 1.185 6,38 /45,99
X and all other centres
S = Max(Sim( X GJ) We also tested some other prediction models inatudi
C=C\ ours, ANFIS without clustering and Mixture of ANFIS

Fig. 3 illustrates a comparison between these three
prediction models for five machines using differ&rU
load time series. The Mean Error Prediction of the
proposed subtractive clustering based-model is lemal
than that of other models. The predictive resuftome
IV.. EXPERIMENTAL RESULTS traces machines using the Subtractive Clusterisgda

In the previous section, we have presented a neWNFIS model are shown in Fig. 4. The obtained
prediction approach for CPU load availability. lhet prediction mean error was 0.08% whereas the RMSE is
present one, we assess its performance with regpect less than 0.15%. This shows again the consistent
other methods. For this purpose, we carry out sesfe improvements of the proposed approach on the piedic
experiments on different CPU load time series wath quality over the corresponding time series coligob®
variety of statistical properties collected by Danfll9].  these machines.
These CPU load traces were collected for two time

End

Figure 3. Selection of appropriate cluster

periods on roughly the same group of machines. The wd m - Efﬂ?‘xfﬁemgloﬁéusmnng
traces used are in two column whitespace-delimited ' B Subractive Clisiring-based ANFIS
ASCII format. The first column gives the time stainp o N
seconds whereas the second one provides the fioatin § 0.31
point measured load value. &
A. Prediction model validation g %
To generate a FIS using ANFIS, it is important to §
select the number of Membership Functions (MF) tned = 0N
proper parameters for the learning and refiningcess.
For training and testing data sets, we analysetieet of 0 T T T T T T
these parameters on the final ANFIS performance axpe - axpl axfﬂichm::ps axpd
including the training and testing minimum checkérgor
(MCE). We evaluate and compare our prediction model Figure 3. Comparison of three CPU load predictimtlels
with previous approaches using the Normalized Mean
Square Error (NMSE) defined by: 2
T_ (yt_ yt) . Measurements
NMSE = = ) 15| ~—— Mixture of ANFIS [11] | -

Our Approach

T T ’
(vt )

©
i e
WhereyD1 represents the CPU prediction valug,the 2 V
actual measurement, and T the number of time seriBs
points. 0.5
The proposed ANFIS prediction model is based on the
subtractive clustering process that resolves thblpm of 0 ‘ ‘ |
clusters number used for each CPU load time series. 100 150 200 250 300 350 400
Though, this method determines the optimal number o Measurements

cluster for each CPU load traces. Table 1 sumnstize
prediction results of the CPU load time series frima
proposed prediction model for four different ma&sn
traces collected by Yang [20]. This table shows tha

Figure 4. Comparative results of our predictohwvitixture
of ANFIS [11].
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B. Comparisons with other models Predicting resource utilization is a fundamentatce

To evaluate the performances of the proposeéf"hen running a virtualized system. It is necesbagause
prediction approach with respect to the existingsrwe cloud infrastructures use virtual resources on d@nas
have assembled test data from multiple datasete. THuture work directions we will be building model
results of the subtractive clustering-based ANFISconsidering virtualization and cloud environment.
prediction model on all the test time series aesitated  Fyrthermore, we will be developing prediction madel

in Fig.5. These results .ShOW that the proposedigiien based on monitoring metrics of application and ises:
model performs well in general. The results of the

approach based on Mixture of ANFIS [12] are befber
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