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Abstract—As usage of cloud computing increases, customers
are mainly concerned about choosing cloud infrastructure
with sufficient security. Concerns are greater in the multi-
tenant environment on a public cloud. This paper addresses
the security assessment of OpenStack open source cloud so-
lution and virtual machine instances with different operating
systems hosted in the cloud. The methodology and realized
experiments target vulnerabilities from both inside and outside
the cloud. We tested four different platforms and analyzed
the security assessment. The main conclusions of the realized
experiments show that multi-tenant environment raises new
security challenges, there are more vulnerabilities from inside
than outside and that Linux based Ubuntu, CentOS and Fedora
are less vulnerable than Windows. We discuss details about
these vulnerabilities and show how they can be solved by
appropriate patches and other solutions.

Keywords-Cloud Computing; Security Assessment; Virtualiza-
tion.

I. INTRODUCTION

Infrastructure as a Service (IaaS) is the most offered
cloud service layer by public cloud service providers and
also the most used by customers. There are lots of open
source cloud solutions that offer building IaaS framework
over Internet. Selecting a proper IaaS framework is a difficult
task since the customers have different requirements and
all IaaS frameworks offer various advantages [1]. System
administrators mostly care about easy deployment, scalabil-
ity, supporting different operating systems, hypervisors, and
licensing. However, the main concern of cloud computing
customers is the security. New challenges arise due to multi-
tenancy, virtualization, data and application transfer to third
party.

Building a private cloud is a good approach that might
solve most of the security challenges, since it mitigates the
security risks. However, private clouds lack scalability and
elasticity [2]. Therefore, most customers will make their de-
cisions in favor of public clouds, since they offer scalability,
elasticity and cost reduction. For example, public clouds
reduce the cost up to 85% for disaster recovery compared to
on-premise resources [3]. It could provide better Recovery
Point Objective (RPO) due to layered backup strategy and
also Recovery Time Objective (RTO) due to built-in geo-
graphic redundancy. Nevertheless, the cloud service provider
maybe has not defined these objectives or they do not meet

with the customer’s one [4]. Most discussions and related
papers conclude that the main obstacle for public cloud
solutions is the security [2]. Confidentiality, integrity and
availability are the biggest security concerns faced by the
customers in public cloud solutions [5].

Security evaluation of the cloud architecture and cloud
service provider should be realized before migrating the
customer virtual machines in public cloud. Traditional se-
curity incident handling procedures are applicable for cloud
computing with some modification to function optimally [6].
Security assessment and comparison of commercial clouds
might be a difficult task because of the limited access rights.
Therefore, many public cloud service providers use open
source clouds.

In this paper, we are interested in analyzing the security
vulnerabilities from private or public networks both on vir-
tual machine instances and OpenStack [7] cloud nodes. We
focus on OpenStack open source cloud since it is a scalable
solution and more than 60 leading companies participate in
its development. The goal of this research is to check the
validity of the following hypotheses:

H1 The cloud solution is more vulnerable from inside
than outside. Inside vulnerabilities subsume the
outside vulnerabilities;

H2 The multi-tenant environment raises new security
vulnerabilities risks from inside the cloud, both for
the tenants and the OpenStack cloud provider; and

H3 Windows based virtual machine instances are more
vulnerable than Linux based CentOS [8], Ubuntu
[9] and Fedora [10].

The hypotheses are set since the tenants in the cloud
are exposed not only from outside, but also from inside
the cloud. That is, there is a threat from other tenants, but
also from the cloud provider. The cloud provider has also
threats from inside, i.e., the tenants. The systems are more
vulnerable if the attacker is in the same LAN [11].

We installed the OpenStack cloud with default installation,
where the virtual machine instances are installed with default
operating systems. Our goal is to determine all possible risks
that arise from inside and outside the OpenStack cloud,
the OpenStack cloud architecture vulnerabilities, as well
as to propose measures to mitigate the security risks by
securing detected vulnerabilities. Our analysis is focused
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toward operating system vulnerabilities of virtual machine
instance hosted in the cloud and the cloud controller where
the OpenStack cloud services are deployed. We assess the
OpenStack product weaknesses, possibilities of unauthorized
access, ensuring data confidentiality, integrity and availabil-
ity, risk of DoS (Denial-of-Service) or even Distributed DoS
(DDoS) attacks, man-in-the-middle attack, etc.

The rest of the paper is organized as follows. Related
work is presented in Section II. Section III briefly describes
the OpenStack cloud architecture and its components. The
methodology for security assessment is presented in Sec-
tion IV. In Section V, we present assessment results both for
inside and outside vulnerabilities. We discuss and conclude
our work, and present future work in Section VI.

II. RELATED WORK

There are a lot of open source cloud solutions to build
a private cloud with IaaS cloud service layer. Voras et
al. [12] devise a set of criteria to evaluate and compare
most common open source IaaS cloud solutions. Mahjoub
et al. [13] compare the open source technologies to help
customers to choose the best cloud offer of open source
technologies. Most common open source cloud computing
platforms are scalable, provide IaaS, support dynamic plat-
form, Xen virtualization technology, linux operating system
and Java [14]. However, they have different purposes. For
example, Eucalyptus [15] fits well to build a public cloud
services (IaaS) with homogeneous pool of hypervisors, while
OpenNebula [16] fits well for building private/hybrid cloud
with heterogeneous virtualization platforms [17].

Many authors have analyzed the cloud security challenges
and propose methodologies for security evaluation of the
cloud solutions. Cloud Security Alliance (CSA) announce
Cloud Control Matrix Version 1.3 [18] which can assist
the potential cloud customers to assess the overall security
risk of a cloud service providers classifying the security
controls according to cloud service layer and architecture. A
methodology for security evaluation of on-premise systems
and cloud computing based on ISO 27001:2005 [19] is pro-
posed in [20]. The authors in [4] evaluate ISO 27001:2005
control objective importance for on-premise and the three
cloud service layers IaaS, PaaS (Platform as a Service) and
SaaS (Software as a Service). International Organization for
Standardization (ISO) is developing new guidelines ISO/IEC
WD TS 27017 [21] that will recommend relevant secu-
rity controls for information security management system
(ISMS) implementation in cloud computing. Eucalyptus and
CloudStack [22] have integrated the maximum security level
in front of OpenNebula and OpenStack open source cloud
solutions [23].

III. THE OPENSTACK CLOUD ARCHITECTURE

Open source clouds have similar architecture [24]. Each
open source cloud has, at minimum:

Figure 1. The three components of OpenStack cloud [7]

• cloud controller - several services are deployed on
this server that control the system, network, schedule
the virtual machine instances and act as administrator
interface; and

• cloud node - this server hosts the virtual machine
instances of virtual machines. It communicates with the
cloud controller.

This section briefly describes the architecture of the
newest Folsom release of OpenStack cloud, its components,
networking and features.

A. OpenStack Components

Figure 1 depicts the three main components of OpenStack
cloud: Compute, Object Storage, and Image Service.

Compute Infrastructure (Nova) is the core part of the
OpenStack cloud that manages instances of virtual machines
and networking. Object Storage is the subsystem that stores
the objects in a massively scalable, large capacity system. It
back ups and archives data, stores secondary or tertiary static
data, stores data when predicting storage capacity is difficult,
and creates the elasticity and flexibility of cloud-based
storage for customer web applications. Image Service is
lookup and retrieval subsystem for virtual machine images.

B. OpenStack Deployment

OpenStack can be deployed and runs on Linux Ubuntu,
CentOS and RedHat operating systems. It supports KVM
[25], Xen [26], UML [27], and Hyper-V [28] hypervisors.
Nova services can be deployed either on the same physical
server or they can be installed on separate servers. The
OpenStack cloud can be deployed in three different modes:

• Single Node: All nova-services are deployed on only
one physical server which hosts also all the virtual
machine instances.
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Figure 2. OpenStack networking example [7]

• Dual Node: This deployment consists of two physical
servers, i.e., the Cloud Controller Node (CCN) and the
Compute Node (CN). The former is used as cloud con-
troller which runs all the nova-services except for nova-
compute. The latter is deployed with nova-compute to
instantiate virtual machine instances.

• Multiple Node: Particular number of CNs can be in-
stalled resulting in a multiple node installation. Vol-
ume controller and a network controller can be added
as separate nodes in a more complex, multiple node
installation.

We deployed the OpenStack in the Single Node since
we are not interested in performance, but for security. The
choice for Single Node is based on the fact that the security
vulnerabilities of OpenStack services do not depend on the
number of physical nodes.

C. OpenStack Networking
OpenStack network consists of two networks, public and

private, as depicted in Figure 2. IP addresses from the public
network are associated with virtual machines instances to
be accessed from the public Internet. The private network is
used for internal cloud web service communication.

In this paper, we are interested in analyzing the security
vulnerabilities from private or public networks both on vir-
tual machine instances and OpenStack cloud node deployed
in Single Node.

IV. METHODOLOGY FOR SECURITY ASSESSMENT

This section presents the methodology for security assess-
ment on OpenStack cloud and virtual machine instances. It
is based on two assessments with two groups of test cases for
different targets. The goal of the assessments is to determine
the vulnerabilities of the OpenStack cloud nodes (Compute
and Controller deployed in one physical server) and virtual
machine instances with different operating systems, both
from inside and outside the OpenStack cloud.

A. The Targets

Two different target groups will be assessed. The first
target group covers the assessment of physical OpenStack
server node which is installed with Ubuntu Server 12.04
64-bit operating system. The second target group covers the
assessment of virtual machine instances hosted in the cloud
with operating systems:

• Windows 2008 R2 Standard 64 bit;
• CentOS 6 64 bit;
• Ubuntu 10.04 Server Edition 64 bit; and
• Fedora 17 64 bit.
The virtual machine instances are installed with default

configuration in order to detect all possible vulnerabilities.
We will address which vulnerabilities can be secured after
implementing additional patches or reconfigurations.

B. Security Assessment Plan

The security assessment basic goal is to determine the
security vulnerabilities of the targets from inside and outside
the OpenStack cloud. Therefore, we realize two different
assessments using Nessus 5 vulnerability and configuration
assessment scanner [29] using External Network Scan pol-
icy. Nessus scans all TCP (Transmission Control Protocol)
and UDP (User Datagram Protocol) ports, as well as the
vulnerabilities of the services that work on certain opened
port.

Each vulnerability is rated as derived from the associated
Common Vulnerability Scoring System (CVSS) [30] score:

• Info if CVSS score is 0;
• Low for CVSS score ∈ {1, 2, 3};
• Medium for CVSS score ∈ {4, 5, 6};
• High for CVSS score ∈ {7, 8, 9}; and
• Critical if CVSS score is 10.
Figure 3 depicts the test cases of security assessment from

inside and outside the OpenStack cloud, i.e., on private and
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Figure 3. Inside and outside security assessment

public network. U denotes the Ubuntu operating system,
while F, C and W denote the Fedora, CentOS and Windows
operating systems, correspondingly.

1) Inside Security Assessment: The Nessus client is de-
ployed on one virtual machine instance. It scans the four
virtual machine instances with different operating systems
and cloud physical server node (both CCN and CN are the
same physical server in our case). This assessment from
inside simulates the tenant and its goal is to assess the
vulnerabilities that arise from the cloud multi-tenancy. Open-
Stack private network is used to communicate among the
target inside virtual machine instances, the cloud physical
node and the virtual machine instance with Nessus client.

2) Outside Security Assessment: The Nessus client is
deployed on a workstation outside the OpenStack cloud,
i.e., on a public network. It also scans the same four
virtual machine instances with different operating systems
hosted in the OpenStack cloud and the cloud physical server
node. This assessment goal is to assess the vulnerabilities
that arise for virtual machine instances and the OpenStack
cloud services outside the cloud. OpenStack public network
and floating IP addresses are used for communication with
virtual machine instances and cloud physical server node.

V. THE RESULTS OF THE ASSESSMENT

This section presents the results of both assessments for
both target groups defined in previous Section IV. We omit
the results of the assessments with CVSS score 0 since they
are informative, rather than real vulnerabilities. The values

Figure 4. Summary results of OpenStack security assessment

for critical vulnerabilities are also omitted since we have not
found any critical vulnerability during the assessments.

A. OpenStack Node Vulnerabilities

Figure 4 depicts the summary results of the security
assessment of the cloud node.

The results confirm the hypothesis H1 that there are more
inside vulnerabilities which subsume the outside vulnerabili-
ties. 13 medium and 3 low vulnerabilities are detected from
inside and only 1 low and 12 medium vulnerabilities are
detected from outside. High vulnerabilities are not detected
neither from outside, nor from inside.

Let us assess detected vulnerabilities in more detail. 6
Web Server Generic XSS (Cross-site scripting) and 6 Web
Server Generic Cookie Injection vulnerabilities (medium)
are detected by both assessments on several ports. We
conclude that the web server is prone to cross-site scripting
and cookie injection attacks. Therefore, new patches must
be developed in order to secure two assessed vulnerabili-
ties. Common low vulnerability is the usage of plain text
authentication forms which should be transmitted encrypted
over secured HTTPS.

Assessment of inside vulnerabilities detected 1 additional
medium vulnerability, i.e., the DNS (Domain Name System)
server is vulnerable to cache snooping attacks. DNS software
vendor should fix it.

Two additional low vulnerabilities are detected, as well.
DHCP (Dynamic Host Configuration Protocol) server may
expose information about the associated network and ap-
plying filtering will keep the information off the network
and mitigate the risk of this vulnerability. The web server
leaks a private IP address that is usually hidden behind
a NAT (Network Address Translation) Firewall or proxy
server. However, this is not a real vulnerability since our
private IP address will be a public IP in real world scenario.
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Figure 5. Summary results of outside security assessment on instances

B. Virtual Machine Instance Vulnerabilities

In this section we present and analyze the results of the
assessment of the four instances, each with different oper-
ating system, both from inside and outside the OpenStack
cloud.

1) Vulnerabilities from Outside: Figure 5 depicts the
summary results of the outside security assessment on virtual
machine instances. U denotes the Ubuntu operating system,
while F, C and W denote the Fedora, CentOS and Windows
operating systems, correspondingly.

The Nessus client has not detected any vulnerability
neither on Ubuntu, nor on Fedora, nor on CentOS operating
system. 1 high and 1 medium vulnerabilities are detected on
Windows operating system with the assessment from outside
the OpenStack. Windows could allow arbitrary code execu-
tion (high vulnerability) in the implementation of the Re-
mote Desktop Protocol (RDP). The problem with Windows
lies in the requirement to activate remote desktop to connect
to Windows, instead of secured SSH (Secure Shell) protocol
to connect on Linux based operating systems. However,
installing the existing patch will secure the vulnerability.
Network Level Authentication (NLA) on the remote RDP
server is not configured (Low vulnerability) by default and
should be enabled.

2) Vulnerabilities from Inside: Figure 6 depicts the sum-
mary results of the inside security assessment on virtual
machine instances hosted in OpenStack.

Linux based operating systems are not detected with any
security vulnerability from outside the OpenStack cloud,
as well. The same 1 high and 1 medium vulnerabilities
are detected from inside the virtual machine instance with
Windows operating system. However, 3 additional medium
vulnerabilities are detected. The first, Windows is using
weak cryptography by default for RDP and changing RDP
encryption level to ”High” or ”FIPS Compliant” will mit-
igate this vulnerability. The second, the virtual machine
instance is vulnerable to a man-in-the-middle attack. Forcing

Figure 6. Summary results of inside security assessment on instances

SSL (Secure Sockets Layer) or RDP with NLA will secure
the vulnerability. The last detected medium vulnerability is
”man-in-the-middle attack against the Server Message Block
(SMB) server” which can be secured by enforcing message
signing.

FIPS-140 incompliance for terminal services encryption
level is the additional low vulnerability which can be secured
changing RDP encryption level to ”FIPS Compliant”.

VI. CONCLUSION AND FUTURE WORK

We have realized security assessments of OpenStack cloud
services and four virtual machine instances with different
operating systems Fedora, Ubuntu, CentOS and Windows.
The experiments addressed the security vulnerabilities both
from inside and outside the OpenStack cloud.

The results of the assessments proved hypothesis H2 that
cloud multi-tenant environment raises new security vulner-
abilities risks from inside the cloud, both for the tenants
and the OpenStack cloud provider. Inside vulnerabilities
subsume the outside vulnerabilities for the cloud node and
each operating system, which proves the hypothesis H1.

Vulnerabilities on Linux operating systems are not de-
tected, neither from outside, nor inside. The assessment of
Windows operating system shows additional 1 low and 3
medium security vulnerabilities, which proves the hypothesis
H3. All these vulnerabilities are not detected from outside
since the OpenStack cloud denies all TCP and UDP ports
from outside by default. They still exist because of the
Windows default installation (configuration) and the require-
ments of creating Windows image.

Although Windows based virtual machine instances with
default configuration are less secure than Linux based
instances, all Windows vulnerabilities can be secured by
implementing existing patches or reconfiguration. Only then
RDP port 3389 should be opened to outside.

OpenStack cloud is also more vulnerable from inside the
cloud with additional 1 medium and 2 low vulnerabilities
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which can be secured with reconfiguration. However, we
detect that OpenStack cloud has 2 medium vulnerabilities on
6 different ports that can not be secured with reconfiguration,
but with new patches that should be developed. All detected
OpenStack security vulnerabilities do not depend on creating
different virtual machine images, but they exist with default
OpenStack deployment.

This paper realizes the security assessment of OpenStack
open source cloud and virtual machine instances hosted with
different operating systems. We will continue the security
assessment on the other open source clouds and bring
relevant conclusions about their security vulnerabilities. This
will help the customers to select the most appropriate cloud
solution regarding the security.
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