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Abstract— Nowadays, users of smartphones use keyboard 

input, flick input and multi-tap input. Moreover, there are 

keyboard input and handwritten character input using a pen 

tablet for the PC. There is some input methods based on 

handwriting of characters in the air using Kinect and a web 

camera in much research. However, character input by using 

devices such as Kinect and a web camera are limited by the 

environment. The user also needs to learn a new input method 

because many systems use the original character input method. 

We reduce the burden of users by using a smart device with a 

high penetration rate. Moreover, we use the keyboard input 

method because it is a general input method. Therefore, users 

do not need to learn a new input method. Our method can be 

used by the various environments by using a smart device. 

Since character input from long distance can be performed 

using a camera of a smart device moreover, our method can be 

used broadly. 
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I. INTRODUCTION 

In recent years, the number of character input methods 
has increased significantly. For example, there is keyboard 
input, voice input and handwriting input on the PC. Table 
1 shows the research about character input method. There 
is handwritten input in the air using Kinect [1] and 
character input using Leap Motion [2]. Moreover, there is 
smartphone and tablet keyboard input, multi-tap input, 
flick input and the voice input. 

However, users need to learn the newly developed 
character input method. It is a burden for users. 

Currently, there are many devices using character input. 
For example, there is the keyboard, web camera, Kinect, 
Leap Motion, the pen tablet and the microphone. These 
devices are used as accessory devices on a PC. Therefore, 
users are limited to a location to use the device. 

Smart devices are evolving. Therefore, smart devices 
will be larger in size. Moreover, the spread of smart 
phones increases character input in the usage of the 
Internet. However, the conventional character input system 
cannot correspond to the difference among the possessors 
and the length of a user’s finger. Therefore, the character 
input of a smart device does not have good operability. 

There are a lot of recognition methods for the finger and 
the hand. Some examples are the hand recognition using a 
depth camera [10], Kinect recognition of the hand and 
fingertip [11] and recognition using a colour glove [12]. 

However, these methods require a special tool. Therefore, 
users cannot easily use these systems. Special tools do not 
have a high penetration rate. So, users do not use the 
recognition system. 

We solve this problem by using a smart device. This 
paper has three purposes. First, users can input characters 
regardless of the location and the environment. This 
system uses only a smart device, so this system does not 
require a special tool. Therefore, users are not limited to a 
location and environment to use this system. Second, users 
can input characters without special tools. Last, users can 
input characters at a remote location. Users can input 
characters without touching the screen by using this system. 
Therefore, users can input characters at a remote location. 
Users can input by touching using the virtual keyboard that 
is displayed on the screen of the smart device by the 
camera. The method of inputting characters uses the 
keyboard input that is most used in the PC and smart 
device. Users do not need to learn a new character input 
method by using the keyboard input method. An accessory 
device of a PC is used in most study about character input. 
This system is an input of the character using the front 
camera of a smart device. Therefore, users can easily use 
this system because this system does not need an attached 
device. 

This system recognizes fingertips by using hue 
recognition and template matching. Hue recognition gets 
the hue information of users in advance. Thereby, this 

TABLE I. RELATED PAPERSR OF THE CHARACTER INPUT METHOD 

Researchers Using 

Device 

Main 

Device 

Method of  a 

Character  Input 

M. Fujimoto et 
al. [3] 

Original 
Device 

PC Keyboard 

N. Matsui et al. 

[4] 

RGB-

Camera 

PC Original 

Keyboard 

M. Weiss et al. 

[5] 

SLAP PC Virtual  

Keyboard 

Y. Nishida et al. 

[6] 

Kinect PC Aerial 

Handwritten 

M. Kaneko et al. 
[7] 

Non Smart 
Device 

Original Method 

S. Takahiro et al. 

[8] 

Non Smart 

Device 

Original Method 

R. Yamamoto et 

al. [9] 

Earphone Smart 

Device 

None 
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system correctly recognizes the background and fingertips. 
In addition, only the hue recognition recognizes the 
fingertips. Therefore, this system is template matching 
using a fingertip image of users. 

This system is available (1) in the any impossible place 
to touch such as surgery, (2) any environment without PC 
or Camera and (3) any remote place in the range of 
appropriate distance. 

In Section 2 we show the approaches for keyboard input. 
In Section 3 we show the experiment and results. In 
Section 4 we show the discussions. In Section 5 we 
conclude the paper. 

 
                  Figure  1. Flow chart of this system  

II. KEYBOARD INPUT APPROACHES 

This system targets a device, such as a smart phone, to 

operate it by touching the screen. This system uses a front 

camera of a device. So, users do not need to have a new 

device.  

This system performs the character input by the step 

shown in Fig. 1. First, this system gets the information of 

the user’s hand. It is the colour information of the skin and 

fingertip information. The colour of the skin and the shape 

of the hand of each person are different. We increase the 

accuracy of this system by corresponding it to the difference 

of shapes and colours. In addition, input is done by 

fingertip’s touching the virtual keyboard using the camera. 

Therefore, we need the recognition with high accuracy. We 

explain these steps in detail. 

A. System Simulation 

This system gets the information of a user’s hand before 

the character input. First, the screen of the device is 

projected as in Fig. 2. Users see their fingertip on the green 

square. Then, the user presses a button on the bottom centre 

of the screen. As a result, the screen changes to the character 

input screen. As shown in Fig. 3, on the character input 

screen, a virtual keyboard and a red square are projected. 

The user moves the fingertip to the position of the character. 

Then, the fingertip selects the virtual keyboard character by 

contact. This system can also recognize objects that are not 

a fingertip. However, this research is mainly performed on 

the use of fingertip.  

B. Get User Data, Skin-color data and Fingertip data 

 This system gets the information of the user’s hand 

before the character input. The user information is necessary 

to get correctly because it changes the accuracy of the 

character input system. The user's information for 

recognition is the colour of skin and information on a 

fingertip. The colour of the skin is different in a person 

respectively. It is the cause of recognition errors. In addition, 

the colour of the skin changes by a change in the 

environment like the brightness. Therefore, we increase the 

accuracy by getting the hue information at system start-up. 

A green frame is reflected on the screen at system start-up. 

When this system starts, the information of the skin 

colour of the user can be acquired by putting a finger in the 

indicated green square. This can be detected by checking the 

occurring frequency of the hue value and using the threshold 

with the high occurring frequency. Thereby, the hue value 

of the background is not included. 
In this system, the fingertips cannot be recognized only 

by hue information because an error in fingertip recognition 
might occur due to noise. The fingertip information is 
required to eliminate the error. The fingertip information is a 
fingertip image of the top of finger from the first joint of the 
finger. In this system, the information on a fingertip also can 
acquired when information with the colour of the user's skin 
is acquired. 

 

Figure 2. Screen of getting user data; A green frame is reflected on the 

screen at system start-up 

 

Figure 3. Screen of Recognized Finger of Character Input 
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C. Recognition of the Fingertip 

This system uses two methods to recognize the fingertip. 

The first is template matching using the fingertip 

information. The second is how to find the hue of a certain 

area of skin in the region. 

Fig. 4 shows an example of keyboard input by the 

recognition of fingertip. The “I” key was selected by the red 

square. 

This system uses template matching to detect a user’s 

fingertip. Template matching is a technique in digital image 

processing for finding small parts of an image, which match 

a template image. A template image uses the fingertip image 

of the user. The calculation uses zero mean normalized 

cross-correlation (Fig. 5). Therefore, it is possible to stably 

calculate variations in brightness. As a result of the 

calculation, the lowest point of the value is the fingertip of a 

candidate. However, the point does not determine the 

fingertip. 

At the second step, the hue of the skin in the specific area 

can be searched. The part recognized as a fingertip can be 

searched by template matching. When the skin colour of the 

region exceeds the fixed value, its location is the fingertips. 

In the present system, we must have the skin colour 

threshold for fingertip recognition. Below describes a 

method for determining the threshold value. First, we 

perform fingertip recognition in the 30–40% threshold for 

the fingertips candidate. We perform the fingertip 

recognition 10 times in each threshold. Next, the threshold 

is increased by 10%. The threshold is recognized up to 80–

90%. Table 2 is the number of successful recognitions in 

each threshold. From Table 2, we set the threshold to 50%–

60%. 

D. Using a Keyboard for the Input of a Character 

This system uses the keyboard input method. Originally, 
the keyboard input method can input characters by pressing 
the keys. In this system, a fingertip reflected by the camera 
inputs a character by the user touching the virtual keyboard. 
Therefore it's necessary to decide touching time between a 
fingertip and a virtual keyboard. A decision procedure of 
touching time of a fingertip and a virtual keyboard is 
described in next sentence. 

The letters “abcdefghijklnmopqrstuvwxyz” are entered in 
this system. The touching time of character input is 0.5, 1.0, 
1.5 and 2.0 seconds. We measure the number of erroneous 
inputs and the input time. Table 3 is the result of each 
number of seconds. 

From Table 3, we set the touching time to 1 second. It's 
because in case of 0.5 seconds there is many input error, and 
input time is too long in case of 1.5 seconds and 2.0 seconds. 

 

 

 

III. EXPERIMENT AND RESULTS 

In this paper, we perform three experiments. The first 

experiment evaluates the accuracy of fingertip recognition. 

In this experiment, subjects performs the input 10 times for 

the letters from “a” to “z”. In the second part of of the 

experiment, subjects input the phrase “university of aizu”. 

After inputting, the subjects evaluate five items in five 

levels. We evaluate the utility of the system for each item. 

By two experiments, we evaluate the accuracy of fingertip 

recognition and keyboard input, the utility of the system. 

We use Apple’s iPad 2 in the experiment. Device 

performance is described in Table 4.  

A. Experiment of Finger Recognition 

In this experiment, subjects perform the input 10 times 

for letters from “a” to “z”. Experiments are performed in 

the situations of Fig. 6. Subjects are 30 cm away from the 

device. When a subject enters a character, the subject 

releases the finger from the virtual keyboard.  

 

  

Figure 4. An example of inputted key “I” by fingertip recognition 

 

Figure 5. Zero mean normalized cross correlation 

TABLE II. RELATED PAPERS OF CHARACTER INPUT METHOD 

Skin Color  

Threshold (％） 
30 -40 40 - 50 50 - 60 60 - 70 70 -80 80 - 90 

No. of Successful 

Recognition 
0 2 9 2 0 0 
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This experiment is to measure the recognition rate of each 

letter. As a result, we will evaluate the accuracy of fingertip 

recognition. 

 

B. Experiment of Performance Evaluation 

In the experiment, the subjects enter the phrase 

“university of aizu”. The experiment will be performed on 

the condition shown as Fig. 6. After entering the phrase, 

the use evaluates the system as 5 steps for each of 5 items 

such as Learnability, Efficiency, Memorability, Errors, 

Satisfaction. Evaluation items refer to Jakob Nielsen [13].  

From this experimental result, we measure the utility of 

this system. 

 

IV. DISCUSSION 

From Table 6, the average input accuracy of the 

characters is 98.96%. The highest recognition rate is 100%, 

and the lowest recognition rate of character (b, m, z) is 

96%. For research of character input using a virtual 

keyboard [4], the recognition rate average is 66%. 

Moreover, research using a smart device [14] has a 

recognition rate of 87% to 93%. Research of the character 

input gesture in Kinect [1] is the character input of 

Japanese. As a result, the recognition rate of each character 

is 50% to 100%, and the recognition accuracy is 86%. Our 

research obtained the better results than these studies.  

This system is used for recognition of colours of objects 

and faces. For this reason, this system can recognize 

objects that are not a fingertip. There are three causes of 

error. First, we get the user’s information in advance. 

However, there is a case that cannot be successfully 

acquired. The reason is that the image quality of the 

camera is low. This system can use a video image with the 

size of 1280 x 720 pixels. However, in this paper, we are 

using a video image of 192 vertical pixels × 144 horizontal 

pixels for the weight of the program. Therefore, there is a 

possibility of obtaining an incorrect user’s hue value. 

Secondly, when the user moves the finger quickly, the 

camera may not recognize the movement of the fingertip. 

This is caused by the specs of the device. The device used 

in the experiment is the iPad 2. The OS initially installed is 

iOS 4.3. However, the OS used in the experiment is iOS9. 

Therefore, the device does not have enough performance. 

To solve this problem, it is necessary to change the device 

used in the experiments to a newer device. 

The third reason is the face as reflected on the screen. 

The hue information of the fingertips and the face is almost 

the same value. When the fingertip and the face are far 

away, the fingertip is recognized correctly. However, when 

the fingertip overlaps with the face or when the fingertip is 

near the face, the fingertip is not recognized correctly (Fig.  

7). To solve this problem, it is necessary to separately 

 

Figure 6. Simulation of Experiment 

TABLE III. EXPERIMENT OF TOUCHING TIME THRESHOLD 

Touching Time

（second） 
0.5 1.0 1.5 2.0 

Input Time（second） 33 40 60 154 

Erroneous Input 13 2 0 0 
 

 

 

TABLE IV. PERFORMANCE OF IPAD 2 

CPU GPU Memory Camera 

Apple A5 

Dual Core 

Processor 
1GHz 

Power VR 

SGX543MP2 

Dual Core 
Processor 

 

512MB 

LPDDR2 

RAM 

VGA Image 

quality 

Max 30fps 

 

TABLE VI. RESULT OF FINGERTIP RECOGNITION 

Character a b c d e f 

Detection 

 Accuracy (%) 

97 96 98 100 100 100 

 

g h I j k l n m o p 

100 100 100 100 100 98 96 97 100 99 
 

q r s t u v w x y z 

100 100 100 99 100 97 100 98 100 96 
 

TABLE V. EVALUATION ITEM 

Evaluation Item Explanation 

Learnability 
Users can easily use the System. 

 

Efficiency 
Users can achieve efficient purposes. 

 

Memorability Users do not forget how to use the system. 

Errors 
The system is a low incidence of error. 

Users can be easily addressed error. 

Satisfaction 
Users are satisfied with the system. 

Users can use without stress. 
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recognize the fingertip and face by using depth. However, 

it is difficult to recognize depth in a smart device. 

From Fig.8, the average of each evaluation item is 4.58. 

The highest item, “Memorability”, is 4.9. “Learnability” is 

a high item, second at 4.8. (These are very good results 

compared with the result of input method using cell-phone 

[15])  With this result, it is considered very easy to use 

system for users by employing the keyboard input method. 

It was able to reduce the burden of the input method.  

However, “Efficiency” was 4.1. This is the lowest result 

for the evaluation items. This is because, when the user 

moves the finger quickly, the camera may not recognize 

the movement of the fingertip.  

In addition, when the user inputs a character, the 

fingertip requires contact with the virtual keyboard for a 

certain period of time. Therefore, character input is slowed 

down. However, “Satisfaction” is 4.6. This value is not 

low. From this result, we understand that users use the 

system with less stress. 

 
 

 

V. CONCLUSION 

 

This paper has three purposes. First, users can input 
characters regardless of the location and the environment. 
Second, users can input characters without special tools. 
Last, users can input characters without touching the 
screen by using this system. Therefore, users can input 
characters at a remote location. Character input by 

fingertips by using the smart device has a high precision 
with an average of 98.96% for each character. In addition, 
users use this system and users evaluate five items in five 
levels. As a result, we obtain an evaluation of the average 
at 4.58. 

We did fingertip detection using a smart device. Then, 
we made character input from a long distance possible by a 
virtual keyboard. We did not use special tools. Then, we 
input a character, and the character input did not depend on 
the environment and location. Therefore, we were able to 
obtain high practicality. 

As future works, first the initial camera change mode 
will be developed for more comfortable use. Second the 
model to support multi-finger input (e.g., when using the 
two hands) will be developed, as users on smart devices 
strive to be more and more efficient in text messaging. 
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