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Abstract—In nanoscale large-scale integration (LSI) manufac-
turing, there exist hotspots on mask patterns, which cause
failures of pattern transfer. Such hotspots are detected by optical
simulation to remove them. However, it requires a long time.
Thus, development of efficient hotspot detection methods is
required. As one of the methods, an existing one based on
approximate string search has been proposed. Although this
method is expected to find hotspots more flexibly than commonly-
used template matching, computation of edit distance matrices
used for approximate string search still requires a long time.
Thus, in this study, we accelerate the computation by using table-
reference of precomputed values and simultaneous computation
of multiple elements. Our experiments showed that our improved
method achieved about 1/11 computation time compared to the
original one.

Keywords-lithography; hotspot; optical simulation; approximate
string matching.

I. INTRODUCTION

In nanoscale large-scale integration (LSI) manufacturing,
lithography process is one of the most important processes,
in which mask patterns printed on photomasks are transferred
to the wafer using exposure equipment. In the process, some
patterns tend to be failed to be transferred because of optical
diffraction. Such patterns are called hotspots [1].

Since the cost of manufacturing photomasks is quite high, it
is better to remove hotspots from the mask patterns in advance.
Thus, lithography engineers apply optical simulation to the
mask patterns received from mask designers. If hotspots are
found by the optical simulation, it is informed to the designers,
and the patterns are revised. This is repeated until all the
hotspots are removed. However, optical simulation is time-
consuming. To reduce the number of times of optical simu-
lation, mask designers need to detect and remove hotspots in
advance. Therefore, some studies on efficient hotspot detection
have been conducted [2]-[6].

[2] proposed a template-matching-based method, which
directly matches mask patterns and hotspot patterns. A mask
pattern and a hotspot pattern are shown in Figure 1, as
examples. A hotspot pattern is a pattern which should be
detected from a mask pattern. While this method has a high
ability to detect known patterns, its ability to detect unknown
patterns is low. [3] discussed some hotspot detection meth-
ods using some machine-learning methods, such as artificial
neural network (ANN) and support vector machine (SVM).
According to the nature of machine-learning-based methods,
they can detect unknown patterns as hotspots. However, they
cause a large number of false-positive detections. [4] proposed
a hybrid method based on template matching and machine-
learning. Though the hybrid approach improved the accuracy
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of detection, the number of false-positive detections is still
large. In addition, it takes 10 to 100 times longer for detection.
[5] adopted a fuzzy-matching model instead of ANN or SVM.
They improved both of execution time of detection and the
accuracy of detection. Although there exist aforementioned
hotspot detection methods, some mask designers use template-
matching to detect hotspot patterns since their execution time
and accuracy do not meet the level required by the designers.
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Figure 1. Circuit patterns: (a) mask pattern, (b) hotspot pattern
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In [6], we proposed an approximate string matching-
based hotspot detection method for flexible hotspot detection.
Comparing to machine-learning-based methods, this method
can detect hotspot candidates in a short time. Comparing
to template-matching-based methods, this method can detect
hotspot candidates more flexibly (i.e., unknown patterns can
be detected.) However, to calculate the value of each element
in the edit distance matrix for approximate string matching, we
need to refer to three elements in the matrix. Thus, comparing
to template-matching-based methods, in which only one value
is referred for the corresponding calculation, it takes a longer
time for calculation (although it is just a constant coefficient
factor).

Thus, in this paper, we improve the approximate string
matching-based method [6] by using table-reference of pre-
computed values and simultaneous calculation of multiple
elements in the edit distance matrix. Each region of simulta-
neously handled elements is a k x k partial matrix of the edit
distance matrix, where k is the user-defined constant which
decides parallelism. In the proposed method, the calculation of
a region for every possible input set is performed in advance,
and the result is memorized in a reference-table. Then, the
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edit distance matrix is calculated by using the table. For
efficient calculation, the values in a region is encoded to one
word of memory to calculate the values of multiple elements
with only one memory access. Experimental result showed the
high effectiveness of the proposed method in execution time
compared to the existing method [6].

The rest of this paper is organized as follows. First, in
Section II, we explain about lithography, and we provide the
definitions of the approximate string matching problem, the
edit distance, the approximate string search problem, which
is one of the variations of the approximate string matching
problem, and on which our proposing method and [6] are
based. Next, in Section III, the definition of the hotspot
detection problem and the existing hotspot detection method
[6] are shown. Then, in Section IV, we propose an improved
method which uses table-reference. Section VI shows some
experimental results, and finally conclusions are given in
Section VIL

II. PRELIMINARIES
A. Lithography

Lithography is one of the processes of LSI manufacturing.
In the process, a circuit pattern drawn on a photomask is trans-
ferred to the wafer using exposure equipment. A photomask
is one of the masters to make a circuit on the wafer.

Figure 2 illustrates lithography process. In lithography
process, a mask pattern drawn on a photomask is transferred
onto the wafer via lenses, shedding light from above the
photomask. While 193nm laser is commonly used in advanced
lithography processes [7], the minimum pitch between wires
is decreasing, and has reached 14nm. Therefore, some sub-
patterns cannot be transferred correctly because of diffraction
of light. Such a sub-pattern is called a hotspot. An example of
a mask pattern is shown in Figure 3(a). The transferred image
(by optical simulation) of Figure 3(a) is shown in Figure 3(b).
In Figure 3(b), wires are connected at an unintended position,
and some wires are too thin. Therefore, the pattern shown in
Figure 3(a) is a hotspot pattern.
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Figure 2. Principle of photolithography process

B. Approximate String Matching Problem

Approximate string matching problem [8] is one of the
string matching problems, and is a problem to determine if
two given strings are similar or not. In this study, the similarity
between strings is measured by the edit distance explained in
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Figure 3. Hotspot: (a) mask pattern, (b) its transferred image

the next subsection. If the edit distance is less than or equal
to a given threshold, we consider they are similar each other.

C. Edit Distance

Let us consider a pair of characters (a, b)(# (¢, €)), where
€ is an empty character, which represents nonexistence of any
character. The operation transforming character a in a string
into b is called an edit operation, and is denoted by a — b.
For example, let us consider a string A = gzh. If an edit
operation ¢ — f is applied to the first character of A, we
get A" = fzh as the resultant string of the operation. If an
edit operation z — ¢ is applied to the second character of A,
we get A = gh. If an edit operation ¢ — j is applied to
the empty character between the second and third characters
of A, we get A = gzjh. Hereinafter, we call an operation
a — b a substitution if a # € and b # €. Likewise, we call
an operation ¢ — € a deletion, and call an operation € — b
an insertion. Any string can be transformed into an arbitrary
string by applying the edit operations. An edit operation has
its cost denoted by vy(a — b). We assume the costs of edit
operations satisfy the equation below.

v(a—=a)=0
Y(a —b) +v(b—c) > y(a—c)

Suppose strings A and B on alphabets 3 are given. A sequence
of edit operations to transform A into B is denoted as O =
01,09, ...,0,. The cost of O is defined as

1(0) = Y (o).
i=1

The minimum value among the costs of all the sequences each
of which transforms A into B is defined as the edit distance
between A and B [8].

D. Approximate String Search Problem

Approximate string search is to find substrings similar to
a given pattern in a long input sequence. More precisely,
approximate string search is to find all the substrings whose
edit distance to the pattern P are the minimum among all the
substrings (or less then the given threshold t), in the input
sequence S.

We here explain a dynamic programming-based (DP-based)
algorithm for approximate string search [8], [9]. Prepare an
(n 4+ 1) x (m + 1) two-dimensional array D, where D has
n+ 1 rows and m + 1 columns, n is the length of the pattern
P = ayas---a,, and m is the length of the input sequence
S =b1by - by,. Anelement D(i,5) (at (i41)-th row, (j+1)-
th column) of D is defined by the following equations:
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D(0,0) =0, D(07]) =0,
D(i,0) = D(i — 1,0) + del(a;),
D(i,j5) =min{ D(i—1,7)+ del(a;),
D(i,j — 1) +ins(bj),
D(i—1,j —1) + sub(a;,b;) }

where the functions ins, del, and sub denote the insertion,
deletion, and substitution costs. Figure 4 illustrates the DP-
based calculation of an edit distance matrix, and Figure 5
shows the resultant edit distance matrix. D is called edit
distance matrix, and D(n,j)(1 < j < m) gives the edit
distance between the pattern P and a substring (whose terminal
character is b;) in the input sequence S. If the value is
the minimum among all the D(n,j)(j = 1,2,...,m) (or
less than the user-defined threshold ), we consider that the
substring is similar to the pattern. The initial character of such
a substring is found by tracing back the DP-based calculation
on D. Figure 6 illustrates how to identify similar substrings.
The details of the identification of similar substrings in our
proposed method are explained in Section IIL

Edit distance matrix
Input sequence
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The values of 3 elements are used to calculate each element. \
DP-based calculation proceeds to the lower right corner.

Figure 4. Calculation of edit distance matrix
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Figure 5. Edit distance matrix

III. HOTSPOT DETECTION BASED ON APPROXIMATE
STRING SEARCH

In this section, the existing hotspot detection method based
on approximate string search [6], which we improve in this
study, is explained. In this method, the mask pattern and
a hotspot pattern, which are both two-dimensional data, are
transformed into one-dimensional strings to apply approximate
string search calculating array D by dynamic programming.
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Edit distance matrix Input sequence
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DP-based calculation is traced back to find the initial character.
|- Detected similar substrings
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Figure 6. Identification of similar substrings

A. Transformation into One-dimensional Data

Mask patterns and hotspot patterns are image data. We
transform them into two-dimensional array of characters, in
which wire area is represented by 1 and empty area is
represented by 0.

An example is shown in Figure 7. In the left image in it,
the white areas represent wires (or other objects), and the black
area represents an empty space.

Vector image

Bitmap image

olofofofo

1|1fof1]1

-ooooo

1/0|o|1]1

Wire olofofofo
Empty space

Figure 7. Image data and its corresponding array

We transform the two-dimensional arrays into one-
dimensional data. First, the two-dimensional array of the mask
pattern is divided into rows. Then, the tail of the first row and
the head of the second row are connected. And, the tail of the
second row is connected to the head of the third row. Likewise,
all the rows are connected and the two-dimensional mask
pattern is transformed into one-dimensional data (Figure 8).

Mask pattern
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Mask pattern (one-dimensional) . . X X
(O T LTI T T I~ T

Figure 8. Transformation of mask pattern data

Next, the array of the hotspot pattern is divided into rows,
like the transformation of the mask pattern. Then, for each

10
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row, don’t-care characters are added so that the number of
characters of the row becomes equal to that of a row of the
mask pattern (Figure 9). A don’t-care character is the special
character which matches any character. By adding don’t-care
characters, mismatch of the positions of the head characters
of the rows of the hotspot pattern is corrected. Note that
such consecutive don’t-care characters can be substituted by
a special character, called a large-don’t-care, to efficiently
calculate the edit distance matrix [6]. Hereinafter, the hotspot
pattern is processed just like the mask pattern.

Mask pattern’s width

Hotspot patternl_ | | | e | o | )

ion Width
into rows & Connection

. . ' : Don’t-care char.
Hotspot pattern (one-dimensional)
CET T[T T+ [« 1T

Figure 9. Transformation of hotspot pattern data

B. Dynamic Programming

In both of our proposed method and our previous one [6],
since hotspot candidates are searched by using approximate
string search, array D is calculated by using the dynamic
programming shown in the previous section. Except the first
row and column, the value of each element of the array D is
calculated by using the value of its upper, left and upper-left
elements. These calculations are done line by line from the
top to the bottom.

C. Detection of Hotspot Candidates

After calculating array D, substrings similar to the hotspot
pattern are detected as hotspot candidates. To detect hotspot
candidates, we focus on the elements with the minimal values
(less than a user-defined threshold) in the bottom row of D.
Each of these elements is considered to correspond to the
terminal character of a hotspot candidate. Since we assume
the hotspot candidate has the length same as the hotspot
pattern, the initial character can be identified from the terminal
character. The assumption is based on the fact that a hotspot
pattern and candidates similar to the pattern are originally
two-dimensional images, and have the same size or almost
the same size. Figure 10 illustrates an example of hotspot
candidate detection of our methods. (In the example, patterns
are described in regular strings for simplicity.)

IV. PROPOSED METHOD

In this section, we propose an improved hotspot detection
method based on table-reference. Our proposed method is an
extension of the existing method [6]. First, we explain the
basis of table-reference-based edit distance calculation, some
problems for implementation, and our solutions of the prob-
lems. Then, we explain our proposed method, by describing
mask pattern encoding, hotspot pattern encoding, calculation
of the encoded edit distance matrix, and detection of hotspot
candidates.
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Steps of detection
1: Find a minimal value in the bottom row of the edit distance matrix.
(The terminal character of a similar substring is found.)
2: Go back n-1 columns, where n is the length of the hotspot pattern.
(The initial character of the substring is found.)

n

Edit distance matrix Mask pattern

injtial €= termjnal injtial €= terminal

n g kis: i t nii: x,c (&) w
olofolofo]o|o|dfo|o]o|d]o|do
§onlafofafafa]afa[qa]o]2]A]2]q]1
& i2]a]1]2]2]1]2]2[2]1]o]1]2]]2
& c[3]2]2]2]3]2]2]3[[3]2]y[1]1]1|[3
2 RGN
minimal / minimum

Most part of a similar substring “nixce” is covered.

Figure 10. Detection of hotspot candidate

A. Table-reference

In our proposed method, calculation of the edit distance
matrix is accelerated by using table-reference of precomputed
values and simultaneous calculation of multiple elements in
the matrix. Each region of simultaneously handled elements is
a k x k partial matrix of the edit distance matrix, where k is
the user-defined constant which decides parallelism. Figure 11
shows an example of 3 x 3 region. The number of inputs and
outputs necessary for calculating each region is decided by
k, as shown in Figure 12 (a) and (b). In addition, the values
of the outputs are uniquely determined by the values of the
inputs. Thus, a reference table for calculating a region can be
developed. Hereinafter, a set of inputs for a table refers to an
address (or index) of the table.

Edit distance matrix

__Mask pattern
0111001101001
0 ClCICIC
[l o,
E(%:n (. :)
o(1} O
S(5) -~
‘5“ X
T1
0 /

g N\

Figure 11. 3 x 3 region in edit distance matrix

A 3x3region
Necessary data to calculate the region

A set of inputs for the table consists of the necessary values
for DP-based calculation of the elements in a region. That is,
it consists of the corresponding characters of the mask and
hotspot patterns (2% characters), the k elements to the left of
the region, the k£ elements to the upper of the region, and the
element to the upper-left of the region (2k + 1 elements in
total). A set of outputs consists of the values of the elements
in the region. Given a region, then we call the partial matrix of
D which includes the region and the elements corresponding
to the inputs of the region, D’ (Figure 11). D’ is equivalent to
the region expanded one column and one row to the upper-left
direction.

However, it is not practical to directly make a table of

11
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Figure 12. Input-output relation on the calculation of a region : (a) case of
1 x 1, (b) case of 2 X 2, (c) case of 2 X 2 using the difference between
adjacent elements in the edit distance (with input-output names)

region calculation, because it requires a huge memory space.
This is because the range of the value of each element is large,
and thus the number of combinations of the input values of the
table explodes. Thus, we focus on the fact that, by deciding the
reference element (e.g., the upper-left one) of D’, the value of
an element can be represented by the difference between the
element and the reference one, and the value can be calculated
by using only the differences between elements. In addition,
we found the fact that the difference between the adjacent
two elements is -1, 0 or 1 (when an edit cost is defined as 0
or 1). (The proof is omitted due to the limitation of space.)
By adopting difference calculation considering the facts, we
mitigate the virtual range of the value of each element, and
thus the required memory space. Furthermore, only the values
of the elements in the bottom row and the right-most column in
D’ are necessary for calculating the edit distance matrix D (the
values of the other elements are not necessary), because only
the bottom row of D is necessary for hotspot detection. Thus,
the computational complexity of each region can be reduced
to O(k) from O(k?) by table-reference. Examples of sets of
inputs/outputs of a table (the necessary values for calculating
regions) are shown in Figure 12(c).

Moreover, a set of inputs/outputs can be encoded into one
word when k is small. Thus, in that case, the edit distance
matrix can be calculated in the encoded values, so that the
computational complexity of each region is reduced to O(1)
from O(k). Figure 13 illustrates encoded inputs and outputs.

Let (x,y) be the coordinate of the upper-left element of
D’ in the edit distance matrix D. Then, the inputs are

®  ay,Az41,--, Gz (k—1): Mask pattern characters corre-
sponding to the region (inputl)

o by, byy1,.., by (x—1): hotspot pattern characters cor-
responding to the region (input2)

®  CyyCyils e, Cap(k—1): the differences between adja-
cent two elements in the upper-most row of D’ (in-
put3)

o dy,dyi1,..,dyq(x—1): the differences between adja-
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(unencoded inputs and outputs) (encoded inputs and outputs)

Figure 13. Encoding of inputs/outputs of region: (a) unencoded
inputs/outputs of 2 x 2 region, (b) encoded inputs/outputs

cent two elements in the left-most column of D’
(input4),
and the outputs are

o fu, fut1s o fog(k—1): the differences between adja-
cent two elements in the bottom row of D’ (outputl)

® Gy, 9y+1,-- Jy+(k—1): the differences between adja-
cent two elements in the right-most column of D’
(output2).

The inputs/outputs are encoded by the encoding functions

k-1
P(pes pot1s o Do) = pr+i x (k=)= ey
=0

k—1
Q(Q$aqm+17-..7qw+i) = qu-‘rl X 3(k—1)—i (2)
1=0

to develop a table.

Hereinafter, we call the four inputs, inputl, input2, input3,
and input4, and the two outputs, outputl and output2. The
ones composed of binary variables are encoded by using (1),
and the ones composed of three-valued (—1, 0, 1) variables are
encoded by using (2). Therefore, the outputs can be memorized
in two words of memory if log, 3* is less than or equal to the
bit width of a word. In that case, & X k-element calculation
can be done accessing the memory only two times, so that the
computational complexity of each region is O(1). Note that
the number of possible combinations of the inputs is 22% x
32F and is an exponential function of k. In our experimental
environment, we developed tables up to £ = 5 (0.23GB).

B. Hotspot detection using table-reference

In this subsection, we explain our table-reference-based
hotspot detection method. As mentioned in the previous sub-
section, a table is developed by calculating the output values of
a region for each possible combination of input values before
starting hotspot detection. Then, the table is used for efficient
hotspot detection.

1) Pattern encoding: The mask and hotspot patterns in
two-dimensional arrays are transformed into one-dimensional
strings in the same way as [6]. Next, the mask and hotspot
patterns are divided into k-character substrings and then each
substring is encoded to use the reference table for calculating
the edit distance matrix. Note that, in the hotspot pattern, since
large don’t-care characters cannot be calculated in the encoded

12
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form, large don’t-care characters are not encoded, and thus they
are not included in a k-character substrings. Each k-character
substring is encoded by using (1). The terminal substring (of
the mask pattern) whose length are less than £ is left as an
unencoded string. Likewise, in the hotspot pattern, large don’t-
care characters and the substrings whose length are less than
k (including those resulting from the inserted large don’t-care
characters) are left as unencoded strings.

2) Calculation of edit distance matrix D: Using the en-
coded patterns, the calculation of the edit distance matrix
D is performed by referencing the table. Let us explain the
calculation using Figure 14. First, the values of the element of
the first row and column are set according to the definition
of the edit distance matrix. Next, the region whose upper-
left element corresponding to the element D(1,1) (region (1))
is calculated by table-reference. After calculating region (1),
the region adjacent to the right of region (1) (region (2))
is calculated. Let region (5) be an example. The input3 of
region (5) is from the outputl of region (3), and the input4 of
region (5) is from the output2 of region (4). In this way, the
encoded outputs of regions can be directly used as inputs to
calculate other regions. After table-reference-based calculation,
the values of the elements in the bottom row of the edit
distance matrix D can be restored by using the value of the
left-most element and the differences between adjacent two
elements obtained by decoding the outputl of each bottom
region.

Masklpattern

k=2 Input1 of region(1), (4)!-Input1 of region (2), (5)E|npUt1 of region (3), (6)]
Input3 of region(T) ||

@ - region(1) = region(2 region(3)
c = /| & fcalculated ) calculated calculated|

= ¥ &
o é] 5 s
g g T 2

g

o s g g

o~ - ry Bl
S §_ ‘/ LN Output of region(1) s Outputl of region(2) )
- £ Input3 of region(5)
o -==
[o% © region(4 < I [firesion 5 region(6
0 = H B <
46 s V calculated % S’ i'f

o ‘s W= o
T |z 5 B I

< O 1 of region(5) ] 2

§ V utput1 of region!

— L ]

v :previously calculated target region

Outputs of a region are directly used as inputs of other regions.

Figure 14. Calculation of edit distance matrix by table reference

We have explained the edit distance calculation ignoring
unencoded substrings. Here, let us explain how to handle
unencoded mask pattern substrings using Figure 15(a). First,
the output2 of the region just before the unencoded mask pat-
tern character is decoded to the differences between adjacent
elements in the corresponding column. Next, the values of
the elements are restored using the value of the upper-most
element and the differences between elements. Then, the values
of the elements corresponding to the unencoded substrings are
calculated according to the DP-based definition in the same
way as [6].

Next, let us explain how to handle unencoded hotspot
pattern substrings using Figure 15(b). First, the outputls of
the regions just above the unencoded hotspot pattern character
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are decoded to the differences between adjacent elements in
the corresponding row. Next, the values of the elements are
restored using the value of the left-most element and the
differences between elements. Then, the values of the elements
corresponding to the unencoded substrings are calculated ac-
cording to the DP-based definition in the same way as [6].
Also the substrings before the large don’t-care characters are
handled in the same way. Since each row of hotspot pattern
(in a two-dimensional hotspot pattern) means one large don’t-
care character, a hotspot pattern string contains multiple large
don’t-care characters. This calculation is performed for each
large don’t-care character.

Original mask pattern

Unencoded mask pattern char.

calculated 11 0 1 1 0__0}
caleulated Y difference | & ] | N | ] s
c ) S H H : :
o £ "
£ ] 5 difference
& v v]grv g v ||
8 £ 7 b
‘%Ir]‘, N ] v 4> 4-»4“»4-/
EY;OH v M E}] v |
5
< =l E, 3]
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@”g"’" s (1 0 1 1 0 0]
m 3 : :
3] |
vi|ivi v II
.
ia, v ivilv | v II v|v
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Figure 15. Calculation for unencoded character: (a) mask pattern character,
(b) hotspot pattern character

Finally, if the hotspot pattern character corresponding to
the bottom row is encoded, the values of the elements in
the bottom row of the edit distance matrix D are restored to
find hotspot candidates. If the hotspot pattern character is not
encoded, the values of the elements in the bottom row of D
are calculated according to the definition as mentioned in the
previous paragraph.

3) Detection of similar patterns: After calculating the edit
distance matrix D, patterns similar to the hotspot pattern are
detected from the values of the bottom row of D. The elements
with minimal values (less than the user-defined threshold) are
identified in the same way as [6]. Each of them corresponds
to the terminal character of a hotspot candidate. The initial
character can be identified by the terminal character because
the length of a hotspot candidate is the same as the given
hotspot pattern.

V. EXPERIMENTAL RESULTS

We performed experiments to evaluate our method. In the
experiments, we evaluated the execution time of template-
matching, the existing method [6], and our proposed method
for k = 1,...5, for the same mask pattern (1020 x 1020
pixels) and the same hotspot pattern (250 x 250 pixels), on
a CentOS (release 6.3 (Final)) PC equipped with Intel Core
i7-3770 CPU @ 3.4GHz and 7.6GB memory using gcc 4.4.7.

The experimental results are shown in Figure 16. Our
proposed method achieved the better result compared to [6]
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Figure 16. Calculation time

for each setting of k. When k > 3, our method outperformed
template-matching. We confirmed that the calculation time of
the edit distance matrix D was drastically reduced.

The calculation time of D is inversely proportional to k2.
Thus, it is expected that the decreasing rate of the calculation
time decreases with increasing k. In addition, the time to
make the reference table is proportional to the number of
combinations of input values (i.e., 22k 32k). That is, the
time is proportional to an exponential function of k. Therefore,
from Figure 16, the sum of the time to make the reference
table and the time to calculate D increases when k > 5.
Thus, we conclude that k£ = 4 is best under the experimental
environment. The execution time when k£ = 4 was about
1/11 compared to the existing method [6]. Note that once a
reference table is made, it can be reused. In such a case, & > 5
are potentially effective.

VI. CONCLUSIONS
In this paper, we proposed and evaluated an efficient
hotspot detection method. Experimental results showed that
our proposed method found hotspot candidates much faster
than the existing one [6] on which our method is based. Our
future work includes further improvement of the execution
time and improvement of the accuracy of hotspot detection.
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