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Abstract—This work proposes a scheme for sharing resourcessing

the opportunistic networking paradigm whereas, it @ables Energy
Conservation (EC) by allocating Real-Time Traffic-tased dissimilar
Sleep/Wake schedules to wireless devices. The scleeronsiders the
resource sharing process which, according to the dation of the

traffic through the associated channel, it impactsthe Sleep-time
duration of the node. The paper examines the traffi's backward

difference in order to define the next Sleep-time utration for each

node. The proposed scheme is being evaluated thrdugReal-Time
implementation by using dynamically moving MICA2dot wireless
nodes which, are exchanging resources in a MobileeBr-to-Peer
manner. Various performance metrics were consideredor the

thorough evaluation of the proposed scheme. Resultsave shown
the scheme’s efficiency for enabling EC and provide schematic
way for minimizing the Energy Consumption in Real-Time, in

contrast to the delay variations between packets; hereas the
proposed scheme aims at maximizing the efficiencyf @esource
exchange between mobile peers.

Keywords-Energy Conservation Scheme; Lifespan Extensibility
Metrics; Resource Exchange for Energy Conservation Scheme;
Opportunistic Communication Performance; Traffic-oriented Energy
Conservation.

. INTRODUCTION

As wireless nodes communicate over error-prone legse
channels with limited battery power, reliable anergy-efficient
data delivery is crucial. These characteristicsvotless nodes
make the design of resource exchange schemes rajiatie[1].
Due to the fact that wireless devices in orderdnserve energy
switch their states between Sleep mode, Wake madeldie
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resource capacity characteristics in order to oftarergy
Conservation and availability of the requested ueses. The
proposed scheme uses the cached mechanism fomtpeing
the requested resources and the monitored trédféit ttaverses
the nodes, both as input (basis for estimatingnt sleep time
duration of each node). This mechanism followsitheduced
Backward Traffic Difference (BTD) scheme. The desid model
guarantees the end-to-end availability of requestsgburces
while it reduces significantly the Energy Consuroptiand
maintains the requested scheduled transfers, in ohilitg-
enabled cluster-based communication. The innovatspect of
this work is that each node uses different assigfse of
sleep-wake schedule estimation, based on thecrdifierence
through time. The Sleep-time duration is assignezbiing to
the scheme in a dissimilar form to enhance noddopged
hibernation (where needed), whereas it avoids mouatathich,
will result in network partitioning and resourceashg losses.
Real-Time experiments using various newly introdluogetrics’
estimations, were carried-out for the energy corsEm and the
evaluation of the proposed model. The scheme fakesccount
a number of metrics hosted by the proposed schamesell as
estimation of the effects of incrementing the sléeg duration
to conserve energy. Likewise, the Real-Time expenits show
that different types of traffic can be supported eréh the
adaptability and the robustness that is exhibiiedmitigated
according to the proposed scheme’s Sleep-time attins and
assignments.

The structure of this work is as follows: Sectibrdéscribes
the related work done and the need in adoptingadfidtbased
scheme, and then Section Ill follows presenting pheposed

mode, the responsiveness of these devices is mducBackward Traffic Difference Estimation for Energpi@ervation

significantly. These devices, while being in theqass of sharing
resources, face temporary and unannounced lossetwfork

connectivity as they move, whereas, they are usealgaged in
rather short connection sessions since they nedidd¢over other
hosts in an ad-hoc manner. In most cases the rteguessources
claimed by these devices, may not be available.refbee, a
mechanism that faces the intermittent connectipityblem and
enables the devices to react to frequent changeshén
environment, while it enables energy conservatiomegards to
the requested traversed traffic, is of great nééais mechanism
will positively affect the end-to-end reliabilityfacing the

unavailability and the scarceness of wireless nessu

This work proposes a backward estimation model for

extracting the time-oriented differential traffic tontrast to the
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for Mobile opportunistic resource sharing. Sectidhpresents
the real time performance evaluation results fogusbn the
behavioral characteristics of the scheme and thekvgard
Traffic Difference along with the system’s respagrfsiowed by
Section V with the conclusions and foundations,wasl as
potential future directions.

Il.  RELATED WORK

Many recent high-quality measurement studies [héaje
convincingly demonstrated the impact of Traffic the end-to-
end connectivity [6], and thus the impact on theefiime
duration and the EC. The realistic traffic in R&ahe
communication networks and multimedia systems, uifioly
wired local-area networks, wide-area networks, les® and
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mobile networks, exhibits noticeable burstinessr @azeumber o
time scales [8] [9] and [10]. This fractiiite behavior of networ
traffic can be much better modelaging statistically se-similar
or Long Range Dependent (LRD) processes, v, have
significantly different theoretical properties frothose of the
conventional Short Range Dependent (SRDcesses. There are
many Sleefime scheduling strategies that model the r
transition between ON and OFF states. Existing chdiveg
strategies for wirelessetworks could be classified into th
categories: the coordinated sleepibg] [12], where nodes adjust
their sleeping scheduléhe random sleepii [13] and [14], where
there is no certain adjustment mechanism betweemdides ir
the sleeping schedule with all the pros and coB$, and on-
demand adaptive mechanisms [16], whesdes enter into Sleep-
state dependingn the environment requirememwhereas an out-
band signaling is used to notify a specific nodgdacto sleep it
an on-demand manner.

In addition to the existing architectures, a ferground of th
development of new approachesshbeen the association
different parameters with communication mechanisnm@der to
reduce the Energy dbsumption. These mechanisms can
classified into two categories: Active and passschemes.
Active techniques conserve energy by performing rgy
conscious operations, such as transmission schegdwind
energy-aware routing. Mavromoustakis [2] considers the
association of EC problem with different parametli aspect
of the traffic (like traffic prioritization) and ele a mechanisi
that tunes thenterfaces’ scheduler to sprawl in the sleep ¢
according to the activity of the traffic of a céntaode in the er-
to-end path.

The main goal of the proposed scheme is to mininttie
energy consumptionsing the incoming Traffic that is destin
onto each one of the nodes, takiimgo consideration th
repetition pattern of the TrafficThe scheme theestimates the
Backward Difference for extracting the time duratfor which
the node is allowed to Sleep during the next tihe¢ T. This
mechanism, in order to enable further recoverability &
availability of the requested resourcpsypose an efficient way
to cache the packets destined for the node with t-off
interfaces (sleep state)nto intermediate nodes and ens,
through the Backward Traffic Differencestimation, the next
Sleeptime duration of the recipient node to be adju
accordingly.

I1l.  BACKWARD DIFFERENCETRAFFIC ESTIMATION FOR
ENERGY CONSERVATION FORMOBILE PEER-TO-PEER
OPPORTUNISTIC RESOURE SHARING

The input nodal traffids being considered in this work a
estimated according to thigackward Traffic Difference BTD).
Wireless nodes, even if they are acting in the astwas
intermediatdorwarding nodal points or as destinations, have
to be self-aware in terms of pewand processing as well as
terms of accurate participation in ttransmission activit. There
are many techniques such as the dynamic ca-oriented
methods. The present work utilizeshgbridized version of th
proposed adaptive dynamic caching [@hich is considered to
behave satisfactorily and enables simplicity in | reeme
implementation [3].0n the contrary with [3][¢, in this work a
different real-timamobility scenario is modeled and hosted in
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scheme, whichgnables an adaptive tuning of the S-time
duration according to the activity of the Traffic each node

The following section presents the estimationsgreréd or
each node in order to evaluate the next Stime duration
according to the node’snéoming activity by using the BTD
mechanism.

A. Backward Difference Traffic Estimation for Energy
Conservation

The proactive activity scheduling may increase teevark
lifetime, contrarily with periodic Slee-Wake schedules, as it
enables dissimilar actiiime. The nodes are set in the active
state for gperiod of time acording to the incoming traffic. The
activity period(s) of a node is primarily dependentthe natur
and the spikes of the incoming traffic destinedtfis node [6]. f
the transmissizs are performed oa periodic basis then the
nodes’ lifetime can bforecasted and according to a model ca
predicted and estimated [7his work introduces the Backward
Traffic Difference (BTD)estimation in order to associate the
traversed traffic of a node with the previous moteesn, in
real-time,reduce the redundant Activ-periods of the node in
order to conserve energFigure 1 shows in Real-time the
Incoming traffic that a node experiences with thescciated
traffic capacity and activity duration of the nodée traffic car
be seen as a renewal process [7] that has aggne
characteristics [[from different sources
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Figure 1. Realtime Incoming traffic that a node experiences \lita
associated trafficapacity and activity duration of the ncwith mean E( A )
f

This work assigns a dissimilar sleep and wake time for
node, based on traffic that is destined for eaatterwhich, is
cached onto 1-homtermediate noc(s), during the sleep time
duration.Figure 2 shows th, in a pre-scheduled periodic basis,
nodes can be in the Slesmte. Likewise, the packets that are
destined for the certain node can be cached fopexified
amount of time (as long as tiNode (i) is in the Sleep-state) in
the 1-hop neighbor nod@ode(-1)) in order to be recoverable
when node enters the Active ste

CThed Traffic for Node (i)

Node in Sleep-state

Node 1-hop away in Active-state

Figure 2. A schematic diagram of ttcaching mechanism addressed in this
work.

Traffic from Different Source:

destined for Node(i)
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The 1-hop neighbor nod&i¢de(i-1)) is selected to cache the estimated for one-level @,(r)-T,(r—1) ). The Traffic

packets destined for the node with turned off fialses (sleep
state). The principle illustrated in Figure 2 dexsothat, when
incoming traffic is in action for a specific nodeeh the node
remains active for prolonged time. As a showcaisewvtbrk takes
the specifications of the IEEE 802.11x that arememending the
duration of the forwarding mechanism that takesgla a non-
power saving mode lays in the interdahsec < 7 <1 psec. This

means that every ~0.128ec (8 times
communication triggering action between nodes megult a
problematic end-to-end accuracy. Adaptive Dynarrdaching [2]
takes place and enables the packets to be “cachet® 1-hop
neighboring nodes. Correspondingly, if node is aomger
available due to sleep-state in order to consenezgy (in the

interval slotT=0.125usec), then the packets are cached into an
to:

intermediate node with adequate capacity equals
C x (t)>ctt ; (t),wherectf >a-C where ¢, is the capacity

adaptation degree based on the time duration ofapacity that
is reserved on node N @f ; Wherec‘ wo (1) is the needed

capacity wherd is the destination node arld is the buffering
node (a hop before the destination via differetihi@a

As this scheme is entirely based on the aggregastd
similarity nature of the incoming traffic with refsce to a
certain node, there should be an evaluation sctisneeder to
enable the node to Sleep, less or more accorditigetprevious
activity moments. This means that, as more as dbbhed traffic
is, there is an increase in the sleep-time duratibthe next
moment for the destination node. This is indicaiad the
following scheme which, takes into account the -Satfilarity to
estimate the potential spikes of the Sleep-timeatibir. The
Sleep-time in turn decreases or increases accdydibgsed on
the active Traffic destined fa¥ode(i) while being in the Sleep-
state.

1) Backward Difference Traffic Moments and Seep-time
duration estimation
Let C(t) be the capacity of the traffic that is destined tfu

Node i in the time slot (duration), and Cy ,,is the traffic

capacity that is cached oninde (i-1) for timet. Then, the one-
level Backward Difference of the Traffic is evaledt by
estimating the difference of the traffic while tNede(i) is set in
the Sleep-state for a period, as follows:

VCNi = T,(r)-T(z-1)

VCNi @) =T,(r-D)-T,(r-2) W

VCy (na = Ta(r = (n=1)-T(r = (n-2))

in a msec) the

Difference is estimated so that the next Sleep-tilmeation can
be directly affected according to the following:

5(C(T)) = Ctota| - Cll VCtotal > Cl'T S {T _1, T} (2)
where the Traffic that is destined fipbde(i), urges the Node to
remain active fo (€M) Tye >0

‘total
The load generated by one source is mean sizepaicket
train divided over mean size of packet train anchmsize of
inter-train gap or it is the mean size of ON peregr mean size
of ON and OFF periods as follows:
3)
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Figure 3. ON and OFF periodic durations of a Node with theoaited cached
periods.

When a node admits traffic, the traffic floly , can be
modeled as a stochastic process [17] and denot@dumulative
arrival form asA ={A (T)} .y, where A (T) represents
the cumulative amount of traffic arrivals in thené space [0..T].
Then, theA (5 T)=A (T)—A (S) (4). denotes the amount

of traffic arriving in time interva(s, t]. Hence the next Sleep-time
duration forNode (i) can be evaluated as:

SCMIA, (5T)

L(n+1)= c Tye V6(CT)>0 ©)
‘total
For the case that th§(C(T)) <0 it stands that:
6(C(T)) =Cia —C1,VCyyy <C,Te{r-1,7} , and
s(C()

Toye <OVT o, >T ., (r-1), the Cy <0 and the

prev

C

‘total
total active time increases gradually accordinghi following
estimation:

Tyep = T(7 1) — (_CNi ) =T -t)+ TCNi ©)

where theTCN is the estimated duration for the capacity

where VCNi(l) denotes the first moment traffic/capacity difference for CNi <0, whereas the Sleep-time duration
difference that is destined fblode(i) and it is cached onto Node decreases accordingly with Equations (5) and (), the

(-1) for time 7, T,(r)—-T,(r—1) is the estimated traffic

difference while packets are being cached o) hop for
recoverability. Equation (1) depicts the BTD estiima for one-
level comparisons, which means that the momentsrayebeing
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Cy, <0. Considering the above estimations the Traffievftzan
be expressed as in [19] as

A, (TM)=m (T)+Z (T) @)
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where is the mean arrival rate  and

m, (T)
ZAtf (M=, /’dltf m, (M) Et' (T)- a, - The coefficienta, is the
variance coefficient offy (T). %f (T)-is the smoothed mean

as in [17], and WithE(%tf (T)) =0 satisfying the following
variance and covariance functions:

. ZHtf
th - atf I‘T‘lf T

1 ®)
o, (s,T):Eatf m, (T

2Ht¢

-(T-s) )

2H,  2Hy,

+S

1
where Htf IS [E’l} is the Hurst parameter, indicating the

degree of self-similarity. Estimations in (8) camlyobe valid if
the capacity of theéNode (i-1) can host the aggregated traffic
destined foNode (i) satisfying the

sup|>'A 6T)-C, T

s<T te=1

)}, for traffic flow t; attime T and

th (T) represents the service capacity of Noele(i-1) for this

time duration.
The basic steps of the proposed scheme can be sizadia

the pseudocode of the Table 1.

for Node(i) that there is C(t)>0 {

whil e (CNi (t)>0) { //cached Traffic neasurenent

Eval uate ( VCN_ (1)) ;
Cale( 5(C(T)) =Cypy —C,,VC,oy >C, T e{r -1, 7})

if (Activity_Peri od:m.T >0)

prev
‘total
/| Measure Sleep-tine duration

(- SCMIA 6T

- Ctotal
else if (5(C(T))<0)
T =T 1) = (-Cy ) =T(r-t)+ T, :

T e VS (C(T))> 0

Sl eep (Tsieep);

} /lfor
Y/ while

Table 1. Basic steps of the proposed BTD scheme.

Taking into consideration the above stochasticnegtons,

the Energy EfficiencyEE[f can be defined as a measure of the

capacity of theNode(i) over theTotal Power consumed by the
Node, as:
C, (M
E = uw* 7 )
& M Total Power
Equation 9 above can be defined as the primaryientetr the
lifespan extensibility of the wireless node in gystem.
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IV. REAL TIME PERFORMANCE EVALUATION ANALYSIS,
EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we demonstrate the effectivenekshe
proposed BTD approach by using the MICA2 sensodes§20].
Nodes are configured to be manipulated as Peecekeviosting
the proposed BTD scheme. These sensors were eduipibethe
MTS310 sensor boards. The MICA2 features a low powe
processor and a radio module operating at 868/91é &habling
data transmission at 38.4Kbits/s with an outdoongea of
maximum set to 50 meters-taking no fading obstaold®tween
for better and clearer signal strength. The Tiny@Q&rating
system is hosted onto MICA2 using the Nested C Q)es
language. A dynamic topology with the mobility espsed in
Section IV.A is implemented, where the BTD schemssgns the
Traffic-oriented Sleep and Wake durations. In thel@ation of
the proposed scheme we took into account the siginahgth
measures as developed in [2] and [3] and the masichiping
delays between the nodes in the end-to-end pathumterlying
communication supports the Cluster-based RoutingtoPol
(CRP) [21]. A common look-up application is beirgydloped to
enable users to share resources on-the-move wdrietgvailable
by peers for sharing. This application hosts filéslifferent sizes
that are requested by peers in an opportunistimeran

A. Mobility Model used for mobile peers

In the proposed scenario the new speed and dinegti both
chosen from predefined ranges,mily Vmad and [0, Z),
respectively [17] and [18]. The new speed and toecare
maintained for an arbitrary length of time, randprthosen from
(0, thad- At the end of the chosen time, the node makes a
memoryless decision of a new random speed andtidined he
movements are expressed as a Fractional Random (BRI
on a Weighted Graph [22].

B. Real-time performance testing and evaluation using the
MICA2 sensors equipped with the MTS310 sensor boards

In this section, we present the results extractégr a
conducting the real time evaluation runs of theppsed scenario.
In the utilized scenario we have used 30 nodes eétth link
(frequency channel) having max speed reachingtoatamission
at 38.4Kbits/s. The wireless network is organized 6
overlapping clusters which, may vary in time in thetive
number of the nodes. Each source node transmitdb2dytes
(~4Kbits-light traffic) packet asynchronously armhdomly each
node selects a destination. The speed of each ed@adn be
measured with the resultant direction unit vect®f §nd the
speed. Each device has an asymmetrical storagecitgapa
compared with the storages of the peer devicesrdinge of the
capacities for which devices are supported arehé itterval
1MB to 20MB.

Figure 4 shows the fraction of the remaining Endiggugh
time in contrast to the comparison and evaluatixtnaeted for
different schemes during the real-time experimématAs all
schemes aim to reduce the Energy consumption, riygoped
scheme behaves satisfactorily in contrast to theerse
developed in [6]. Figure 5 shows the Successfukgabelivery
Ratio (SDR) in regards to the simultaneous requedtse intra-
cluster communicating path, for both staticallydted nodes (no
movement) and mobile nodes. Figure 6 shows the ageer
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Throughput with the Total Transfer Delay(usec) is shown, for
different mobility models. Figure 6 depicts the differe
Throughput responses that the proposed scheme itexliit
contrast to the mobility characteristics, for fulbde mobility,
moderate and low (30%) mobility.
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-% g’ 40 Zebra-MAC [2 3
s £ Periodic Sleep/Wake
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Figure 4. Thefraction of the remaining Energy through time usieg-time

evaluation for different schemes.
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Figure 6. The Avera¢ Throughput with the
Total Transfer Delayusec).
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Figure 7. The End-t&nd Latency with the number of requests for thers
during Realfime evaluation; and the CCDF for the Sharing Rilig with the
Mean download Time for requests over a centaipacit..

The End-toEnd Latency with the number of requests for
users during Real-Time evaluaties1shown inFigure 7 indicating
the number of users that are utilized in the preseaf high
mobility. Likewise, Figure 7 shows the respectivomplementary
Cumulative Distribution Function QCDF or simply the tal
distribution) with the Mean download Time for regte over a
certain capacityThe later results were extracted in the present
fading and ndading communicating obstacleFigures in 8 show
the network lifetime with the umber of Mobile Nodes; and tl
Throughput response of the system hosting the gezp@chem
with the Number of requests for certain fadirevaluated
characteristics.
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Results obtainegresentedn Figure 9, show the CCDF Sharing
Reliability with the Number of sharing P-users; and the Average
Throughput with the number of Ides in the streaming zone. The
results extracted foECDF Sharing Reliability with the Number
sharing Peer-usersjere for both Simulation experiments and |-
Time estimations so thatdte is a comparison axis between the
simulated results and the results extracted froral-Time Traffic
and experimentdn addition, thi Average Throughput in contrast to
the number of Nodes in the streaming z was evaluated in Real-
Time using periodic and the proposed sct. It is undoubtedly true
that the proposed scheme enables higAverage Throughput
response in the system, whereas comparing wi results extracted
from Figure 4, the proposed scheme enables greater melifetime
by using this activity Traffidbased scheme. Figures in 10, show the
Lifespan of each node with the number of hops fiferegnt scheme
Real-Time comparisons; and the meas for the Delay requests
with the caresponding Energy efficiencResults in Figure 10 show
that the network lifethe can be significantly prolon¢ when the
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BTD is applied, in contrast with the results obégirin Real-Time
experiments for the [23] and for the periodic Sl#é¢gke scheduling.

V. CONCLUSIONS AND FURTHER RESEARCH

This work considers the BTD scheme hosted on wdsele
nodes during the resource exchange process. Tksanah
proposes and examines a backward estimation moadel f
allocating -upon estimation- the time-duration tlaatnode is
allowed to sleep (according to the traversed tpffio that it
conserves Energy. The scheme uses the cached risechian
guaranteeing the requested resources and a madgiefGleep
time estimation based on the incoming Traffic ttiaverses the
nodes. According to the Real-Time results extradtesldesigned
model guarantees the end-to-end availability ofuested
resources while it reduces significantly the EneBgnsumption,
while it maintains the requested scheduled trassferformance
evaluation and the results extracted in Real-Tim@asthat this
method uses optimally the network’s and systemé®ueces in
terms of capacity and EC and offers high SDRs qa&ily in
contrast with other similar existing Energy-efficiemethods.
Next steps and on-going work within the curreneassh context
will be the expansion of this model into a Multis# Markov
Fractality Model so that it associates the diffemoments of the
Traffic activity and it will be able to extract th8leep-time
estimations for the nodes, in order to enable themonserve
Energy, while maintaining the resource sharing @sscon-the-
move.
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