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Abstract— In P2P networks, peers share contents, especially
video files, which represent their interests. Howear, the
underlying P2P topology may not represent this inteest
distribution. Thus, one important aspect of constreting an
efficient P2P network is to exploit the interest snilarity among
peers. In this paper, we propose a hierarchical chtering
mechanism for constructing an overlay network thattakes
interest similarity among peers into account. By masuring the
similarity among interests of peers and clustersnierest-based
hierarchical clusters are formed by using Jensen-Zmnon
Divergence metric. The clustering performance metds,
accuracy and correctness, are reported on PlanetLabFor
limited keyword collections, a novel Jensen-Shannon
Divergence-based search mechanism is implemented. has
been observed that the integrated mechanism providean
efficient method and better performance as comparedto
classical keyword-based search.

Keywords- peer-to-peer; clustering; interest; search; Jensen-
Shannon Divergence

. INTRODUCTION

Peer-to-peer (P2P) systems and applications praaide
environment for sharing contents,
videoconferencing, distributed computation and sethf
While some of them are unstructured, others arselgoor
highly structured [1]. One of the challenging perhk in
P2P systems is to locate the shared content. Gaisitd] file
qguery method is based on, flooding while FreeN&fsi§
based on random-walk technique. Peers in structbrz®
networks exchange information through the overletyvork.
Structured P2P networks organize peers in some taay
enhance the search performance. The most commenofyp
structured P2P networks is the Distributed HashleTab
(DHT)-based systems [4][5][6].

Content shared among peers may include a wide i@nge

file types from documents, images to video filehieJe
contents represent peers' interests. The termesitean be
considered as metadata name or description ofdilek as
movies, videos, music or
documents.

Clustering peers with similar interest can enhatiee
search performance and message complexity of tkeeyqu
However, it is difficult to characterize the intst@rofile of a
peer or categorize the shared resource, i.e. e Vikk.

Constructing an efficient P2P network will depernd o
representing the interest of the peer and exptpitine

Copyright (c) IARIA, 2010 ISBN: 978-1-61208-102-1

instant messaginq)

contents of files such as

interest similarity among peers. A P2P topology thaloits
this interest similarity will form interest-basetusters over
the overlay network and will gather nodes with &mi
interests into the same cluster or neighboringtetas This
will have effect on the search mechanism implentnte
within the system and will improve the search penance,
as number of queries, number of messages per dquery
false-positive rates.

In this paper, we propose a hierarchical clustering
mechanism for constructing an overlay network ttakes
interest similarity among peers into account, andosel
JSD-based search mechanism is implemented forelimit
keyword collections within the hierarchical systeiansen-
Shannon Divergence (JSD) [7] metric is used to nmeathe
interest distance between two nodes. The JSD id irse
information theory to measure the divergence batwes
probability distributions. In our case the disttibn of the
keywords provided by the peer or by the descriptibthe
video file is used. Peers join the system by méaguts JSD
distance to clusters starting from the top of therdnchy.
The hierarchical architecture is then exploiteddiect the
search using the JSD distance between the quenthend
clusters. Although the architecture can be usedafigrtype
f content, we emphasize using the architecturéiléotypes
such as video and music which contain very limitechber
of keyword rather than documents with large keywsets.
The JSD-based search will exploit the hierarchétalcture
of P2P network to improve the search performanderims
of number of messages per query or false-posiéitesr

The clustering performance metrics, accuracy and
correctness, are reported on PlanetLab [8]. It basn
observed that the integrated mechanism providesfement
method and better performance as compared to cddssi
keyword-based search.

The paper is organized as follows: In Section Bted
work is summarized together with their pros and scon
Section 3, presents the system design developethisn
study. Performance results are reported in Sedtidfinally,
concluding remarks are made in Section 5.

II. RELATED WORK

There have been studies in clustering of peers 2R
network. In these clustering approaches, clusterdaxmed
by using metrics such as delay [9], interest [I0path [11],
[12]. In delay-based clustering, nearby peers #uistered

together to decrease the delivery time. Espeailgy, jitter

and packet loss ratio are among major performance
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parameters in video streaming. These parameteedfferted
from the underlying physical
clustering is expected to reduce the delivery titnence
positively affect the above parameters. Howevedefay-
based clustering, peers with similar interest peofiiay be
placed in different clusters and this will lengthe search
time. Since interest set of generated queries ected to
be parallel with peers' interest profiles, clustgrpeers with
similar interests is expected to shorten the setinoh. In
[10] and [12] the shared content is hierarchicallyssified
according to some predefined classification. Howgeiteis
difficult to classify all contents. Also, a peer ynaold many
shared content with different interest profile freach other,
which makes the clustering of peers difficult if nea
approach is followed to cluster. Using JSD as derést
distance metric will enable us to distinct peeraitiee to
each other. The study presented in [11] is closeour
approach in the sense that they use JSD to characte
interest/similarity among peers. However, the auerl
architecture proposed in [11] displays a flat dtrieee and it
uses Dynamic Interest Landmarks (DIL) to placepber to
an interest region or to form a new interest regién
hierarchical structured network can be more adyggaas in
terms of scalability and message complexity if tearby
peers are clustered together. In [13], peers withila
interests create shortcut to one another. Peers thse
underlying overlay network and only create thesertshts
when they issue a query. In [14], the concept ofiesgic
overlay clusters (SOC) for super-peer networks
introduced. The approach is based on predefineitig®l
defined by human experts. Peers join the clustetheir
metadata model matches with the cluster's poliay[15b],
peers with some common properties are intercondexith
a super-peer. The super-peer tries to find thestdilp on
behalf of the peer, by forwarding the request teeosuper-
peers by using the charge-based flooding (CBF)rittgo, a
look-up protocol for distributed multimedia objecis the
super-peer layer. PAIS [16] classifies contentsbasks,

images, music, etc., which are considered as cbnten

categories or subcategories. The architecture mexsein
[17] is founded on interest-based superpeer paradig

overcome the disadvantages of flooding, which can b

topology. Delay-basedclassified as BFS-based techniques; such as werati

deepening [19], intelligent search [20]. In thesethods, file
names or IDs are queried within the system.

DHT-based systems scale well, but they use (kdygya
pair to route queries and retrieve files. Moreod#,T-based
systems have strictly controlled topologies andedfieient,
and effective for name-based searches. pSearch [21]
describes two algorithms, pVSM and pLSI, where doeuot
information, which are represented as vector omsgris
stored in DHT-based overlay networks.

In this paper, we propose a novel JSD-based search
mechanism which is explained in subsection B otiSedl!.

In this search mechanism, the query is forwardeal ¢tuster
based on JSD measure between the request intetemhd
the video interest set of that cluster. So the ywetl be
forwarded to clusters semantically closer and extra
messaging will be avoided. This method gives lessenber

of messages and false-positive ratio per query waithery
closer hit ratio compared to flooding and keywoaddd
search.

Ill.  SYSTEMDESIGN

A. Interest-based Hierarchical Clustering

We propose a hierarchical clustering architectue f
constructing a P2P overlay network that exploitsitiierest
similarity among peers. Clusters are formed basede®rs’

ignterest proximity. Cluster leaders are elevatedh® next

higher level in the hierarchy to form another cdusbgether
with other cluster leaders. Clusters except leveliters are
formed by cluster leaders from the clusters in jpevlevel.

1) System Architecture

In this paper, we use the term node both for peer a
cluster. In our architecture, a cluster at the Etvievel (level
0) is formed from peers and clusters at level 1 &vale are
formed from leader peers of clusters from the presilevel.
Each cluster consists of at most N nodes and ortleeof
nodes in the cluster acts as the cluster leadecaiN be
determined based on the message complexity withén t

themselves. The super-peers resolve queries onlf bafha
those clients. In [17], interest is considered exsegic hames
such as movies, music, etc. However, it is difficalstrictly

classify the content or the peer which holds many

semantically different contents.
There are various search techniques used in P2&hsys

Centralized indexing systems such as Napster [E h

performance bottleneck at the index server. Flaptiased
systems such as Gnutella [1], send query every imotlee
system and consumes a lot of bandwidth and peeunass.
Systems that use random walk technique, such anéire
[3], reduce flooding messages to some extent, buhat

in that cluster again acts as the cluster leadgh@fmewly
formed cluster. In Figure 1, a 2-level hierarchdépicted.

prevent wasting bandwidth with excessive messages o
duplicate messages. There are variations of randeaii

technique such as k-walker random walk [1]. Besides
random walk, there are many techniques proposed to
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Figure 1. A 2-layer hierarchical structure
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2) Overview of JSD and Cluster Interest Set
Let V be the set of all words in the vocabularyaif

peers, P, (V) denote word frequency histogram in péer
veV be a word in the vocabulary anp, (V) be the

percentage of the word i (V). Then, the Kullback-

Leibler Divergence (R ) between peerand peer]j can be
expressed as in [11]:

D2 (P.VIP,V)=F, p wiog Pt

KL i i = 2., P,Wlog =

J p| F)j (V)

The Kullback-Leibler Divergence () given in (Eq. 1)

requires a workaround to prevent division by zé&tor this

reason, similar to [11], we have also used Jentdam®n
Divergence (JSD) given below.

ID(P,W).P, (V) = 5 (D (P

(Eqg. 1)

P,\V)+P,V)
5 ) (Eq.2)

DupI PP

Peers' interests consist of a number of keywordsrevh
each keyword has weight associated with it, whégresents
the frequency of the keyword or the relative impode of

the keyword from peer's view. Ldt be the interest set of

))

nodei and W, is the weight ofk th word in interest set. .
I = {wi, Ws',... W'} set of words imode i

mechanism. A new peer A first communicates with &R
requests to join. If, currently, there is no clusie the
system, RP asks peer A to form a cluster (let Ithefcluster
be CO00) at level 0 and assign itself (peer A) &sdhuster
leader of cluster C00. Peer A forms a cluster &ll@®, and
another cluster (cluster ID: C10) at level 1, whosembers
are cluster leaders of clusters from level 0.

If there is already a hierarchical structure avddan the
system, RP sends peer A, the list of nodes of lirgter at
the highest level. Peer A, then, measures itsastgfJSD)
distance between itself and other nodes in thatelulf peer
A finds a node whose JSD distance is below a tbtdsh
peer A joins the cluster. If peer A finds a nodeath level
until level 0, then it joins to the cluster it fimét level 0. If
peer A cannot find a node below the thresholdyritns new
clusters starting from that level to level 0, ahdoins the
cluster where it last satisfied the threshold dete

4) Cluster Splitting

Cluster splitting is started by the cluster leadethe
cluster size exceeds a certain value. The clustader
maintains nodes’ interest sets within the clusdtdirst finds
two farthest nodes to each other within the clugt@om
these two nodes, the farther node to the clustsdeleis
chosen as the temporary leader of the new cluster.other
node is taken as a reference node in the currasitec] Then
the leader measures every node's JSD distancee toetiv
cluster's temporary leader and the reference nodéhe
current cluster. If a node is closer to the newstels

We have normalized the interest set as follows: Lefémporary leader, then it is placed into the navster.

Pi(w,) be the normalized_ histogram value wafin nodei.
Clearly, B(w,) =¢c, /> c wherec! is the weight of

w, el and " P(w)=1.

Normalized histogram distribution is computed facle
peer interest to be used with JSD. JSD distancedeet peer
i and j is computed as JSB(W), P,(w)) as given in (Eq. 2).

Let the cluster contain the nodes 1,...n.. Thenl; =
Unc = { Wi, W, o} and P (we) = (U nc)zi”fle(wﬁ)

i=1 !

Leader election algorithm is run in the new clusfidre
leader of the newly formed cluster also joins thester at
the next higher level. Cluster split algorithm isinr
recursively for the cluster at the higher leveltié cluster
size of that cluster also exceeds the thresholé. d$eudo
code of split algorithm is shown in Algorithm 1.

Algorithm 1: Split Cluster

Input: C: Current cluster
Output: A new cluster (C’) or null
Vars: C": New cluster; L: Leader of C; n1, n2: nodes

wherew’ is the cumulative of weights of the same word i”(clusters)

each peer interest set in the cluster.

JSD distance between a peer and a cluster is alsoz.

computed as JSB(W), P.(w")), whereP,(w") denotes the
cluster interest distribution. Note that it is damito JSD
computation between two peers. In our design, a pee¢ a
cluster is considered as a node. The cumulatieeast set of

1: if (sizeOf(C) < upperSizeThreshold)
return null

3: Find two farthest nodes within the cluster
4: Assign the node closer to L to nl

5: Addn2to C’

peers within a cluster is normalized to represeatduster's ~ 6: foreachnode xe Cdo
interest distribution. 7 dl =JSD(x, nl)
Similar to peer-to-peer and peer-to-cluster JSD 8: d2 = JSD(x, n2)
computations, cluster-to-cluster JSD computatiors i 9: if (d2 < d1) then assign x to C'
performed as JSPG(W"), Pg(w?)), where Pz(w") is the 10: end
interest distribution of cluster, @and P4(w?) is the interest 11: return C’

distribution of clusterjc

3) Process of a New Peer Joining System

5) Cluster Merging
Cluster merging is performed if cluster size droptow

Each peer and cluster in the system has a uniqug hreshold. If a cluster's size drops below tirestold, it

identifier. Similar to other P2P systems [9] [1tHere exists
a rendezvous point (RP) required for
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notifies its parent. The parent cluster knows thenber of

bootstrapping
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nodes in each of its child clusters. The clusteictvhequests
for merge, measures its JSD distance with othetelunodes
in the cluster according to the order of list pomd by its
parent. If it finds a node (cluster) below a thaddht checks
whether the sum of cluster sizes is also belownd.lif it is,
then merging is performed. Otherwise, it continisearch
until it finds one or until the end of the list. &ipseudo code
of cluster merging is shown in Algorithm 2.

Algorithm 2: Merging Clusters

Input: C: parent cluster of Ck
Output: A new cluster (C’) or null
Vars: mergelList: list of clusters to be merged
newSize = sizeOf(Ck): size after merge
sortedCList: list of nodes (clusters) within C okt
according to their size
1:foreach Ci in C (excluding CK)
2 if (newSize+sizeOf(Ci) < upperSizeThreshold)
3 add Ci to mergelList
4: newSize += sizeOf(Ci)
5: elsebreak
6:end
7: Merge clusters in mergeList into C’
8:return C’

6) Leader Election

Leader election algorithm is run within the clusfethe
number of joins and leaves after the last electiaeeds for
a specified number. Cluster leader is the one wlith
minimum total distance to other nodes in the clusiénce
the cluster leader maintains nodes’ interest sétisinvthe
cluster, it computes every node's total JSD digtamithin
the cluster. The node with the lowest total distamalue is
chosen as the cluster leader. If the new leadsarise with
the current leader, nothing further is done. Otlimawthe
new leader is updated in the parent cluster (dladtthe next
higher level).

B. Search Mechanism

Our goal is to provide a search mechanism for items
represented with a small amount of keywords (wd cal

interest set) such as metadata of video files. €aarch

mechanism is based on JSD measure between thesteque 14

interest set and the video interest domain. Theckestarts
by initiating a query from a peer in a clustereatdl 0. Note
that level 1 and higher level clusters are virtahlsters
which help nodes to place itself in an appropriggion.
Search algorithm is explained next:

The query is first submitted to the peer's cludtead
(CH). CH has the entire video list. So it first reaka simple
search on the list to find the video. If the vidié®is located,
then the information of which peer(s) keep(s) tiueo file is
returned to the requestor peer. If it cannot fimel tideo file,
then it forwards the query to its parent, whichihs cluster
head of the parent cluster. Cluster heads, at lévahd
higher levels, do not keep any video list, becatsge not
feasible and manageable to keep such a big listedd of
keeping the video list, it keeps the interest datideos for
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each of its child clusters. When the cluster heambives a
query from one of its child clusters, it measures 9SD
distance between the query's interest set and itieo v
interest set of the child clusters. The query isvioyded to
the child cluster head with which the measured dSEance
is below a threshold. Otherwise, the query is powvéarded.
Hence, excessive messaging is decreased. Thisaedutra
messaging and number of false-positives.

Parent cluster head waits for the query resultwdaied
to the child cluster heads. If the cluster heacives fail
result from each of its child cluster head to whilsh query
is forwarded, it forwards the query to its pardoster head.
If it is at the highest level of the hierarchy, ibaterminates
as a failed search. The result is sent to the stqupeer.

If the video file is found in one of the clustetdevel 0,
the result is sent to the requestor peer and tdsparent is
notified to terminate the search as a successéutke The
pseudo code of search algorithm is shown in AlgoriB.

Algorithm 3: Search Algorithm

Input: g: query
Output: -
Vars: p: peer initiating the query, Cp: peer’s clusteq; C
cluster from which the query is received, Vci: vade
interest set of cluster Ci, Clist: list of the dlers to which
the query is forwarded

1:if ( (level == 0) and (video exists) )

2 send the location of the video faepeer p
if (Cp!=Caq)

send success result to parentOf(C

return

foreach Ci in C (excluding Cqjlo
if (JSD(q, Vci) < jsdThreshold)
add Ci to Clist
0: forward g to Ci
I/ each Ci will run this algorithm upon
/l receiving q
11:if (fail received from all clusters in Clist)
12: if (parentOf(C) is not null)
: forward q to parentOf(C)
elsesend fail to peer p
15:  return
16:end
17:if (parentOf(C) is not null)
18: send success to parentOf(C)
19:return

3:

4.

5:
6:end
7.

8:

9:

1

IV. PERFORMANCE

We have analyzed the clustering performance; how

accurately the peer is located at the cluster asmtch
performance in terms of the number of messagesrajede
search time and false-positives produced per query.

In our tests, peers have interest sets and may rkeey
video files. A video file is also represented wdth interest
set, which is constructed from its title, categaapd some
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descriptive keywords from its summary. Peers' @geset is
formed from similar keywords. The number of keywsord
expected to be in the order of 100s. So, the isteset
forwarded from one peer to another one is in traeioof
100s keyword which means around KBs.

In our tests, we have set the JSD threshold valu@&
which is determined empirically. So a node cam jai
cluster if the JSD distance between the joiningenadd the
cluster is below the JSD threshold.

A. Clustering Performance

We have analyzed level O clusters. The goal of the

clustering is to locate the nearby peers (basedntanest
closeness) into the same cluster as much as pas§hmt is,
the goal of this clustering performance measurengmnod
analyze the accuracy of this placement.

Correctness and accuracy metrics are providedZht{®
measure clustering performance. We need to ad&seth
metrics in order to use them to analyze our clisier
performance. In addition to these two metrics, \@eehalso
measured the diameter of clusters, average distamce
clusters and its standard deviation. When we meathe
node's distance to its cluster, we first excludeat thode
from its cluster and then measured the JSD distsmdke
cluster. We call node's clustére reference cluster of the
node. We consider a selection is correct if the JSDadise
between a node and its reference cluster is withitmes

the distance between the node and the nearestrclaatler,
JD distance to the reference cluster

JSD distance to the nearest cluster
In this study, we usg = 1.0 , to determine the closer

where y

1

avg dist(G)=—"—
g_dist(G)) #of nodes

> ID(xG) (Eq.7)
XeG;
Whereais defined in (Eq. 3).

We have used 356 nodes in PlanetLab environment to
construct the P2P system based on our hieraratlicgtering
algorithm explained in this paper.

Intra-Cluster Measurements

—=—— Diameter (O}
———— Average distance to the cluster (DC)
Standard deviation of DC

VAN Y
2 o; s WM’W

4 T 10 13 16 19 22 25 28 31 34 37 40
# of clusters

1

Figure 2. Intra-cluster measurement.

In Figure 2, we have shown the intra-cluster
measurements. We have measured the diameter ¢érslus
average distances of nodes to their referenceectuand the
standard deviation of the average distances. Wee hav
observed that the average of the diameters is Qb
average of the average distances to the clustérdis which
is below the JSD threshold value. We expect theneiar be
more than the threshold, because it representhaxénum

cluster., < 1.0 means that the node is correctly placed intodistance between two nodes in the cluster.

the cluster. LetX € G, , then we define reference cluster as

G =G, —x (Eqa. 3)
JSD(x,G,)

Then, y = =\ i) 4

oy ID(x.G,) €a.4)

where G, is the nearest cluster 8. Let L, and L; be
leaders ofi th and j th clusters. Similar to [22] we also

define the accuracy metric as follows:
JSD(X, y) - ISD(L,, L.
acc=1-—1 Z‘ > 0oY) ( ')‘ (Eg. 5)
N'i,jTr.k] %G, JD(X,Y)

i<j

where N'= ;
i,jell..k]

i<j
G;and y is a node in clustés; . We define diameter of

clusterG, as D(G,) = max{JSD(x, y)} (Eq. 6)

yeG;

Gi||Gj| and X is a node in cluster

where X, ye Gi. We also define the average distance to

the reference cluster as follows:
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We measured the accuracy of the P2P system we have
constructed within PlanetLab environment, using 868es
as 86.3%. We have used (Eq. 5) to compute the aogur
We have also measured the correctness of nodenmate
according to (Eq. 4). Figure 3 shows the valugrofor each

node in the system. Among 356 nodes, only 37 ohtiges
can find a closer cluster than their referencetetu§ hat is,
the percentage of correct placement of the systenhave

tested according to the criterja< 1.0is 89.6%.

Correctness

—— Correctness

14 1

12

comeciness

08

06

101 151 20

# of nodes

Figure 3. Correctnes of node placement
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B. Search Performance

We have distributed video files across P2P syskauh
video has a related keyword set (interest set) @amdD
associated with it. Videos are distributed to pemrsording
to their interest profiles; peers' interest prafiso reflect
the interest set of the videos they maintain. Baefr may
have different number of videos.

Hit Ratio

_100%00%100% 100%00%100% 100%00%,g ,q,, 100%00%99,59%

™ Flooding

= Keyword Comparision
Random Walk

™ JSD Based

20

200

50 100
Number of Nodes

Figure 4. Hit ratio

In search performance evaluation, we have compared

JSD-based search with keyword-based, flooding andam
walk search. When search is at level 0, we havelsed for
video ID. However, in level 1 and higher levelsach is
performed according to the interest set of the wiifile. In

keyword-based search, we forward the query to stedas
long as the video keyword set matches with the aatated
video keyword set of the cluster. In flooding-basedrch,
the query is flooded to the entire network. In keydvbased
and flooding-based search, we expect hit ratiod##4d For

JSD-based search, we have measured the JSD dista

between the requested video file's keyword setimvithe

cluster's accumulated video keyword set. If the d&fance
is less than the threshold, we forward the seaochhat

cluster. We have constructed P2P systems with S0
100 nodes and 200 nodes.

The hit ratios of keyword-based, flooding and rando
walk search and JSD-based search are shown ineMHguit
ratio for JSD-based search remains closer to fiapdind
keyword-based search. Random walk performs a veoy p
hit ratio.

40 Message Complexity
3531

35 -

35,12

30 -

25 22,94

—— Flooding

20

—l— Keyword Comparision
A— Random Walk

—-)SD Based

Search Message

15

10

Average Number of Message per

0 50 100 150 200 250

Number of Nodes

Figure 5. Average number of messages per search

Copyright (c) IARIA, 2010 ISBN: 978-1-61208-102-1

The average number of messages distributed ac&#s P
network per query is depicted in Figure 5. Randoalkw
search has the least number of messages. Floodidg a
keyword-based search generates the highest numiber o
messages per query. For 200 nodes case, JSD-lgasel s
almost generates 37% less messages than floodidg an
keyword based search while maintaining over 99%stiib.

Comparing search times, JSD-based search performs
better than flooding and keyword-based search (Eigy

Search Time
4584,08

5000

4500 -

4000 -

3500 3232,23

3000 7 —— Flooding

2325,6 —m— Keyword Comparision
A— Random Walk
—l- JSD Based

52500 |

2
E’ZOOO b
1500 -

1000 -

Search Time per Search Message

500 -

0 T T T T 1

0 50 100 150 200 250
Number of Nodes

Figure 6. Average search time

As for the average number of hubs (number of nedes
query passes through), JSD-based search passegtthess
number of nodes (Figure 7). The difference betwten
average number of messages and the average nufitdrso
per search is that for the average number of hubsonly
count the number of nodes a search message phssagh
and for the average number of messages we inclele t

Mi€ssages used to notify the parent for search trasul

addition to the search messages.

Another feature to compare the search methodologies
mentioned is the average number of false-positizegiery
is forwarded to level O cluster with the expectatid finding
the requested video within the cluster, howeverdogested
video is not found in that cluster. The false-gesitates are
shown in Figure 8; JSD-based search gives lowesefal
positive rate than flooding and keyword-based searc
4,5 7

Hop Counts

w
wn
L

—&— Flooding

—— Keyword Comparision
A— Random Walk

—l- JSD Based

Search Message
w

~
v
L

Average Number of Hop Count per

1,5 T T T r !
100 150 200 250
Number of Nodes

Figure 7. Average hop count per search
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Random walk search gives the best result in message
complexity, search time, hop count and false-pasitiate.
However, it produces the lowest hit ratio (14,3486 200
nodes) while other methods gives more than 99%atid.

167 False Positive

14,31
14
14,16

12 4

10

8,3

8,13 —&— Flooding

—8— Keyword Comparision
Random Walk

—l-JSD Based

Average Number of False Positive per Search
Message
0o

0,28 0,38

100 150 200 250
Number of Nodes

Figure 8. Average number of False-Positives per search

V. CONCLUSION

(7]

(8]
(9]

(10]

(11]

(12]

(23]

We proposed a hierarchical clustering mechanism for

constructing an overlay network that takes accotintterest ~ [14]
similarity among peers. We have implemented a nd8&-
based search mechanism for limited keyword cobesti
within the hierarchical system. We have providkotering [15]
performance results that show how well the clusteri
mechanism works, with accuracy of more than 86%veittu
a correctness of more than 89% for the node settirgghave
used within PlanetLab environment. The overall[16]
performance of the search technique we proposeithin
paper is better than random walk, flooding and lagwx
based search.
[17]
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