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Abstract— This paper presents a method for segmenting a sign 
language sentence consisting of multiple words into individual 
word motions, which is an elemental technique for achieving the 
final goal of interpreting sign language sentences. We propose a 
segmentation method based on the similarity of motions, 
focusing on the fact that the word motion is included in the 
sentence motion. We selected 22 frequently occurring sign 
words and created 5 short sentences using them and acquired 
word and short sentence motion data. The results of the 
segmentation method using these data are presented. In 
addition, we show the results of word classification and confirm 
the feasibility of the proposed method for sentence 
interpretation.  

Keywords- Sign language; Acceleration sensor; 
Segmentation; LSTM; SVM; Motion classification. 

I.  INTRODUCTION 
The hearing of more than 430 million people worldwide is 

impaired [1]. Traditionally, communication with normal-
hearing people using written or text input tools has been the 
norm, but with the use of automatic transcription through 
speech recognition [2], the barriers to communication are 
gradually being lowered. The use of automatic interpretation 
has been increasing for verbal communication between 
different languages, and automatic interpreters have already 
been commercialized in Japan [3]. If automatic interpretation 
for sign language, which is considered to be an extension of 
these technologies, comes into practical use, the 
communication barrier between people with hearing 
disabilities and people with normal hearing will be eliminated. 

Research on sign language interpretation has so far 
focused on word-level recognition of sign language motions. 

A camera, an accelerometer, and a data glove with a built-in 
strain gauge have been proposed as sensors for detecting sign 
language motions [4][5]. In recent years, there have been 
studies using OpenPose, MediaPipe, and other applications 
that can extract skeletal nodal information from camera 
images [6], and multimodal use of multiple sensors for higher 
accuracy [7]. These have ensured a certain level of recognition 
accuracy in word count limitations. 

Since sign language is composed of multiple words, 
similar to a normal conversational dialogue, research is 
currently developing away from a focus on recognition at the 
word level to a deeper recognition of entire sign language 
sentences [8]. In this context, there are initiatives to recognize 
signed sentences using Transformer and Conformer 
technologies, which have been increasingly used in the field 
of natural language processing and speech recognition in 
recent years [9][10]. These are approaches that recognize sign 
language sentences without splitting them into the individual 
words that make up the sentence. However, learning data for 
sign language sentences is required, and a huge amount of 
learning data is needed to make these approaches practically 
workable. Acquisition of sign language motion data also 
imposes a significant burden. 

In contrast, we propose a method to interpret sign 
language sentences from word motion data, considering the 
situation where a database of sign word motions is provided 
to make the proposed method feasible [11][12]. While some 
papers have proposed a method for determining the 
segmentation point of each word in a signed sentence by the 
motion speed, etc. [13], we focus on the similarity between the 
motions of each word in sentences and the hand motions of 
individual words and propose a method for interpreting by 
segmenting the sentence into words. The proposed method is 
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made feasible by limiting the target domain for sign language 
interpretation, meaning that the number of words required can 
be reduced, and existing sign language word data can be used. 

In Section 2, we present the final sign language 
interpretation sequence and the research target of this study; 
in Section 3, we present the method used to segment a sign 
language sentence into its component words and the results of 
our experiments; in Section 4, we present the classification 
results of the segmented motion data and its evaluation; and 
in Section 5, we discuss the results of this paper and future 
work. 

II. SEQUENCE OF INTERPRETATION AND INVESTIGATION 
TARGET 

A. Sequence of sign language interpretation 
The sequence for interpretation of sign language sentences 

is shown in Figure 1. We focus on the fact that the motions of 
each word that makes up a sentence are contained in the 
sentence. We divide the sentence into words using a 
segmentation process, which will be described in Section 3. 
We already have the sign words' motion data and classify the 
segmented words using a learning model for the sign word 
motions.  

This paper clarifies this segmentation method and attempts 
to classify each word based on segmentation results. The 
research target is the region shown by the blue rectangle in 
Figure 1. Modification of the classification results and 
composition into sentences based on a sign language linguistic 
model remains a future work. 

B. Target sign language motions 
From approximately 10,000 sign words in the “New 

Japanese-Sign Language Dictionary” [14], we selected 22 
sign words from those with the highest number of references 
in the dictionary. Short sentences combining these words were 
created by a sign language instructor, and these sentences 
were used for segmentation and word classification. Table I 
shows the 22 sign words and 5 short sentences that are 
combinations of these words. 

C. Acquisition of sign language motion data 
It is not necessary to attach a sensor to the person signing 

when using a camera, which may be advantageous from the 
standpoint of real use. There are applications that output body 
node information from camera images, such as OpenPose and 
Media Pipe, but they are limited to detecting motion in a plane. 
An acceleration sensor can measure the motions of sign 
language in 3D and has a higher sampling rate than a normal 
video acquisition camera, with each of the methods having 
their own advantages and disadvantages. We acquired sign 
language motion data using both an acceleration sensor and a 
camera. Figure  2 shows the data acquisition setup. 

As the purpose of this investigation is to confirm the 
possible practical application of the proposed method, 
detailed finger motions were excluded. In order to acquire 3D 
motions including depth movements, an acceleration sensor 
(model: Analog Devices, ADXL362) was used to acquire 
motion data. The sampling rate was 10 ms, with a maximum 
measurement of 8 G. The sensors were attached at four 
locations on the elbows and wrists of both hands; sensor data 
from the four locations were synchronized for data reception 
using a backscatter communication system [15]. 

Acceleration data were acquired for the motions of 
individual words and sentences. Each word was acquired by 
repeating the sign language motion from a starting position in 
which the signer was standing still with both hands down by 
the sides of the body. The beginning and end of the short 
sentences were the same as for word acquisition. The data set 
used in this study is shown in Table II: 15 samples were 
acquired per word, for a total of 330 samples, and 5 different 
of sentences, 3 samples per sentence, for a total of 15 samples 
per short sentence. Since the purpose of this study was to 
verify the feasibility of the method, it was decided to use data 
from one signer (the aforementioned sign language instructor), TABLE I. TARGET SIGN LANGUAGE WORDS AND SHORT SENTENCES 

 

Short sign language sentences
2. human/animal/difference

(Humans and animals are different.)
1. new/system/create

(Create a new system.)
4. family/put/work/prioritize

(Prioritize work over family.)
3. driving/license/new/update

(Update a driving license.)
5. ordinary/people/familiar/shop

(A shop is familiar to ordinary people.)

Sign language words

6. difference5. animal4. human3. create2. system1. new

12. work11. put10. family9. update8. license7. driving

18. basic17. shop16. familiar15. people14. ordinary13. prioritize

22. law21. election 20. public19. power

 
Figure 1. Sequence of sign language sentence interpretation. 
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Figure 2. Data acquisition configuration. [16] 
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whose signing motions are correct and stable. This was done 
to minimize the influence of differences in the motions of 
individual signers. 

III. SEGMENTATION METHOD AND RESULTS 
In this section, we discuss the concept underlying the 

sentence segmentation method and the results of our 
experiments. 

A. Fundamental concept 
Figure 3 shows an example of acceleration data during the 

motions for a word and a sign language sentence (data in the 
x-axis direction for the left wrist). This is for the word “driving” 
and the sentence “driving/license/new/update” which means 
"I renew a driver's license". From this graph, we can see that 
parts of the word motion data are similar to what is seen in the 
sentence motion data. 

Based on this concept, the segmentation method involves 
the extraction of similar portions of word motions from the 
sentence motion data. In a sentence, the interval between word 
actions includes a transition section, which is neither of the 
two motions (shown in Figure 4). This transition section is 
considered to be shorter than the duration of the sign word 
motion and was assumed to be included as part of the sign 
word in this investigation. 

There are two methods for detecting similar parts of 
actions: the Dynamic Time Warping (DTW) method [17] and 
the method based on likelihood information using a Long 

Short Term Memory (LSTM) model [18]. When using an 
LSTM model, it is possible to quickly evaluate similar parts 
taking into account all word data by creating the LSTM model 
in advance, so in this study, we decided to use an LSTM model 
that had been trained by word motions. 

B. Word learning model and likelihood output 
To classify the 22 words, the LSTM model was created 

using 15 samples of each word, with motion data acquired for 
a total of 330 words as described above. The parameters used 
to create the model and the learning curve are shown in Figure 
5. The convergence of the curve indicates that sufficient 
learning was achieved. 

Figure 6 shows the likelihood output from the LSTM 
model when the short sentence “driving/license/new/update” 
is input. Here, the likelihood is the values obtained from the 
softmax layer of the model (a probability value ranging from 
0 to 1, the sum of the elements (22 in this model) is 1). It was 
confirmed that the likelihoods of the words driving, license, 
new, and update, which make up the short sentence, are output 
with the highest values, and that the order of these words is 
also output correctly in this example.  

As another example, Figure 7 shows the results when 
"family/put/work/prioritize" is input to the LSTM model. 
Unlike Figure 6, the likelihood of each word is not stable and 
its variation is large. In the case of Figure 6, it is considered 
relatively easy to divide the words that make up the sentence, 
but in the case of Figure 7, division into individual words is 
difficult and some sort of division criteria must be set. 

The following two conditions were imposed for the 
segmentation of each word using this likelihood information. 
Here, we also added the condition that the segmentation time 
should not be less than 0.3 seconds, considering the minimum 
time required to make a sign language word motion.  

TABLE II. TARGET SIGN LANGUAGE WORDS AND 
SHORT SENTENCES 

 

No. of 
total 
samples

No. of 
samples / 
motion

No. of 
motions

No. of 
signers

33015221Words
15351Sentences

 
Figure 3. Example of acceleration data. 
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Figure 4. Sentence motions and transition section. 
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Figure 5. Parameters and learning curves for LSTM model creation. 
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Figure 6. Example of likelihood (Case 1). 
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(a) Selection of the word that has the maximum value of 
the 22-word likelihood integration value 

(b) Saturation of the integrated value of the likelihood of 
that word 

 

C. Segmentation results 
An example of the segmentation results from the 

likelihood output in Figure 6 is shown in Figure 8. The number 
of words composing the sentence is 4, and the number of 
segments is 4. The position of the segmentation as well as the 
number of segments is important, and in this study, the 
segmentation results were evaluated from the following 
perspective. The segmentation position was evaluated based 
on whether it was in the transition section or not. Since a larger 
number of segments generates a higher number of 
segmentation positions included in the transition section, the 
segmentation position index was calculated according to the 
number of segmentation positions in the transition section and 
the number of segments. Here, the transition section was 
determined visually by a person familiar with the word 
motions. 

(a) Number of segments 
(b) Segment position index: Number of segmentation 

positions in the transition section / number of segments 
The result for 5 short sentences, 3 sentences each, for a 

total of 15 sentences is shown in Table III. The number of 
segments tends to be larger than the actual number of 
constituent words. This indicates that the risk of missing a 
constituent word is small, and from the perspective of sign 
language sentence interpretation, it tends to be better than 
under-division. The segment position index, which indicates 
the probability that a segment position falls within the 
transition section, was 0.31 on average. This leads to a 
decrease in word classification accuracy, and more correct 
segmentation remains an issue. 

IV. WORD CLASSIFICATION USING SEGMENTATION 
RESULTS 

The segmentation results were used to classify word 
motions in that segment. We compared the classification 
accuracy between LSTM and Support Vector Machine 
(SVM) in a preliminary study and found that SVM performed 
better with the current number of data for training. Therefore, 

we used SVM, which has proven performance as an accurate 
classifier, taking into account the small number of samples 
for learning. Based on the results of our previous studies [19], 
the acceleration data for each segmentation section was 
divided into 10 parts, and the mean value and standard 
deviation in this region were used as the feature values. Then, 
a normalization parameter of 10 as the SVM parameter and 
RBF as the kernel were set for the classification model by 
SVM. Table IV shows the results of each word classification 
for each of the 4 segments in Figure 8. The top three 
classification results are shown in this table. Here, the number 
of words to be classified is 22. 

Word classification of the segmented sections was 
performed using the segmentation results for five different 
sentences, a total of 15 sentences. The results are shown in 

TABLE III. EVALUATION RESULT FOR SEGMENTATION 

 

Segment position 
index

No. of 
Segment

No. of 
wordsShort sentences

0.670.330.2533431. new/system/create
0.250.330.0043332. human/animal/difference
0.500.500.2544443. driving/license/new/update
0.430.330.0073444. family/put/work/prioritize
0.400.200.2555445. ordinary/people/familiar/shop

(three sample sentences for each short sentence)

 
Figure 8. Example of a short sentence segmentation result. 
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TABLE IV. WORD CLASSIFICATION RESULT BASE ON SEGMENTATION 

 

4th seg.3rd seg.2nd seg.1st seg.Sentence
systemnewfamiliardriving

driving/license/new/update updatepeoplelicensepeople

drivingdrivinglawlaw

TABLE V. WORD CLASSIFICATION RESULTS FOR SEGMENTED 
SECTIONS

 

Up to 3rd placeFirst place onlyShort sentences
1.000.660.500.660.330.501. new/system/create
0.750.660.330.250.660.332. human/animal/difference
1.001.001.000.750.750.503. driving/license/new/update
0.421.001.000.280.660.504. family/put/work/prioritize
0.600.800.750.400.800.255. ordinary/people/familiar/shop

(three sample sentences for each short sentence)

 
Figure 7. Example of likelihood (Case 2). 
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Table V. As a measure of the classification performance of 
words in a segmented section, the Evaluation Index (EI) was 
defined as expression (1). The order of words was not 
considered, and multiple occurrences of a correct word were 
counted as one. 

 
                    𝐸𝐸𝐸𝐸 = α / β       (1) 

 
where α is the number of words correctly classified, and β is 
the number of segments. 

The classification performance was evaluated for two 
cases by assuming that (a) only the first place out of 22 words 
was correct, and that the classification was correct, and if (b) 
it was included in the third place. Although there were cases 
in which words not included in the sentence were classified, 
basically the words that constituted the sentence were reliably 
classified. It was confirmed that the proposed segmentation 
method enables the classification of words that make up 
sentences, although this is partly because the number of 
words in our experience was 22. 

 

V. CONCLUSION 
This paper proposed a method for segmenting short 

sentences into their component words and evaluated its 
performance. The proposed method is based on the likelihood 
information obtained from LSTM models learned on word 
motions. Twenty-two words and 5 different of sentences 
consisting of those words were created, and sign language 
data were obtained to evaluate the proposed method. The 
word classification rate after segmentation was 
approximately 50% for the first-place criterion and 
approximately 76% when the third-place criterion was 
applied, confirming the feasibility of the method. 

In future work, it will be necessary to examine methods 
for eliminating the effect of transition sections to achieve 
highly accurate word classification, create word learning 
models for more accurate segmentation, and evaluate the 
results using sign language data from a large number of sign 
language users. In parallel, we will collect linguistic 
information, such as word frequency and word order of a 
signed language restricted to a specific field, and investigate 
more accurate methods of interpretation that incorporate such 
information in the segmentation and word classification 
results. 
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