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Abstract—Today, data processing has become a key 

functionality of multiple diverse applications. Large amounts of 

data from disparate sources must be processed in streaming in 

order to have real-time knowledge of the domain in question and 

thus be able to make the most appropriate decisions at each 

instant of time. This streaming processing has been successfully 

achieved by introducing Complex Event Processing (CEP) 

techniques into the solutions provided. Although these solutions 

have proven their effectiveness in various software architectures 

and application domains, there is still a need for further 

research on how to achieve better performance depending on 

the needs of the application. This paper attempts to shed some 

light in this area by comparing various configurations of a CEP 

engine, aiming for better performance in real-time data 

processing. 

Keywords-Complex Event Processing; Event-driven Service-

oriented Architecture; Internet of Things; Data Processing. 

I.  INTRODUCTION 

Today, data processing has become a key functionality of 
all applications in general and those related to the Internet of 
Things (IoT) and smart cities, in particular. Large amounts of 
data are generated from multiple sources at a high speed, 
which must be processed promptly to have real-time 
knowledge of the domain in question and thus be able to make 
the most appropriate decisions at each instant of time. In this 
context, multiple applications and architectures emerge that 
address big, small and open data processing, for decision 
making in various domains, with special emphasis on IoT and 
smart cities [1].  

According to Rahmani et al. [2], Complex Event 
Processing (CEP) has become a key part of the IoT; indeed 
multiple publications endorse CEP as a successful technology 
for streaming data processing in the IoT [3]–[6], including a 
wide variety of works, in diverse application domains. This 
integration of CEP with the IoT not only takes place in the 
cloud, but also at levels closer to the device, such as the fog or 
the edge [7]. Although when we need to integrate multiple 
communication protocols and application technologies the use 
of an Enterprise Service Bus (ESB) in an event-driven service-

oriented application facilitates the implementation and 
maintenance of the architecture [8][9]; in production 
environments where integration needs are lower, lighter and 
more efficient architectures can be achieved without using the 
ESB [10][11]. An architecture that integrates the CEP engine 
without the ESB can face with greater guarantee of success 
scenarios that demand higher performance, especially in the 
current situation where the amount and velocity of data is 
growing at a vertiginous rate year after year. 

For all the above, we need to analyze which configurations 
of CEP engines can provide us with better performance in the 
most common scenarios of big data processing in IoT and/or 
smart cities; where many of the implementations are or could 
be limited to the integration of data sources through an 
inbound messaging broker with a data processing engine and 
an output also channeled through an outbound messaging 
broker. For performance analysis it is necessary to adjust to a 
particular implementation and given the wide use of Esper, 
this is going to be our CEP engine. On the other hand, given 
the widespread use of RabbitMQ and the immediate 
integration of AMQP 0.91; these are going to be the broker 
and protocol for both inbound and outbound messaging used 
in this research. 

As discussed in Section III, in the past several studies on 
performance for CEP engines were done, such as [14][15] and 
[16], but we could not find particularly a comparison of 2 
opposite mechanism of Esper engine to subscribe to complex 
events: subscriber and listener, nor the comparison of 
configuring CEP engines to execute with different number of 
threads. In this sense, this paper focused on doing the tests 
needed to analyze such options to check which can provide us 
with better performance and therefore to complement other 
existing research on CEP performance analysis. 

The rest of the paper is organized as follows. Section II 
introduces CEP technology. Then, Section III explains the 
related work and motivates the need for further CEP testing 
and evaluation. Afterwards, the evaluation scenario proposed 
as well as the configurations of the test performed are 
presented in Section IV. Consequently, Section V explains the 
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results obtained from the tests performed and, finally, Section 
VI presents the conclusions. 

II. BACKGROUND ON COMPLEX EVENT PROCESSING 

CEP [12] is a technology by which we can capture, 
analyze and correlate in real time huge amounts of data, 
coming from different application domains and in different 
formats, to detect relevant situations as they occur [13]. The 
incoming data to be processed by the system are called simple 
events, while the detected situations are called complex events.  

To detect these complex events, it is necessary to have 
previously defined an event pattern that will be responsible for 
analyzing and correlating one or several simple events in a 
given period of time. These patterns must be deployed in a 
CEP engine, i.e., the software in charge of capturing the 
simple events, analyzing in real time if some of the patterns 
deployed on the simple input event stream are fulfilled, and 
creating the complex events.  

In this work, we have adopted the Esper CEP engine and 
its EPL pattern language, because of its recognized prestige in 
terms of performance and applicability. 

III. RELATED WORK AND MOTIVATION 

We have found several works which provide CEP 
performance evaluation. For instance, Rosa et al. [14] present 
a comparative study of several Esper engines for security 
event management. Esper CEP engine is among the engines 
evaluated; in their analysis we can see that Esper engine has a 
very good performance with a high throughput and the authors 
consider it to be the most suitable taking into account 
performance and configuration flexibility. We have also 
found a comparison of the Esper engine with the Sidhi CEP 
engine [15], in both cases integrated with an ESB and the 
Mosquito broker [16]. Ortiz et al. also evaluate the time it 
takes to transfer events in a microservice-based architecture 
and to process them in the Esper CEP engine [10]. Besides, 
Corral et al. evaluate how the integration of Esper with Kafka 
behaves with up to 32 partitions [17] demonstrating that the 
system is highly scalable under these simple conditions, but 
not evaluation on the CEP engine isolated, which is our main 
objective in this paper. Also in [11] an evaluation and 
comparison of Esper CEP engine in an event-driven 
architecture with the use of an ESB compared to the use of 
Data-Flows is provided, which might be complementary to the 
research done in this paper. 

Thus, we can conclude that, to our knowledge, there is no 
work comparing some particular configurations of Esper CEP 
engine, such as the use of subscriber and listener in the engine, 
nor the use of several threads in its execution configuration. 
Such gap motivated this work which can help us to better 
understand Esper CEP performance and compliment other 
existing related works. Particularly, we expect to deploy the 
architecture evaluated in this paper in a water management 
company and we need to check which is the most efficient 
solution for this purpose beforehand. 

IV. EVALUATION SCENARIO  

This section explains the software architecture used for the 
performance tests and the machines involved in it, the key 
performance indicators selected to be measured from the tests 
and the configuration prepared for the tests. 

A. Architecture  

The software architecture, as represented in Figure 1,  
consists in a synthetic data simulator (nITROGEN [18]), 
which submits data to a RabbitMQ broker; both deployed in 
Machine 1. The CEP application in Machine 2 is then 
subscribed to the queue in the RabbitMQ broker to receive the 
simple events. After the simple events are processed by the 
CEP engine, the detected complex events are sent to an output 
RabbitMQ queue in Machine 3. The three are server machines 
with an Intel Xeon Silver 4110 processor and 32 GB of RAM.  

B. Key Performance Indicators 

To analyze in detail the processing times in each 
component of the architecture, we have added a series of 
timestamps along the life of the processed message, from its 
generation to the end of its processing, as explained in the 
following lines and shown in Figure 1. 

• Let t1 be the timestamp corresponding to when the 
synthetic data is generated in the simulator; in this 
case we have used nITROGEN simulator [18]. 

• Let t2 be the timestamp corresponding to when the 
simple event (the generated synthetic data) is going to 
enter the CEP engine; that is, it has already been sent 
from the simulator to the broker and from the broker 
to the CEP engine. 

• Let t3 be the timestamp that adds Esper CEP to the 
message when the complex event is detected. 

• Let t4 be the timestamp corresponding to the time 
when the complex event leaves the CEP engine and is 
sent to the output queue. 

Thus, the difference of t2-t1 indicates the time it takes for 
the simple event to be sent from the simulator to the 
messaging broker and from this to the CEP engine; that is, the 
sum of the sending time and the processing time in the broker. 
From now on we will call Tsubm as this time difference. 

On the other hand, t3-t2 is the time difference from the 
reception of the simple event in the CEP engine until the 
detection of the complex event in the CEP engine, i.e., the 
processing time of the event in the CEP engine, hereafter tproc. 

Figure 1. Software Architecture and timestamps taken. 

30Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-041-4

ALLDATA 2023 : The Ninth International Conference on Big Data, Small Data, Linked Data and Open Data



Finally, t4-t2 gives us the time difference from when the 
simple event is going to enter the CEP engine until the 
complex event leaves the CEP engine to be sent to the output 
queue; that is, it includes not only the processing time in CEP 
of the simple event, but also the management of the complex 
event in the CEP engine. From now on this time will be called 
Tman. 

Such three times (Tsubm, Tproc, Tman) together with the CPU 
usage and memory consumption will be the key performance 
indicators in our evaluation tests. 

C. Test Configuration 

The objective of these tests is not to evaluate several 
instructions of the EPL syntax to build patterns, as we did in 
the past [11], but to evaluate several ways to handle the 
complex event and configure the CEP engine to process a 
simple pattern and check specifically if the use of the listener 
and the subscriber clauses in a pattern, as well as the 
configuration of the CEP engine execution using 1 or 10 
threads in the processing, influence the performance of the 
whole architecture. 

Let us explain that a listener can subscribe to complex 
events already posted by a pattern match. However, a 
subscriber object receives statement results via method 
invocation. A subscriber is expected to have performance 
advantages, but we will have to see if this holds true in the 
performance tests. We used a very simple event scheme and 
event pattern for the evaluation with the aim of insolating the 
behavior of the listener and the subscriber and make it 
independent of any pattern clause.  

The simple events reaching the CEP engine will consist on 
a JSON element containing i) the timestamp of the instant of 
creation of the event (t1); ii) the timestamp of when it reaches 
the CEP engine (t2), which will be generated empty by default 
and added when such data is known and iii) a boolean —
shouldTrigger—that will cause the pattern to be met randomly 
or not for each incoming event; which is represented as 
follows in the Esper CEP engine: 

@public @buseventtype create json 

schema Dummy as (t1 long, t2 long, 

shouldTrigger boolean) 

The pattern will simply add the timestamp of the instant in 
which the complex event is detected (t3) and select the other 
timestamps that were already in the simple event (t1 and t2).  

insert into DummyComplexEvent SELECT 

current_timestamp as t3, t2, t1 FROM 

Dummy(shouldTrigger) 

As previously mentioned, the reason for using such a 
simple event pattern is because we want to focus on the 
different behavior of the system using the subscriber and 
listener, as well as executing with one or more threads. It is 
not our aim to evaluate a wide range of Esper operators as this 
was done by other works, but to complement such works with 
this novel tests. 

Every test was run for simple events incoming rates of 
1 000, 10 000 and up to 50 000 incoming events per second, 
and each test was run for 10 minutes. As previously said, 
Tsubm, Tproc, Tman, CPU usage and memory usage were 
measured for every performed test.  

V. RESULTS AND DISCUSSION 

In this section we show and analyze the results of the tests 
performed both with subscriber and listener and for 1 and 10 
threads for the CEP engine execution under the conditions 
described in Section III. 

As we can see in Table I and Table II, the use of one 
thread, either with listener or with subscriber, seems to have 
an average consumption of memory and CPU quite similar for 
any of the tested incoming rates.  Also, the submission times 
from the message queue to the CEP engine are quite similar, 
as they should be. We can also see that the processing time is 
also almost the same in both cases, but we note some 
differences in the management time: even though the 
subscriber seems to be more efficient than the listener when 
we have an input rate of 1 000 events per second (0.264 ms 
the listener versus 0.02 ms of the subscriber) when we reach 
the input rate of 50 000 events per second, the listener is the 
one being more efficient (0.007 ms the listener versus 0.33 ms 
of the subscriber). It is important to point out that the high 
values reached for Tman with the input rate of 50 000 events 
per second are due to the fact that the system collapses and 
therefore does not process all the messages properly and may 
give inconsistent values. 

Again, as we can see in Table III and Table IV, average 
consumption of memory and CPU are also quite similar when 
using ten threads with any of the tested incoming rates and the 
submission times from the message queue to the CEP engine 
are quite similar, as well. In this occasion we can see that the 
processing time is again similar for both the subscriber and 
listener options. This time, the management time for the 
listener behaves better (0.14 versus 0.69 ms) at a 10 000 
events per second incoming rate, as well as the rate of 50 000 
incoming events per second (0.78 ms of the listener versus 
0.99 ms of the subscriber). 

TABLE I.  TEST RESULTS WITH LISTENER CONFIGURATION AND 1 

THREAD. 

TABLE II.  TEST RESULTS WITH SUBSCRIBER CONFIGURATION AND 1 

THREAD. 

 

Incoming 

Rate 

(events/s) 

Medium 

Memory 

Usage 

(MB) 

Medium 

CPU 

Usage 

(%) 

Tsubm (ms) Tproc (ms) Tman (ms) 

1 000 466.5 0.37 10.77 0.007 0.264 

10 000 518.2 1.35 58.05 0.005 0.58 

50 000 520.3 3.38 4 853 0.0034 0.07 

Incoming 

Rate 

(events/s) 

Medium 

Memory 

Usage 

(MB) 

Medium 

CPU 

Usage 

(%) 

Tsubm (ms) Tproc (ms) Tman (ms) 

1 000 463.3 0.34 10.78 0.007 0.02 

10 000 535.8 1.35 63.70 0.005 0.86 

50 000 524.4 3.53 4 387 0.0038 0.33 
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TABLE III.  TEST RESULTS WITH LISTENER CONFIGURATION AND 10 

THREADS. 

TABLE IV.  TEST RESULTS WITH SUBSCRIBER CONFIGURATION AND 

10 THREADS. 

 
Up to this point of the comparison we can say that for 

simple events there are no big differences between using a 
listener or a subscriber because although there are some 
differences at some rates of incoming events per second, they 
are not significant, not reaching the millisecond. 

There are differences between the use of 1 or 10 threads in 
the execution of the CEP engine, although perhaps not the 
expected ones. To better observe these differences, we have 
represented in Figure 2 three graphs with the values taken by 
Tsubm, Tproc and Tman, respectively, for each input rate with the 
listener and the subscriber and the execution in 1 thread; and 
these same three graphs but using 10 threads for the execution 
in Figure 3. 

For the time of submission (tsubm) we do not appreciate big 
differences (as expected). However, for the time of processing 
in the CEP engine (tproc), when using a single thread, the 
processing time increases as the input rate of simple events 
increases; however, the processing time decreases when using 
10 threads (until it collapses at 50   incoming events per 
second). On the other hand, if we take as a reference the input 
rate 10 000 events per second, in which the engine is not 
collapsed but it is not as fluid as with 1 000 input events, we 
see that we obtain better times with 1 thread than with 10; 
possibly due to the greater management involved in the 
distribution of tasks among the threads and the resolution of 
the final results. Finally, the processing and management time 
(tman) increases in both cases as we increase the input rate of 
simple events, until it saturates at 50000 input events per 
second; but it remains in any case lower for the execution with 
1 thread compared to the one using 10 threads. 

VI. THREADS TO VALIDITY 

A limited number of tests have been performed in this 
work. As previously mentioned, a single pattern has been 
tested, but to better validate the results, perhaps a varied set of 
operators or domain specific patterns could be tested. On the 
other hand, generating a greater or lesser number of complex 

events for each simple input event may yield other results. It 
should also be noted that the use of 1 thread has been 
compared with the use of 10 threads, but other intermediate 
options such as 2, 3, 4, etc. threads have not been tested. Tests 
with different numbers of threads could lead to other 
conclusions in addition to those explained in this paper. 

Incoming 

Rate 

(events/s) 

Medium 

Memory 

Usage 

(MB) 

Medium 

CPU 

Usage 

(%) 

Tsubm 

(ms) 
Tproc (ms) Tman (ms) 

1 000 485.8 0.67 9.30 0.89 0.86 

10 000 517.3 3.62 58.26 0.14 7.66 

50 000 7 884.8 20.51 257.18 0.78 85 114.69 

Incoming 

Rate 

(events/s) 

Medium 

Memory 

Usage 

(MB) 

Medium 

CPU 

Usage 

(%) 

Tsubm (ms) Tproc (ms) Tman (ms) 

1 000 483.7 0.65 7.90 0.7 0.9 

10 000 516.1 2.86 58.36 0.69 4.63 

50 000 8 089.6 19.71 264.31 0.99 87 522 

Figure 2. Tsubm, Tproc and Tman for each input rate with the listener and 

the subscriber and the execution in 1 thread. 
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On the other hand, it is important to bear in mind that in 
real systems, when measuring processing time, a lack of 
synchronisation in the clocks of the systems involved may 
imply a mismatch in the measurement of these times. 
However, when implementing a real system, our main goal 
will not be to measure performance time, but rather for the 

patterns to detect the situations of interest in the domain in 
question. In this case, clock times have no influence, since the 
events are processed the instant they arrive, regardless of the 
timestamp they may contain, and it is the CEP  engine that 
assigns the timestamps necessary for the internal management 
of the times and time windows. 

VII. CONCLUSION AND FUTURE WORK 

In light of the results of the tests performed, we can 
conclude that both the use of subscriber and listener to capture 
the complex events detected by the CEP engine provide 
similar behaviour at different rates of incoming events per 
second. We can also conclude that configuring the CEP 
engine to use more threads might not be useful when we have 
large amounts of incoming events as it is more time 
consuming to distribute and assign the tasks for the different 
threads than the time required to do it in a single thread.  

For future work, we expect to perform further performance 
tests with the particular patterns developed for the water 
management company where we will test the architecture 
evaluated in this paper. 
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