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Abstract—Easy Language is a linguistic resource designed to
facilitate comprehension for individuals with learning impairments
and non-native speakers. Utilizing simplification of text, the
restriction of vocabulary, and layout adjustments, Easy Language
texts are constructed to ensure accessibility. Furthermore, Easy
Language texts have the capacity to incorporate visual aids, such
as images or symbols, to enhance comprehension. Although the use
of imagery has been shown to improve understanding, it remains
unclear whether visuals generated by artificial intelligence (AI)
can meet the specific stylistic and semantic requirements of Easy
Language. This paper investigates the potential of diffusion-based
image generation to address these needs. A Stable Diffusion model
was fine-tuned to produce images in a minimal, symbol-like style.
Two user studies were conducted to assess the model’s ability
to replicate a consistent visual style and to determine whether
the generated images effectively conveyed the intended meanings.
The results show that participants were generally unable to
distinguish AI-generated from original symbols and correctly
interpreted most of the illustrated concepts. The findings suggest
that diffusion models, when properly fine-tuned, are capable of
producing illustrations that align with the stylistic conventions
and semantic clarity required in Easy Language. However, certain
abstract or emotionally nuanced concepts remain challenging to
represent accurately. These results indicate that, when guided
by stylistic constraints, AI-generated visuals can offer a scalable
approach to producing accessible visual content.
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I. INTRODUCTION

Communication is a central aspect of everyday life, whether

it is necessary to coordinate daily activities, interact socially,

or communicate information to broader audiences. Depending

on the context and recipients, the mode and complexity of

communication are adapted accordingly. However, in public

domains, such as government websites, the audience often

includes individuals with various cognitive and linguistic

abilities. For this reason, ensuring broad accessibility becomes

a key concern.

An approach to making written content more accessible is

Easy Language, a simplified form of communication designed

primarily for people with cognitive or learning difficulties. It is

governed by a set of formal rules that emphasize short sentences,

familiar vocabulary, and the use of supportive visuals, such as

symbols or images [1][2]. According to the cognitive theory

of multimedia learning, the combination of verbal and visual

information can improve comprehension and reduce cognitive

load [3]. However, the visuals used in Easy Language must

adhere to strict stylistic conventions: they must be consistent in

style, placed near the corresponding text, and avoid redundancy

or ambiguity [1].

In practice, creating these images is a complex and iterative

process. Translators usually begin by drafting a visual concept

for a specific word or phrase. This is given to a designer

who produces an initial sketch that is reviewed by a test

group, often people with learning difficulties. The image is

reviewed multiple times based on user feedback until the

intended meaning is clearly understood [4]. While this process

ensures clarity, it is time-consuming and may limit the timely

dissemination of accessible information.

Previous research has examined the role of visuals in Easy

Language using methods, such as comprehension tests [5],

eye-tracking [6], and reading speed analysis [7]. These studies

have also evaluated different visual formats, from realistic

photographs to symbolic representations [8]. However, the

potential role of AI in automating this process has not yet been

explored.

Recent advances in AI-based image generation, particularly

diffusion models, such as Stable Diffusion [9], DALL-E

[10][11] or Midjourney [12] have shown that machines can

generate visually coherent and stylistically adaptive images

based on text prompts. These models can be further fine-

tuned to reflect specific visual styles, making them promising

candidates for generating accessible visuals. Previous work has

shown that some AI-generated images are indistinguishable

from real images [13], but their applicability in accessibility

contexts, such as Easy Language remains unclear.

This paper investigates whether AI-generated images, pro-

duced via a fine-tuned Stable Diffusion model, can support Easy

Language communication. Specifically, we assess (1) whether

the model can reproduce a consistent visual style aligned with

existing symbol sets, and (2) whether the generated images

are expressive enough to unambiguously convey intended

meanings.

To this end, a Stable Diffusion model was fine-tuned using

Low-Rank Adaptation (LoRA) [14] on a minimalist black-and-

white pictogram data set derived from Picto-Selector [15]. Two

user studies were conducted: one to test style fidelity, the other

to evaluate semantic expressiveness. Participants were generally

unable to distinguish the AI-generated images from originals

and correctly interpreted most of the illustrated concepts.

Our findings suggest that AI-generated imagery, when guided

by specific stylistic constraints, can support the goals of Easy

Language and may offer a scalable alternative to manual

illustration processes.

The remainder of this paper is structured as follows:

Section II introduces Easy Language. Section III reviews related

work. Section IV describes the model fine-tuning. Section V
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presents two user studies. Section VI reports the findings.

Section VIII discusses future work and concludes.

II. BACKGROUND

Easy Language emerged as a means to promote inclusion and

equal access to information, especially for people with cognitive

or learning difficulties. Originating in the 1960s and gaining

traction in Germany in the 1990s, it encompasses simplified

versions of the standard language [16]. It reduces linguistic

complexity through short sentences, simple vocabulary, minimal

use of connectors, and the inclusion of images and adjusted

layouts [1]. Terms, such as easy-to-read, clear language, or

simplified language are often used interchangeably across

countries. "Leichte Sprache" is the German adaptation, with

this work focusing on its regulations [2][17]. Easy Language

is distinct from Plain Language, which is less formalized and

aims to reduce stigmatization. An intermediate form, "Easy

Language Plus", has also been proposed [18].

Target Groups: Easy Language serves a diverse population,

including people with learning disabilities, low literacy, sensory

impairments, or those affected by migration [16][19]. However,

its implementation varies between countries. While often de-

veloped for people with intellectual disabilities, it also benefits

those facing temporary or situational communication barriers.

Despite its accessibility goals, Easy Language sometimes faces

resistance due to its distinct appearance or simplified style,

potentially leading to stigmatization or rejection by target users

[18]. Therefore, texts should be neutral in tone and format and

provided across various media formats, not just online.

Guidelines: Rulebooks for Easy Language differ by country

and context. In Germany, the Netzwerk Leichte Sprache e.V.

and Duden Leichte Sprache offer key guidance [2][17]. These

include linguistic, textual, and visual rules, often influenced

by international frameworks, such as Inclusion Europe [20]

or the International Organization for Standardization (ISO)

[21]. Despite wide application, many of these rules lack a

scientific basis. Current regulations, such as those defined in

the German web accessibility regulation (BITV) [22] and in

emerging national standards from the German Institute for

Standardization (DIN) [23], govern accessibility on official

websites. However, inconsistencies and vague formulations in

these rulebooks challenge objective evaluation and implemen-

tation.

Research: Empirical research on Easy Language remains

limited but is growing. Existing studies have evaluated rules

through text simplification, word frequency, or visual aids

[19][24], but many current guidelines are based on expert opin-

ion rather than data. Research centers, such as the University

of Hildesheim, are working to establish a scientific foundation

[25]. Three main areas are being explored: text production,

user perception, and translation practices [26]. Interdisciplinary

perspectives also examine social and economic dimensions.

Image Support: Visuals, such as symbols and photographs,

are widely used to support comprehension in Easy Language,

particularly for individuals with cognitive or learning difficulties

[5][27][8]. Symbols can vary in clarity, ranging from easily

Figure 1. Illustration of opaque (“the”, “is”), translucent (“eating”), and
transparent (“man”, “orange”) symbols used to support sentence

comprehension [5].

guessable (transparent) to learnable (translucent) and abstract

(opaque) [5]. As illustrated in Figure 1, these categories

reflect different levels of intuitiveness. Transparent symbols, for

example a simple drawing of a dog to represent the word "dog",

are generally the most effective, especially for individuals

with intellectual disabilities [28][29]. Photographs are often

seen as more transparent than symbols because they resemble

real-life objects and actions more closely. Studies suggest

they may be more effective in supporting comprehension,

particularly for abstract or complex concepts [30][8]. However,

both symbols and photographs can cause misinterpretation if

poorly chosen or overly abstract. Their effectiveness depends

on factors, such as user familiarity, visual processing ability,

and attention span [31]. The cognitive theory of multimedia

learning supports the use of visuals, stating that multi-modal

information presentation reduces cognitive load and improves

understanding [3]. However, visuals can also lead to overload

or hinder comprehension if used excessively or without context

[32][19]. Research findings remain mixed [24], highlighting

the need to apply images with careful consideration of the

target audience and communicative intent.

III. RELATED WORK

Several studies have examined whether humans can distin-

guish AI-generated images from real photographs. Lu et al.

[13] conducted a large-scale study using Midjourney-generated

images and internet photos, finding that participants correctly

identified real images 66.9% of the time and AI-generated ones

55.8% of the time. Notably, prior exposure to AI-generated

content improved classification accuracy, and images featuring

people were easier to assess than object-based images. Gal et al.

[33] and Ruiz et al. [34] compared different fine-tuning methods

for diffusion models. While Ruiz et al. found DreamBooth to

outperform Textual Inversion in terms of fidelity and subject

likeness, these studies did not include real images or measure

human ability to distinguish image sources.

Research into symbol comprehension has highlighted the

role of visual resemblance and familiarity. Mirenda et al. [29]

showed that symbols more closely resembling real objects were

easier for non-speaking individuals with cognitive impairments

to interpret. Similar findings were reported by Bloomberg et al.

[35], who ranked symbol sets based on participant ratings. Dada

et al. [36] demonstrated that children with mild intellectual

disabilities could successfully match high-iconicity symbols

with labels. Hartley et al. [37] emphasized that colored images

improved symbolic understanding in children with autism.
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Schlosser et al. [38] found that animated symbols enhanced

interpretability, particularly when paired with text.

Research on the effectiveness of image-supported Easy

Language remains limited and somewhat inconsistent. Rivero-

Contreras et al. [6] used eye-tracking to study dyslexic readers

and found that simplified text and illustrative support both

contributed to improved processing. Jones et al. [27] reported

improved comprehension in adults with learning disabilities

when symbols were placed above individual words. Noll et

al. [8] found that photo-supported Easy Language enhanced

performance in mathematical tasks for students with and

without special needs, whereas symbols showed no such effect,

which suggests that the benefits may depend on the specific

task. Poncelas and Murphy [5] observed no immediate benefit

from symbols in manifestos but noted improved comprehension

after repeated exposure, which highlights the importance of

symbol familiarity. Conversely, Hurtado et al. [28] compared

Easy Language leaflets with and without images and found

no significant difference in information retention. Similarly,

Parsons and Sherwood [39] implemented Widgit symbols in

legal information leaflets for detainees with learning disabil-

ities but relied solely on stakeholder satisfaction rather than

comprehension metrics. Cardone [40] questioned the reliability

of visual-based questioning methods and cautioned against

assuming pictures always enhance understanding. A more

recent user study systematically evaluated how well different

AI-generated images illustrate simplified texts for accessibility

purposes [41]. Involving participants from the target group, the

study found that while visual fidelity was often high, semantic

clarity varied greatly depending on the model and prompt

formulation. These findings underline the need for human-in-

the-loop approaches when using AI imagery in Easy Language.

Overall, while some studies support the potential of image

support in Easy Language, results are mixed and highly

dependent on task, audience, and design choices. This study

extends prior work by introducing AI-generated imagery as a

new visual support modality for Easy Language.

IV. IMPLEMENTATION

Data Set: The dataset used for fine-tuning was sourced from

the Picto-Selector application, which contains over 34,000

pictograms (see Figure 2) for creating visual schedules [15].

Specifically, the Pictogenda symbol set was used due to its

consistent black-and-white, minimalist visual style. This style

is visually similar to Widgit symbols [42], which have been

successfully used in Easy Language contexts. From the original

set of 420 symbols, a total of 99 images were selected for

fine-tuning. The reduction was based on two main criteria:

(1) stylistic consistency, as images that diverged visually from

the core set were excluded, and (2) prompt suitability, as

symbols with overly complex content, such as overlapping

objects or difficult pose, could not be described effectively in

simple prompts. Since each image is accompanied by a textual

prompt during training, inadequate or ambiguous prompts

could compromise learning quality. The final set reflects a

balance between visual homogeneity and prompt clarity. Each

image was manually captioned to guide training, using a

structured prompt format that included a unique style identifier

("pl41nl4ng"), a detailed description of the image, and stylistic

tags (e.g., “black background”).

Figure 2. Sample images from the Pictogenda data set [15] used for
fine-tuning. From left to right: (1) person waving, (2) wrapped gift box, (3)
dog, (4) coastal scene with lighthouse and sailboat, (5) two people standing

together. Each image is rendered in a simplified black-and-white style.

Fine-Tuning: Stable Diffusion v1.5 [43], trained on LAION-

Aesthetics v2 5+ [44], was selected as the base model due to its

open-source availability and robust latent diffusion architecture

[9]. A fine-tuned autoencoder [45] was used for latent space

transformations. LoRA was applied to fine-tune both the U-

Net and the text encoder with reduced parameter overhead.

DreamBooth’s prior preservation [34] was not necessary due

to the single-style training objective.

The U-Net was trained with a learning rate of 5e-6, the

text encoder with 2.5e-6, and a rank of 256. AdamW8bit

optimization was used. Training ran for 29,700 steps over

30 epochs, with each image used ten times per epoch on

a Tesla T4 GPU. During training, one image per epoch was

sampled to monitor the model’s progress. Of the 30 total epochs,

images from the first six were discarded due to low visual

quality, leaving 24 candidate models for evaluation. The full

training configuration, model weights, and dataset are available

on Hugging Face [46]. The training script was based on an

adapted notebook [47], using the kohya-trainer repository [48].

Image Generation: Images were generated via the Stable

Diffusion Web UI implementation for Google Colab [49][50],

using the same base model, LoRA weights, and autoencoder as

during training. Prompts closely followed the training captions.

A consistent negative prompt containing terms like “deformed”

or “bad art” was used to suppress undesired output, alongside

three quality-enhancing embeddings [51][52][53]. Most images

were generated with 30 diffusion steps, the “Euler a” sampler,

a Classifier-Free Guidance (CFG) scale of 8, and a resolution

of 512×512 pixels. ControlNet [54] was used to control human

poses and ensure structural consistency across styles.

Initial settings

(prompt, CFG,

sampler) Final output

Refinement (img2img,

sketch, inpainting)

Figure 3. Illustration of the workflow for generating the images used in the
user studies. An initial image was created using text2img. The image was then
refined, e.g., with img2img. The final output was used in the user studies.

34Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-330-9

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

AIMEDIA 2025 : The First International Conference on AI-based Media Innovation



Since initial outputs were often imperfect, a multi-step

refinement process followed. Sketching was used to remove

elements, inpainting to add or replace content, and img2img

to enhance visual quality. These were applied with denoising

strengths between 0.1 and 0.9. To generate both black and

white background versions, ControlNet was used to transfer

structure, and prompts were adjusted accordingly. The full

generation workflow is shown in Figure 3, and all final images

(and their training counterparts) are included in Appendix A

Figures 6–24.

V. USER STUDIES

To evaluate the suitability of AI-generated images for

Easy Language, two user studies were conducted. The first

study examined whether diffusion models can replicate a

consistent visual style, while the second explored whether

the generated images are expressive enough to clearly convey

specific meanings.

A. Study 1: Visual Distinctiveness

The first study assessed whether participants could distin-

guish between AI-generated images and original pictograms

from the Pictogenda set [15]. Since Easy Language materials

should maintain a consistent image style throughout [1], it is

important to determine whether fine-tuned diffusion models

can replicate a given visual aesthetic. This is particularly

relevant because conventional diffusion models are unlikely to

be familiar with Easy Language imagery.

Fifteen participants, mostly computer science students, took

part in this web-based study. The experiment was conducted

via an online survey platform and presented in two parts. In

part one, participants were shown 40 images: 20 generated by

the fine-tuned diffusion model and 20 original Pictogenda icons.

Each generated image had a content-matched original counter-

part. The image sets were equally divided between transparent

and translucent symbols, following classification schemes, such

as those by Poncelas and Murphy [5]. Participants were asked

to judge whether each image was AI-generated or not. In part

two, image pairs were shown again and participants had to

select which image better illustrated a given concept, or mark

both as equally good, similar to the setup used by Lu et al.

[13].

Before the task, participants viewed a short introduction and

example images to become familiar with the Pictogenda style.

Their judgments were recorded, and optional text input fields

captured the reasoning behind classification choices.

B. Study 2: Expressiveness for Easy Language

The second study evaluated whether AI-generated images

could effectively convey meanings to people with cognitive

impairments, a key requirement for Easy Language illustrations.

A total of 42 participants took part, many of whom were

members of the Netzwerk Leichte Sprache e.V. [17]. The group

included both Easy Language translators and testers, some with

learning difficulties.

The study was designed in consultation with an Easy

Language expert and implemented using the same online

survey platform. To reduce cognitive load, only 20 images were

shown, half transparent, half translucent, and all instructions

were written and verified in Easy Language. Images were

displayed with white backgrounds, based on accessibility

recommendations from the translator. Participants were asked

to type what they thought each image meant, using simple text

responses limited to 100 characters. To reduce frustration and

mitigate the risk of participants guessing, all answers were

optional.

To evaluate the answers, a three-level scoring system was

applied: correct (1), partially correct (0.5), and incorrect (0).

Blank responses were scored as incorrect. Partially correct

answers either correctly described the image without identifying

the intended meaning or mixed correct and incorrect concepts.

VI. RESULTS

A. Fine-Tuning Stable Diffusion

To determine the best model checkpoint, one image was

generated after each of the 30 training epochs. The first six

epochs were excluded due to insufficient visual quality, leaving

24 candidate models. For each candidate, 10 images were

generated with LoRA strength values between 0.0 and 1.0

in steps of 0.1, resulting in a total of 240 images (see an

excerpt in Figure 4). All generations used the same prompt,

seed, and settings to allow for consistent comparison. The

final model, from epoch 19 with a strength value of 0.8, was

selected based on visual evaluation. It produced images with

correct composition, no unintended features such as eyebrows

or detailed fingers, and strong alignment with the input prompt.

B. Visual Distinctiveness Study

This study investigated whether participants could distin-

guish between AI-generated and original images. Among 15

participants, the overall classification accuracy was 47.7%,

which is not significantly better than random guessing. Prior

experience with AI-generated images had no significant effect

on performance. Filtering for image quality (e.g., blurred lines)

or focusing on human-centered images also yielded no improve-

ments. These findings are consistent with Lu et al. [13], who

reported that participants struggled to distinguish AI-generated

from real images, although their study suggested that human-

centered imagery may be slightly easier to classify, which was

not confirmed here. Participants reported relying on features,

such as line sharpness, object proportions, facial expressions,

and finger details in their decision-making. However, these

cues did not result in reliable classification. In a follow-up

task, participants compared image pairs (AI vs. original) and

indicated which better conveyed the intended concept. Across

20 comparisons, AI-generated images were preferred 120 times,

while original images were chosen 31 times; 149 comparisons

were rated as equally good.
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Figure 4. An overview of the training results: Rows represent epochs, columns represent influence strength.

C. Evaluation of AI-Generated Images for Easy Language

In the second study, 42 participants, including Easy Language

users and translators, were asked to describe the meaning of 20

AI-generated images. The overall mean accuracy (acc) was high

(acc = 0.898), with transparent images recognized significantly

better (acc = 0.946) than translucent ones (acc = 0.851). This

difference was confirmed by a Wilcoxon signed-rank test

(p < 0.001). A concept-level analysis showed that 17 out of 20

concepts had a mean accuracy above 0.85. Fish and sad were

recognized perfectly by all participants (Figures 15 and 23).

Headache showed the lowest recognition rate with a mean

accuracy of (acc = 0.367), followed by coffee (acc = 0.756)

and angry (acc = 0.767) (Figures 16, 12, and 7).

To assess how consistently participants interpreted each con-

cept, we calculated mean accuracy scores and 95% confidence

intervals. These help evaluate the reliability of the results and

highlight differences in interpretive agreement (see Figure 5).
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Figure 5. Mean accuracy per concept with 95% confidence intervals across all
participants.

A Friedman test (p < 0.001) revealed significant differences

between concepts. A Nemenyi post hoc test further showed that

headache differed significantly from nearly all other concepts,

and coffee differed from church, fish, and sad (Figures 16, 12,

11, 15, and 23). To identify differences between high and low

performers, the 25% bottom and 25% top participants were

compared using Mann–Whitney U tests. Significant differences

were found for headache, angry, thunderstorm, cycling, and

hospital, with lower scores in the bottom group for all these

concepts (Figures 24, 13, and 17). To further examine individual

variation among lower-performing participants, the 50% and

25% with the lowest mean accuracy were analyzed separately

(n = 21 and n = 11). Both groups still achieved relatively high

average scores (acc = 0.830) and (acc = 0.777), but showed

more variation between concepts. In the 50% group, headache

differed significantly from 14 other concepts. In the 25% group,

although the Friedman test remained significant (p < 0.001), the

Nemenyi test showed no pairwise differences, likely due to the

small sample. Participants also provided free-text feedback. One

noted that some images appeared too childlike, while another

questioned the necessity of visualizing certain concepts at all.

Overall, results indicate that fine-tuned diffusion models can

generate images that are visually consistent and semantically

meaningful enough to support Easy Language, though with

clear limitations for certain abstract or emotionally nuanced

concepts.

VII. DISCUSSION

The overarching goal of this work was to investigate whether

AI-generated images can support Easy Language. Two main

conditions were examined: first, whether diffusion models can

replicate the visual style of existing image sets, and second,

whether they can generate images that are expressive and

unambiguous enough to convey meaning. These goals were

addressed through two user studies.

The visual style used in the studies was not explicitly

designed for Easy Language but was selected based on

expert recommendation and its similarity to successful sets

like Widgit [42]. While this choice introduces a potential

limitation, the focus was on the model’s ability to replicate

and express a given style consistently. Some participants

commented that the tested concepts were too simple or did not

require visualization. However, widely recognizable concepts

were chosen deliberately to isolate image expressiveness from

concept familiarity. Although the studies reused some concepts

seen during training, the prompts and generation settings were

altered, reducing the risk of overfitting.

In the first study on visual distinctiveness, participants were

unable to reliably distinguish between AI-generated and non-

AI-generated images. Mean accuracy remained around 0.5,

indicating chance-level performance. No significant difference

was observed between participants with or without prior
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experience with AI-generated images. These findings suggest

that diffusion models can successfully mimic the style of

existing image sets using relatively small datasets (~100

images). However, high variance in individual performance

and the small sample size (15 participants) make it difficult

to draw general conclusions. A larger sample is needed to

further investigate whether certain groups are more capable

of this task. Many participants reported relying on image

sharpness as a distinguishing factor, as AI-generated images

were consistently sharp while non-AI images varied in clarity.

Although blurred images were excluded from part of the

analysis, results remained non-significant. This supports prior

findings by Lu et al. [13], who also observed that participants

struggled to identify AI-generated images, especially for people-

centered content.

The second study, focused on expressiveness, showed

that AI-generated images achieved high recognition accuracy

(acc = 0.898). Transparent images were understood more

reliably than translucent ones, mostly due to low scores on a

few specific concepts like headache and angry, which involve

emotional or abstract meaning. Participants with lower overall

scores particularly struggled with these concepts, suggesting

that emotional content remains a challenge for current diffusion

models. At the same time, concepts like sad were correctly

identified by all participants, underscoring the importance

of content and design choices. Since the study included

translators and experts rather than exclusively people with

learning difficulties, the results provide only limited insight into

Easy Language’s target audience. However, subgroup analysis

of lower-performing participants offered useful indications of

where comprehension breaks down and where image refinement

may be needed.

Overall, the fine-tuned diffusion model was effective in

reproducing the visual style and conveying meaning for a

majority of tested concepts. Abstract or emotional concepts

proved more difficult, highlighting the importance of iterative

testing with target users. While AI-generated images show

promise for supporting Easy Language, human feedback

remains essential. In practice, generating effective images

often requires additional tools, such as ControlNet [54], in

combination with text prompts, which may limit accessibility

for non-technical users, such as Easy Language translators.

VIII. CONCLUSION AND FUTURE WORK

AI-generated images show significant potential for support-

ing Easy Language by providing scalable, on-demand visual

content tailored to accessibility needs. This study evaluated

whether a fine-tuned diffusion model can (1) replicate the

coherent visual style required for Easy Language and (2)

produce illustrations that clearly convey intended meanings.

A Stable Diffusion model was fine-tuned using the LoRA

method [14] on a minimalist pictogram dataset derived from

Picto-Selector [15], and tested in two user studies. Results

indicate that participants were generally unable to distinguish

the AI-generated images from original symbols [13], and that

most generated images were interpreted correctly, with an

overall accuracy of nearly 90%. This suggests that diffusion

models can effectively support the visual dimension of Easy

Language communication. However, challenges remain for

abstract or emotional concepts, such as headache or angry,

particularly among lower-performing participants. These limi-

tations highlight the need for more expressive and semantically

aware generation techniques. Interpretation of the findings must

consider certain constraints: the visual style was deliberately

minimalist, and the participant pool, while diverse, was small

and only partially representative of the Easy Language target

audience. Generalizing the results to other styles or broader

user groups requires further validation. Importantly, the study

shows that with appropriate fine-tuning, diffusion models can

produce illustrations that align with key stylistic and semantic

expectations in Easy Language contexts. This balance of visual

consistency and conceptual clarity is essential for accessible

communication and positions AI-generated imagery as a viable

component in inclusive design workflows.

Future work should build on these findings by exploring

several open directions. One area of interest is whether the

lower recognition rates observed among certain user subgroups

(e.g., the lowest-performing 25%) are due to limitations in the

model or to user-related factors such as concept familiarity

or cognitive load. Dedicated studies focusing on individuals

from the Easy Language target group could yield deeper

insights. The current findings are specific to a minimalist

visual style. It remains unclear whether diffusion models

can maintain semantic clarity and stylistic consistency when

applied to more complex or detailed styles. Comparative

studies involving varying visual styles would help assess the

generalizability of these results. Additionally, testing whether

humans can still distinguish AI-generated from non-AI images

in more detailed styles would be valuable. To improve the

robustness of the findings, future research should increase

the sample size and diversity of tested concepts. A broader

participant pool and concept range could help validate the

expressiveness and stylistic fidelity of AI-generated images

more comprehensively. Recent developments in controllable

image generation, such as ControlNet, StyleAlign, or prompt-

to-prompt editing, could further enhance the expressiveness and

clarity of visuals in accessibility contexts [54]. These tools offer

fine-grained control over layout, pose, and visual style, making

them promising for generating context-aware illustrations in

Easy Language workflows. Finally, integrating user-driven

image generation into Easy Language workflows may enable

adaptive support. By allowing users to highlight parts of a text

and generate matching illustrations, accessibility could become

more personalized. However, this requires robust text-to-prompt

models that can convert vague or minimal text into meaningful

image prompts, an area where current text-based guidance still

has limitations. To fully realize this potential, image generation

must remain embedded in iterative, human-centered design

processes. As controllable generation tools continue to evolve,

they offer new opportunities for generating personalized and

context-sensitive visual supports for diverse user needs.
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APPENDIX

Figure 6. Concept airplane (transparent). Left to right: original reference,
text2img, refined black, refined white.

Figure 7. Concept angry (transparent). Left to right: original reference,
text2img, refined black, refined white.

Figure 8. Concept balloon (transparent). Left to right: original reference,
text2img, refined black, refined white.

Figure 9. Concept bathing (transparent). Left to right: original reference,
text2img, refined black, refined white.

Figure 10. Concept birthday (transparent). Left to right: original reference,
text2img, refined black, refined white.

Figure 11. Concept church (transparent). Left to right: original reference,
text2img, refined black, refined white.

Figure 12. Concept coffee (translucent). Left to right: original reference,
text2img, refined black, refined white.
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Figure 13. Concept cycling (translucent). Left to right: original reference,
text2img, refined black, refined white.

Figure 14. Concept dog (transparent). Left to right: original reference,
text2img, refined black, refined white.

Figure 15. Concept fish (transparent). Left to right: original reference,
text2img, refined black, refined white.

Figure 16. Concept headache (translucent). Left to right: original reference,
text2img, refined black, refined white.

Figure 17. Concept hospital (translucent). Left to right: original reference,
text2img, refined black, refined white.

Figure 18. Concept motorcycle (transparent). Left to right: original reference,
text2img, refined black, refined white.

Figure 19. Concept present (transparent). Left to right: original reference,
text2img, refined black, refined white.

Figure 20. Concept rabbit (transparent). Left to right: original reference,
text2img, refined black, refined white.

Figure 21. Concept reading (translucent). Left to right: original reference,
text2img, refined black, refined white.

Figure 22. Concept riding (transparent). Left to right: original reference,
text2img, refined black, refined white.

Figure 23. Concept sad (transparent). Left to right: original reference,
text2img, refined black, refined white.

Figure 24. Concept thunderstorm (translucent). Left to right: original
reference, text2img, refined black, refined white.
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