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Abstract—Explainable Artificial Intelligence (XAI) has gar-
nered attention in the AI system development in recent years,
especially in the high-stakes decision scenarios, such as medical
and healthcare domains. In this paper, we present a frame-
work named Human-AI Collaboration Cycle. The framework
emphasizes the collaboration between domain experts and AI
system in the development stage of an AI-enabled system through
an introduction of XAI. We propose that the introduction of
XAI can enhance domain experts’ engagement in the stages
of model evaluation and validation, then further review and
engage in the data preprocessing, which in turn, improves their
comprehensibility and trust toward the system. To validate our
framework, we will conduct a field experiment in a hospital,
in which nurses, as domain experts, and AI engineers will
work together to develop an AI-enabled fall detection system
with model explainability. We will evaluate the role of Local
Interpretable Model-agnostic Explanations (LIME), one of the
noted XAI tools, in the proposed Human-AI Collaboration Cycle.

Keywords-engagement; domain expert; XAI; comprehen-
sibility; trust.

I. INTRODUCTION

Organization for Economic Cooperation and Development
(OECD) has promoted the concept of the responsible AI,
suggesting that AI-related actors need to advocate human-
center value, transparency, explainability, and accountability
[1]. In order to obtain a better output performance, past
research suggests that domain experts are required to engage in
the Machine Learning (ML) pipeline to assist in building an
AI-enabled system [2]. It is also important to have domain
experts kept in the loop to optimize the ML model [3].
However, a system developed by AI technology is not usually
based on a clear statistics and probability theory. It is inevitable
for domain experts to consider it as a black box even though
its inputs and outputs are useful mappings. Therefore, it is
necessary that machine learning and AI systems need to be
explainable and comprehensible in human terms, which is
instrumental for validating the quality of an AI system outputs
[4]. The output of the black box needs a reasonable explanation
for domain experts to trust in the AI-enabled system. In
response to this issue, XAI has been more widely recognized
in recent years.

It is essential that domain experts increase their trust in
the AI-enabled system and further optimize the AI model and

adopt it during Human-AI Collaboration (HAC). During HAC,
a better output performance is expected through the domain
experts’ engagement in the higher quality training data gen-
eration [2]. Therefore, domain experts need to engage in the
data preprocessing, such as data cleaning, data labeling, and
feature selections. In recent years, AI Model Explainability has
been receiving greater attention as well. However, user trust
is not easy to build due to lack of transparency, especially
in high-risk decision contexts, such as medical and healthcare
domains [5]. We will present an XAI tool to unveil the black
box to build user trust in an AI-enabled system.

This research findings will provide AI-enabled system de-
signers with a Human-AI Collaboration Cycle framework as
a guideline for developing a responsible AI system. Also,
this research will highlight the importance of domain experts’
engagement in the ML pipeline in the development stage of
an AI-enabled system and highlight the functionality of XAI
incorporated in the model evaluation/validation process, which
could enhance user trust in an AI-enabled system.

In Section 2, we reviewed current concepts on Human-
AI collaboration, ML pipeline, and XAI. In Section 3, we
proposed a conceptual model named Human-AI Collaboration
Cycle. In Section 4, we proposed a research methodology with
IT Artifact, Hypotheses, and Experiment Design to validate
our framework. In Section 5, we made a preliminary conclu-
sion for this research and proposed our future work.

II. LITERATURE REVIEW

The literature review of this research will be composed
of three parts: Human-AI Collaboration (HAC), Machine
Learning Pipeline and Explainable AI (XAI).

A. Human-AI Collaboration (HAC)

Human experts and AI have different yet complementary
capabilities by which they can work together to have an effec-
tive decision-making [6]. AI is not just a tool; it may become
a teammate to enhance team performance [7]. Humans and
AI can have mutual learning through which AI or algorithms
can learn from humans and humans can acquire insights from
AI or algorithms [8]. ML needs methods that engage domain
experts directly into the ML process and have them in the loop
until the desired results are received [2]. After building an AI
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model, data scientists often need to find a domain expert to
help interpret the test results and validate whether they make
sense or not [9].

Humans and AI can work together as a symbiotic system
through which humans can gain intelligence augmentation and
AI can learn from humans’ feedback through interactions [10].
AI system designers could consider a human-AI team building
based on the core competencies brought in by humans and
the core capabilities of the AI teammates [7]. Therefore, it
is required that domain experts need to collaborate with AI
systems through AI engineers in the development stage of an
AI system in order to obtain a better system performance.

B. Machine Learning Pipeline

The ML pipeline starts with data extraction and analysis
and then obtains a trained model after model evaluation and
validation [11]. The pipeline is shown in Figure 1.

The key tasks for each ML step are described as follows:
• Data extraction and analysis

Select and integrate the relevant data from various data
sources for the ML task. Also, identify the data prepa-
ration and feature engineering that are needed for the
model.

• Data preparation
It involves data cleaning and data splitting into training
data and test data.

• Model training
The data scientist implements different algorithms with
the prepared data to train various ML models.The output
of this step is a trained model.

• Model evaluation and validation
The model is validated on a holdout set to evaluate the
model quality. The output of this step is a set of metrics
to assess the quality of the model.

The domain experts need to join the training data labeling
task, in the case of supervised learning, for obtaining high-
quality training datasets and avoiding garbage in, garbage
out results [12]. Also, they are required to engage in the
model evaluation and validation [2]. Before a trained model
is accepted by the domain experts, usually the system users,
they are required to stay in the ML pipeline, especially in the
stages of data extraction and analysis and model evaluation
back and forth.

C. Explainable AI (XAI)

XAI is a useful tool to unveil the ML black box and
provides an explanation for each AI system output [13]. XAI is
especially instrumental in medicine and healthcare to ensure
that the AI system outputs produced by the AI model are
correct and justifiable [14]. It is necessary to explain the AI
system’s decision to increase the users’ trust in the system. If
AI system users can clearly understand the particular reasons
for each system output, they will tend to trust in the AI system
[15].

As domain experts have more understanding on the AI
algorithm and the explanation for each system output, they

Figure 1. Machine learning pipeline.

tend to provide more feedback on the data preprocessing,
such as data extraction and feature selections, further engaging
in the ML pipeline and, hence, contributing their domain
knowledge into the AI model refinement. Therefore, with XAI
incorporated, domain experts will stay in the loop of ML
pipeline until an acceptable AI model is achieved.

III. CONCEPTUAL MODEL

As domain experts are the key AI-enabled system users, the
HAC requires domain experts’ engagement in the development
stage for building a high-quality training dataset and achieving
a better model for deployment. Moreover, AI system users
will enhance their comprehensibility with the AI model by
incorporating XAI into the model evaluation and validation
process [16]. With this comprehensibility, AI system users will
have greater trust in the AI system and, therefore, adopt the
system.

It is possible that the newly trained model would fail in
the next few tests before deployment. One of the possible
reasons is that the model does not cover some real-world
cases, which may be attributed to the introduction of XAI.
With XAI, it could facilitate domain experts’ engagement in
the model evaluation and validation with new test data. Hence,
the domain experts will need to re-engage in the ML pipeline
for the training dataset review. Therefore, it constructs a cycle
in the HAC. We coin it as Human-AI Collaboration Cycle,
which is shown in Figure 2.

There are four components in the HAC cycle:
• Data Engagement

In this research, Data Engagement refers to domain
experts’ engagement in the data preprocessing including
data extraction, data cleaning, data labeling, and feature
selections. With domain experts’ engagement, the training
data would have higher quality to train a better model.
Therefore, data engagement in ML pipeline implies that
domain experts would have partial responsibility for a
better trained model.

• User Comprehensibility
XAI is a technology tool to unveil the black box, which
could help domain experts comprehend the model and
algorithm logic. LIME, as one of XAI tools, will present
some key features for each instance, i.e., each input [13].
Its output format is shown in Figure 3.

In order to measure the speed of human movement, we
use a human skeleton marked with four key coordinates
[17], as shown in Figure 4. Point 1 to Point 4 represents
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Figure 2. Human-AI collaboration cycle.

Figure 3. LIME output format for an AI-enabled fall detection system.

the central coordinate for shoulders, hips, knees, and
ankles respectively. With the measurement of the Speed
of Human Center Line Coordinate (SHCLC), we could
identify the different kind of falls.

Figure 5 shows one kind of fall with higher speed on
the movement of point 1 (i.e., SHCLC-1 on Figure 3).
Therefore, the LIME outputs may provide us with the
key features and reasons why the AI system judges the
fall event. Also, it will indicate the specific kind of fall,
such as fall over, fall down, and fall off, etc.
With domain experts’ comprehensibility with the model,
their trust in the AI-enabled system could be enhanced.

• User Trust
In this research, domain experts are the key users. It is a
mutual learning process during the interaction between
domain experts and the ML pipeline; domain experts
input their domain knowledge into the data preprocessing
to confirm the training data quality for building a better
model; the AI-enabled system provides insights by its
data-driven analytical capabilities.

In addition to XAI tool incorporated into the ML
pipeline, domain experts provide more valuable feedback
into the model refinement and training data revision
through the interaction with the ML pipeline, which also
help increase the user trust. An important path leading to
better adoption rates identified is trust-building [18].

Figure 4. Human skeleton with four key coordinates on center line.

Figure 5. Different movement speed on different portion of a human while
falling.

• User Adoption
In addition to trust, Technology Acceptance Model
(TAM) [19] provides us with a guideline to follow in
achieving user adoption on the AI-enabled system. With
TAM, the usefulness and ease of use perceived are
important principles for the AI-enabled system design.

The HAC cycle starts with data engagement and then guides
AI system designers and domain experts to go through the
cycle to achieve a better model for deployment.

IV. RESEARCH METHODOLOGY

In this research, we design a field experiment to validate
the framework of the HAC cycle. The IT artifact, hypotheses,
and experiment design are described as follows:

A. IT Artifact

We select the AI-enabled fall detection system as an IT
artifact, which is shown in Figure 6. There are various fall
detection methods, including wearable devices with threshold
setting, non-wearable device like mmWave radar and vision-
based video camera. Each fall detection sensor has its advan-
tages and disadvantages. With non-wearable sensors, people
do not need to attach them on their bodies. However, they can
not be used outdoors and are limited to a small area inside the
detection range. However, in this research, the vision-based
fall detection system is applicable for the indoor use.

B. Hypotheses

The hypotheses on domain experts’ trust level are shown in
Figure 7. We proposed three hypotheses(H1, H2, and H3) as
follows for this research:

H1: AI-enabled system users participating in data prepro-
cessing and model evaluation/validation with XAI incorpo-
rated would have higher trust level than users participating
in data preprocessing and model evaluation/validation but
without XAI incorporated.

H2: AI-enabled system users participating in data pre-
processing and model evaluation/validation but without XAI
incorporated would have higher trust level than users with-
out participating in data preprocessing and model evalua-
tion/validation, also without XAI incorporated.

H3: AI-enabled system users participating in data prepro-
cessing and model evaluation/validation with XAI incorpo-
rated would have higher trust level than users without partici-
pating in data preprocessing and model evaluation/validation,
also without XAI incorporated.
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Figure 6. AI-enabled fall detection system.

Figure 7. Hypotheses on trust level.

C. Experiment Design

More than 90 nurses, as domain experts, from one local
hospital will participate in this experiment. Since user trust is
one of the key components in the HAC cycle, in this research,
firstly we conduct the significance level test on it.

All nurses will be divided into three groups, which are group
A, B, and C. Each group will watch the same video demon-
strating the brief introduction to the AI-enabled fall detection
system. We designed different interaction modes with the AI-
enabled system for each group, which are described as follows:

Group A: Participate in data preprocessing and model
evaluation/validation with XAI incorporated.

Group B: Participate in data preprocessing and model eval-
uation/validation but without XAI incorporated.

Group C: As a control group, without HAC and XAI, to be
informed of the system performance only.

The Likert scale will be used for trust level evaluation.
The items are rated on a bipolar scale going from “I agree
strongly” to “I disagree strongly”, which are modified from
[20]. Questions are as follows:

• I have confidence in the AI system performance.
• The AI system performance could be improved gradually.
• The output of the AI system is very predictable.
• The AI system is very reliable.
• The AI system is easy to use.
• The AI system is very efficient.
• The AI system can act as part of my team.
• I like to use the AI system.
ANOVA tool will be used for the significance analysis on

trust level between groups. The timings of pre-test and post-
test for each group are illustrated in Figure 8.

The nurses in Group A will be expected to have a better
understanding on the key reasons of fall event identified by

Figure 8. The timings of pre-test and post-test for each group.

the AI system. Therefore, they would have higher confidence
in gradual improvement of the AI system in the development
stage.

Pilot test with 9 nurses, 3 in each group, and manipulation
check will be conducted to ensure the effectiveness of XAI
treatment. Our basic assumption is that most nurses are
rational with respect to the interpretation, provided by AI
engineers, on the LIME outputs, i.e., key features.

In addition to the quantitative analysis, we will observe
the differences in their interaction modes with the AI-enabled
system in each group and make a complete record for qual-
itative analysis. For example, we have interest in the nurses’
feedback or response to the XAI output explanation for one
specific instance, which may encourage their engagement with
the training data and test data review to assist in a better model
building.

In the event that the significance level shows that nurses
in Group A have the highest trust level by the introduction
of XAI, the HAC cycle could be constructed with the user
comprehensibility with the AI model and user adoption to
the AI system. Also, a few more new test data, attributed to
more data engagement, provided by the nurses in Group A
would guide them to go into the second cycle for building
a better model, especially in the development stage. The
implementation of the HAC cycle might be considered as an
approach to differentiate the user trust levels among the three
groups.

V. CONCLUSION AND FUTURE WORK

In this research, we proposed HAC Cycle based on the
literature reviews, which includes four components: Data
Engagement, User Comprehensibility, User Trust, and User
Adoption. Also, the ML black box could be unveiled by
LIME, an XAI tool, which provides the AI system users with
an explanation for each instance. Hence, user trust could be
built through user comprehensibility with the AI system output
reasons and user adoption could be achieved under TAM.

The HAC Cycle might be considered as an approach to
differentiate the user trust levels. Also, the AI model could be
optimized by the implementation of this cycle with a few runs
in the development stage of an AI-enabled system.

However, user comprehensibility is not limited to the user’s
understanding with the reasons for one specific AI system
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output, which could be considered a scientific factor. User
comprehensibility could also be enhanced by the model or
algorithm explanation done by AI engineers. In this case, the
emotional factor would be involved in the user comprehensibil-
ity. Therefore, we would propose that user comprehensibility
might need to be split into two sub-components, which are
AI model interpretability done by AI engineers and AI system
output explainability done by XAI. The former is related to an
emotional factor and the latter is related to a scientific factor.
Hence, we may need both Group A1 and Group A2 to explore
the differences in user trust level affected by different factors
mentioned above.
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