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Abstract— For 100 Glys optical transport network, researchers a range of application areas, from optical transport nekvior
are searching a suitable error correction coding scheme that ¢& digital storage [3][4]. An LDPC code concatenated with RS
provide coding gain more than 10 dB at the bit error rate less code may be the main candidate as FEC for the 108.Gb
than 107!, provided that the redundancy does not exceed 20 . . T
percent. This paper presents a least complex error correction However, the convolutional codes for OPt'Ca' communica-
coding scheme based on iterative threshold decoding called niial  tions are rarely shown as FEC due to their latency and error
stage threshold decoding with diference register (MTD) for the floor [3]. This paper presents a least complex decoding ndetho
100 Glys optical transport network. High rate (code rate 0.8) for self-orthogonal convolutional codes that can reduce th
self-orthogonal convolutional codes are considered. The MTD decoding latency by parallel processing and improves thog er

achieves lower bound error performance of maximum likelihad fl f ith t Hi f . heck (PC
decoding at higher bit energy to noise density ratio. The codes 11007 Performance with concatenation of parity check (PC)

with orthogonal checking 10 and larger satisfy the requiremets ~ decoding that fulfills the requirements of 100 /Skoptical
of 100 Gly's optical transport network. The bit error rate of MTD  transport network. Moreover, implementation of convalnél
with parity check decoding becomes less than/100 times in the encoding is simpler than the encoding of block codes. In
error floor region compared to ordinary MTD. The MTD based = qgition, the proposed decoding is mainly based on the akever

decoding with parity check decoding for the code with orthognal . . - o7
checking 12 produces 10.60 dB coding gain at the bit error ra shift registers and high speed decoding is expected.

10715, The coding gain further improves 0.25 dB in the waterfall The proposed decoding method is an iterative bit flip-
region by using 2-step decoding. ping decoding based on the threshold decoding [5] called
Keywords- threshold decoding, convolutional codes, self- multi-stage threshold decoding withfidirence register (MTD)
orthogonal codes, optical transport network. which, is treated as MTD-DR in [6]. Similar decoding idea,

called multi threshold decoding, is shown in [7][8]. They
|. INTRODUCTION did not show why and how the threshold value changes in

Forward error correction codes (FECs) play an importagach iterations. Moreover, necessary information to tdtbe
role in the newly considered optical transport network (QTNsystem is absent.
with network capacity 100 Gb. International telecommuni- The iterative decoding based on min-sum decoding, instead
cations union (ITU-T) primarily consider the Reed—Solomoaf bit flipping, for the self-doubly orthogonal codes is shmow
(RS) codes as FEC [1] in the G.975 recommendation. It coin[9]. The decoding decision depends on the log likelihood
siders RS(255,239) code with 7% redundancy. The expectatio (LLR) of a posteriori probability and updates it aftex-d
coding gain is 4 to 5 dB per fibre span, but it is noffimient coding each information bit. Moreover, the LLR increases th
for 100 Gls OTN operation. decoding complexity. Instead of LLR value, MTD uses a set of

There have been a number of proposals for higher gaimagnitude of the received signals for decoding an inforomati
FECs; one is iterated code based on (1023,992,8) BCH cdieand updates the binary value of the related signals by the
claimed as the best choice as FEC for 1009GBTN system flipping decision. The decoding latency, however, depenmds o
that produced the coding gain around 9.3 dB at the output Bie span of information shift register in the encoder and the
error rate 10'° [2]. However, more than 10 dB coding gain isaverage number of iterations.
required for the 100 Gb OTN system at the output bit error The lower bound of maximum likelihood (ML) decoding
rate less than 182 with the maximum allowable redundancyhas been presented in [10] and it is seen that, MTD achieves
20% [3]. lower bound of ML decoding performance at higher bit

Most of the codes proposed as FECs for the 106s@'N energy to noise density rati&,/Ng. That means, MTD gives
system are block codes and their hard decoding techniquatimum decoding performance of a given code and the error
is considered. The low density parity check (LDPC) coddkor experiences due to the number of orthogonal checking
with soft decoding have been adopted for the 1QsGbth- of the code. Moreover, if we allow maximum 1.5% more
ernet (IEEE 803.3an), WiFi (IEEE 802.11n), WIMAX (IEEEredundancy by concatenating parity check code, the bit erro
802.16e) wireless LAN standards and are being considered fj@rformance in the error floor becomes less thddQ times
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difference register

compared to conventional MTD. “di»{d7[de[d5[d4[d3[d2[d1[do Fl TTTTTT1T1 b
Lower the orthogonal checking of a code gives better error TGN TEGIsTEr ~ )
performance in the waterfall region. In this context, thet@p "UBI Gr [T [0 [T [0 G [ [Oo i+ [ [ [ [ [ [ [ frg

(lower number of orthogonal checking) and 2nd decoding step syndrome regisieflcOCE?

decoding, 1st decoding step uses a part of parity bit seg@senc L% & I
Vg

T T
uses all the parity sequences (all the orthogonal checkitteo  é~{s[s[s[s]s[e[s[sh—-{ [T [ [T [ [ ]
code), has been presented for rat2 dodes and the decoding E E
scheme produces more coding gain in the waterfall regiop [10

Rest of the paper is arranged as follows. Section Il gives _ _
th t f iterati th hold d di ithFedi Fig. 1. Multi-stage threshold decoder for the Self-orthmgjoconvolutional

e_ concepts _O : ere_‘ ve res_ 0 ecoding _W' Bn_ce code withm=n=1, J=3, M=8 andR=1/2. CSE means checksum-threshold
register. In this section, we give soft decoding algorithmsiement.
Section Il gives high rate self orthogonal convolutionaties.
Section IV discusses about 2-step decoding that produces o ]
additional coding gain in the waterfall region. Section Vegi ~ Figure 1 shows a hard decision multi-stage threshold de-
an idea for high speed decoding that reduces total decodfffling scheme. The decoder contains an extra shift register
latency. Section VI gives the bit error performance of déegd against an information _sh|_ft register calledtdrence reglsFer
schemes. Section VIl gives the decoding complexity in terni®R). The DR holds pairwise flerence between the received
of basic operations (e.g., modulo 2 summation, real numigid decoc_ied information bits. At the initial stage, DR corga
summation, minimum value searching etc.) and compar@lf Zero bits. _
with the complexity of min-sum based decoding scheme andThe soft decoding MTD (SMTD) calculates the checksum
Section VIII concludes this paper. value from a set of the magnitude of parity signals related to

the information signal under decoding and the magnitude of

the information signal itself [6]. In this case, the cheaksu
This section provides decoding algorithms of selfyglye L; is calculates by

orthogonal convolutional codes (SOCCs) on the basis of ;
threshold decoding. Soft decoding algorithms are alsongive o o
g g alg g L= Z Wiig, X/, g, + Wa X (3

A. Multi-Sage Threshold Decoding a=1

A systematic SOCC with the raR=1/2, shift register length where w represents the magnitude of the sigryl and
M and the number of orthogonal checkidigs considered. The wy, represents the magnitude of the siggiland the value
orthogonal checking is denoted by the tap connection in tlstgz £(1-2dy) and the valueq =(1-2s). If the checksum value
shift register of the encoder and the code is determinedsby lfecomes negative, i.eL; < 0, the decoding is done by
connection positions. L, a=1,2, ..., J, be a tap connection flipping the information bit. At the same time, related DR and
position in the shift register involving to generate a paritsyndrome bits are inverted. After flipping each informatiit)
bit sequence. The minimum Hamming distandgi{=J + 1) the Euclidean distance between the received signals and the
depends on the orthogonal checking of the codes [11]. THecoded codeword, where bits are represented-byor -1,
dotted section in Figure 1 shows an encoder of the SOCC witbcomes shorter [6].
R=1/2, M=8, J=3, dnin=J+1=4. The information bit sequence ] o ) i
U={Uo, U, ...} is fed to the encoder and generates a parity & V\eighted Bit Flipping Multi-Sage Threshold Decoding
sequence/={vp, V1, ...}. Thei-th parity bit is determined by The weighted bit flipping (WBF) algorithm is proposed for

Il. DecopiNG CONCEPT

J decoding low density parity check (LDPC) codes [12]. By the
Vi = Z@ U-g, i =0,1,... (1) similar way, the weighted bit flipping MTD (WMTD) explores
a=1 the valuewy as the minimum magnitude among the received

wheree is the modulo-2 addition operator in this paper. Théignals related to the syndrome Is¢. Then, the checksum
information and the parity bit sequences make a systemat@jue is calculated by using (3) and the decoding decision is
codeword and is transmitted through the additive white Gau¥ade accordingly.

sian noise (AWGN) channel as BPSK signals. The tall bltlng_ Combined Soft Decoding Multi-Stage Threshold Decoding
termination is used. with Eeedback

Lety, = {5.¥;,...} be received information signalg, = T
{y5. Y}, ...} be received parity signal§, £ {to, ...} be hard The individual error performance of SMTD and WMTD

decision information bits ani £ (¥, %, ...} be hard decision i not attractive. The concatenation of WMTD and SMTD
parity bits. The threshold decoding generates a syndrome illed combined soft decoding MTD with feedback (CMTDF)
sequence by the help of received information and parity Hifoduces attractive error performance. Figure 2 shows the

sequences. Theth syndrome bit is given by schematic diagram of CMTDF where weighted bit flipping
3 MTD works first and terminates its decoding when no infor-
s =V Z@ v @) mation bit is flipped or by the maximum number of iterations.

= * Then SMTD works by the same manner and feedback again.
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length M=12. The code rate of this code R=m/(m+ 1)
and the code length becomé&s=K(m + 1), whereK is the
number of information bits in each sequence. The orthogonal

checking distribution of this code 8; 3; 3; 3. Unfortunately,

Fig. 2. Schematic diagram of combined soft decoding mtstis threshold MTD makes an unavoidable error grouping In the decoded

decoding. information bit sequences for this type of code and degrades
the error performance [6].
ul——| [ T T T T 01T DT 1 1] B. Self-Orthogonal Convolutional Code Type 2

The self-orthogonal convolutional code type 2 (SOCC:TP2)
u generatesn > 2 parity bit sequences by usinmm > 1
information bit sequences. i.e., an encoder of SOCC:TP2 has
m information shift registers and each shift register corgai
us o n tap connection sets WitﬂS() k=12,...m p=12,..n)
elements and thenx n tap connection sets make the SOCC.
The orthc(nlg);orgla)l che(gl:)kin(% di(szgributi(c;? of t(h()e c(o;je is(d)efined
Us by T DSOS Ko A ST |0 A KL ML KLU ML
— | [ L1 | |* [ L1 | |* [ | Figure 41 shzows an elncoczier of SOCé:TPZZ with=12,
> > n=23J=33,39=2+2+2=6 and the shift register
length M=12. The code rate of this code R=m/(m+ n)=
12/15. The orthogonal checking distribution of this code is
(2,2,2,22,2;2,2,2;2,2,2;22,2,22,2,22,2,2,2,2;2,2,2;-
2,2,2;2,2,2,;2,2,2). The SOCC:TP2 successfully breaks
If no information bit is flipped in both component decoder§own the error groping and produces better error performanc

or completed maximum number of iterations, final output RY the MTD compared to the SOCC:TP1 [6]. Therefore, this
made. paper only consider the SOCC:TP2 for the encoding schemes.

4
4

).
Vai
la N 74

D

Fig. 3. Self-orthogonal convolutional code type 1 witk-4, J=3, M=12
and code raté&r=4/5=80%.

D. Combined Soft Decoding Multi-Stage Threshold Decoding IV. 2-Srep DecopinG
with Parity Check Decoding As is described in Section VI, MTD based decoding

A parity check decoding is serially concatenated witAchieves lower bound of ML decoding performance at higher
CMTDF. The CMTDF with parity check (PC) decodingEn/No. That means, error floor is realized due to the minimum
achieves attractive bit error performance in the error flobfamming distance X + 1) of the code. On the other hand,
region [6]. The PC encoder adds a parity check bit in tHarger theJ of a code shifts the waterfall error performance to
information bit stream after eaal bits. When parity check higherE,/No and opposite situation is occurred due to smaller
is not satisfied, the PC decoder searches the minimum absollivalue [6]. In this context, a 2-step decoding (2SD) has been
checksum value, provided by the CMTDF after the findiroposed [10]. At the 1st decoding step, MTD uses a part of
iteration, related to eachy, information bits. The decoding is parity check bits so that decoding is done by approximately
done by flipping the information bit related to the minimun®0% of J of the code and the 2nd decoding step works just
absolute checksum value. In this paperis set to 50 bits.  like an MTD. The code is constructed such a way that, one
parity sequence is to be generated by approximalghy J/2
orthogonal checking. Othed — Js orthogonal checking are

This section gives high rate (code rate 80%) SOCCs that cdistributed evenly for generating rest of the parity segesn
produce redundancy around 20%. The SOCC is categorizBae 1st decoding does not use a parity sequence which, is
into two types: 1) the self-orthogonal convolutional cotgse generated by thels orthogonal checking. MTD works with
1 and 2) the self-orthogonal convolutional codes type 2 [6]the orthogonal checking — Js in the 1st decoding step and

. produces additional coding gain in the waterfall regioneTh
A. Self-Orthogonal Convolutional Code Type 1 2nd decoding step then works by the all parity sequences.

The self-orthogonal convolutional code type 1 (SOCC:TP1) this case, decoding is done by tleorthogonal checking.
generates only one parity bit sequence by using 1 infor- By this way of decoding, 0.55 dB additional coding gain is
mation bit sequences. That means, the encoder of SOCC:TdPserved for the code with ratg21[10]. In this paper we
has m information shift registers and each shift registeapply this idea for the codes with rate around 80%.
contains one set of tap connection wilh (k = 1,2,....m)
elements and then tap connection sets make a SOCC. The
orthogonal checking distribution of this code is defined by This section gives an idea of parallel processing that speed
{J1; J2;...; Im}. Figure 3 shows an encoder of such code withp the decoding process. Since, tail biting terminationsisdy
m=4,J = J; = J, = J3 = J; = 3 and the shift register the decoding can start from any position of the received

Il. Hica Rate SELF-ORTHOGONAL CONVOLUTIONAL CODES

V. HicH Speep DECODING
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Fig. 4. Self-orthogonal convolutional code type 2 witix12, n=3, J=6, M=12 and code rat®=12/15=80%.
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CSE: Checksum-threshold element

Fig. 5. Parallel processing of MTD with two checksum-thi@dhelements. The code witim=n=1, J=3, M=8, R=1/2 and code lengtiN=40.

information sequence. If any syndrome is not commonkxample) ofM = 8 value. Therefore, we have possibility to
shared to decode other information bit, decoding can takiee another set of CSE with 3 elements in the decoding circuit
place in parallel. Among th& positions in the shift register, and the decoding is done 6 times faster compared to the single
only J points are involved to decode an information bitCSE decoding scheme.

When the minimum tap spacing (tap positiorffelience in

the syndrome register) is more than one, MTD can adck/l'
more than one checksum-threshold elements (CSEs) where
different CSE decodes ftkrent information bit at the same
time. Figure 5 shows a simple example of such decodingsijmylation results and ML decoding performance of the
scheme for a code with the minimum spacing 3 and two CSg§des are presented in this section. In this case, channel is
are shown. For this code, total 3 bits are decoded by theesinghnsidered as AWGN and the data modulation is considered as
period of shift register clock. In addition, to reduce theoer ppsk. Before going to show the error performance, CMTDF
propagation #ect, it is necessary to use information bit lengt{yith parity check (PC) decoding performance is estimated by

information bit stream is more than two times (20 bits in thigimylation results of them with PC decoding.

PerRFORMANCE OF CoMBINED SOFT DECODING M ULTI-STAGE
THRESHOLD DECODING AND 2-Srep DEcoDING
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TABLE |
SELF-ORTHOGONAL CONVOLUTIONAL CODES TYPE 2 WITH CODE RATE R=1/2.

Code # of shift | orthogonal checking

par- register | distribution
ameter mJ[ n
J=10 .
M = 10° 2 2 {5,5;55}
J=10 5 5 {2,1,1,1,5;1,2,1,1,5;1,1,2,1,5;
M = 1000 1,1,1,2,5;21,1,1,5}
_ {1,1,1,1,26;11,1,2,1,6;
=120 6| 6 | 1112116121116 B
M = 1000 2,1,1,1,1,6;11,1,1,2,6} om
TABLE Il

SELF-ORTHOGONAL CONVOLUTIONAL CODES TYPE 2 WITH CODE RATE R=4/5.

Code # of shift | orthogonal checking A
par- register | distribution 10‘8- —6— CMTDF, J=10 & . i
ameter || m | n —A—CMTDF, J=10,PC| e
J=8 8 P {4,4,4,4,4,4,4,4,4,4, 4,4, . . BN
M = 5000 4,4; 4.4} 1 2 3 4
J=10 8 5 | 55555555/5555; E/N, [dB]
M = 5000 5,5;5,5}
MJ:_égoo 8 2 26666666} 6.6,6.6,6.6:66; Fig. 6. Bit error performance of CMTDF for the SOCC type 2 Witk 2,
10 226226226226 n=2, J=10, M=10000,R=2/4 and code lengtiN=81600. Code is in Table I.
12| 3 2,2,6;2,2,6;22,6;22,6;
M=4000 2,2,6;2,2,6;22,6;2 2,6}

—e— 2SD,*10,PC
—+8— 2SD,¥12,PC
—6— 2SD,*10

—A— 2SD,>12

The lower bound of bit error rate of ML decoding is 1972
calculated for the self-orthogonal convolutional codehvitie
orthogonal checking by [10]

P2 Q( YR 1’E*’) @ 107
0 @
00 7£ . . % ==
where Q(X) = \/%fx e zdy and Py is the bit error rate of &t TT—__\\g 0 TT-=T—— !
the ML decoding scheme. 10°® h

Figure 6 shows simulation results of CMTDF for the
code with J=10, m=n=2, M=10000,R=1/2, the code length 1

N=81600 and the minimum tap spacing 35 bits. The orthogo- e T
nal checking distribution of the code is shown in Table I. The 10 B
dashed line represents the lower bound of ML decoding result e

of the code. The error performance of CMTDF coincides with
the lower bound of ML decoding performance in the error
floor region. The CMTDF concatenated with PC decodin , ,
makes the BER less than1DO times of the lower bound (97, S%.oor peromance of 590 fo e S0CC ope 2 w8

of ML decoding of the SOCC without PC decoding in they=81600. Code is in Table I.

error floor region. Simulation results of the 2SD are shown

in Figure 7 for the codes withJ=10 and 12, M=1000,

R=5/10=6/12=1/2, the code lengtiN=81600. The orthogonal the error floor region. This result will be applied for estiing
checking distribution of codes are shown in Table |I. Thewe bit error rate of MTD based decoding with PC decoding
minimum tap spacing are 4 and 2 for the codes wi#l0 at the BER below 10

and 12, respectively. The 2SD decoding also achieves lowefFigure 8 shows the bit error performance of CMTDF for the
bound of ML decoding performance for the codes. The 2SBOCC:TP2 with the code raiR=8/10=4/5, m=8 andn=2. The
with parity check decoding makes also the BER less thahift register length idM=5000 each. The figure shows the bit
1/100 times of the lower bound of ML decoding for the coderror performance for the codes wifis=8, 10 and 12 and the
without parity check decoding in the error floor region. Frominimum tap spacing are 2, 5 and 5, respectively. CMTDF
these observations, we expect that, the MTD based decodiag the codes with rate 80% also achieves the lower bound
with parity check decoding can achievgl@0 times bit error of ML decoding performance at highdt,/Nog. The dotted
rate of lower bound of ML decoding (without PC decoding) itine connected to the simulation result is the extrapotatd

2 E/No[dB] 3
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—©— CMTDF, J=8 \\i ~3 —©— CMTDF, J=8,PC ~_ T~—_
—5— amor e ] SN a2 S
_15F | —2&—— CMTDF, J=12 ~< 10 ,J=12) ~—
10 7 |- Extrapolation >~ | L PC, Extrapolation ~<
3 4 5 3 4 5
Ey/No[dB] Ey/No [dB]
Fig. 8. ~ Bit error performance of CMTDF for the SOCC type 2 with8, Fig. 9. Bit error performance of CMTDF with PC decoding foetSOCC
n=2, M=5000,R=4/5 and code lengtiN=105060. Codes are in Table II. type 2 ofm=8, n=2, M=5000,R=4/5 and code lengtiN=105060. Codes are
in Table II.

the error performance up to lower bound line, because this
performance is expected. The codes with8 gives better

performance in the waterfall compared to the other codes,
but the error floor is degraded. The 100 /&IOTN system

demands at least 10 dB coding gain at the bit error rate less
than 10'2. The CMTDF for the code with)=10 achieves 107°
coding gain 9.0 dB at the BER 1. For the code with o
J=12, CMTDF produces the coding gain 9.96 dB at the BER LW
103 and 10.20 dB at the BER 18. In this point, the @

CMTDF for the SOCC:TP2 with)=12 is dfective for 100 == LA 1
Glys OTN system. The decoding scheme uses average humber10™° = "-...."“ 4
of iterations (summation of the average iterations usesby t =TT s 1
WMTD and by the SMTD) 23 aEy,/Np=4.8 dB for the code o sz, J226 | _ <4
with J=12. —=&A— CMTDF, J=10 T 1
: : : —e—— 2SD, J-2-2-6, PC =
Elgure 9 shows the bit error performance of CMTDF ywth B— CMTDF, Jo10, PC O |
parity check decoding for the same codes mentioned in the 1g™%F [---------- Extrapolation 4
Figure 8. The estimated error performance of CMTDF with 3 3-5 4 4-5

PC decoding is shown by the dashed line with mark ‘PC’
in the figure. With the PC decoding, CMTDF for the codes
with J=10 produces the bit error rate 8 and achieves _ _ . ,
. . . Fig. 10. Bit error performance of CMTDF and 2SD with and withé®C

the coding gain 10.10 dB. In this case, average number o%?:oding for the SOCC type 2nE12, n=3) in Table Il. The code length is
iterations is 19.6 aE,/Ny=4.8 dB. The code withl=10 with  130050.
parity check decoding satisfies the requirement of 10sGb
OTN system. The overall code rate, in this case, is 78.43%.
The same decoding scheme is used for the code ¥#th2. code parameters are shown in Table Il. This code provides
The decoding scheme achieves coding gain 10.60 dB at the code rateR=12/15=4/5 and the minimum tap spacing
BER 10% and 23 average number of iterations is used & 4. Figure 10 also shows the comparison of the error
En/No=4.8 dB. performance between CMTDF and 2SD. Their performance

Although CMTDF already realizes the lower bound of Mlwith PC decoding is also given. The 2SD for the SOCC:TP2
decoding performance in the error floor, we have opportunityith the code rate 80% produces additional coding gain 0.25
to improve error performance in the waterfall region. Th®2SdB compared to CMTDF. The 2SD with PC decoding for the
can produce some extra coding gain in the waterfall regiocode achieves coding gain 10 dB at the BER'@nd 10.20
Figure 10 shows the bit error performance of 2SD for the coddB at the BER 10'3. The 2SD uses 90 average number of
with m=12, n=3, J=10 and shift register lengti=4000. The iterations atE,/Nyo=4.2 dB and it is expected to decrease at

Ey/No[dB]
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larger Ep/Np. The 2SD with parity check for the code withbased block code. This paper has presented a kind of soft deci
J=10 satisfy the demands of 100 GHOTN system. Moreover, sion bit flipping decoding using self-orthogonal convadutl
the high speed decoding scheme can reduce the total decodindes. The decoding scheme is iterative threshold decoding
delay. called MTD that uses the magnitudes of received signals
The Viterbi and the forward-backward (Bahl, Cocke, Jdor making decoding decision. The combined soft decoding
linek, Raviv) algorithms gives the ML decoding of conMTD with feedback (CMTDF) produces lower bound error
volutional codes. They use trellis states of the code. Therformance of ML decoding. The CMTDF for the code with
algorithms are suitable for the code with constraint length=12 produces the coding gain 10.20 dB with r&e0.8 at
less than 20. The proposed decoding scheme handles a lahgeBER 102, It is effective for 100 Gfs OTN system. When
constraint length (more than 1000) code. Thats why it is ntite code contains extra redundancy (not more than 1.5%) due
comparable with them. However, min-sum decoding basé¢al parity check bits, the 2SD with PC decoding makes the
iterative decoding has been shown in [9]. The CMTDF for thleit error rate 1100 times compared to the bit error rate of
SOCC with rate 2 gives the similar decoding performance2SD for the code without extra redundancy. In this case, the
[6] of min-sum based decoding. So, it is expected that tlw@de withJ=12 be the best choice for the OTN, because it
proposed decoding scheme with high rate code also achieaebieves 10.60 dB coding gain at the BER %0 Although
similar performance with the min-sum decoding. CMTDF already produces the lower bound of ML decoding
error performance, we have possibility to acquire more rogdi
gain in the waterfall region. The 2SD decoding can do this.
Table 11l shows the decoding complexity in terms of basithe 2SD produces 0.25 dB more coding gain compared to
operations, e.g., modulo 2 summation, real number sumn@MTDF for the codes with rate 0.8. The 2SD with parity
tion, etc. Decoding complexity is defined by the total numbeheck decoding for the SOCC with = 10 achieves 10 dB
of operations necessary to decode an information bit. T@eding gain at the BER 18 and 10.20 dB at the BER 1&.
decoding complexity of min-sum based decoding is calcdlatdhe SOCC of]J=10 concatenated with parity check code will
in terms of add-min operations [9] which, can be brokebe another candidate of FECs for the 100/SGBOTN system.
down to J + 1 modulo 2 summation and minimum weight Moreover, the proposed decoding scheme is less complex than
search operations for decoding each information bit. L&he min-sum based decoding scheme. However, it is expected
the 2SD usesl{,l;) and the min-sum based decoding useat, the 2SD for the code with larger orthogonal number
l average number of iterations, respectively, then Table froduces more coding gain at the bit error rate less that?10
summarizes the decoding complexity of 2SD and min-suinfortunately, finding such codes with limited span of shift
based decoding. Heri is the average number of iterationgegister is an open problem.
used in 1st decoding step angl is the average number of
iterations used in final step of decoding for 2SD.

VII. DEecobpingG COMPLEXITY
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