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Abstract— Cognitive Wireless Mesh Networks (CWMN) is a 
promising technology that combines the advantages of Wireless 
Mesh Networks (WMN) with the capacity enhancement feature 
due to the use of available channels discovered with cognitive 
radio technology. In CWMN, Medium Access Control (MAC) 
layer has to schedule data communications in a dynamic 
environment in which available channels change in space and 
time. Therefore, scheduling in a CWMN is more difficult than 
scheduling in multi-channel IEEE 802.11 since each node in a 
CWMN can support different set of channels for data 
transmission where as in IEEE 802.11 all nodes share same set of 
channels. In this paper, we propose an efficient link scheduling 
algorithm in a distributed architecture in CWMN. The  solution 
utilizes 2-distance vertex coloring scheme at the node level which 
increases the processing speed of the scheduling algorithm and 
lessens the overhead control data. Simulation results show that 
the proposed algorithm improves the scalability, the speed, and 
the amount of control data exchange when compared with 
existing algorithms. 

Keywords-Wireless Mesh Networks; Cognitive Radio; Medium 
Access Control layer scheduling; link scheduling; vertex colouring 

I.  INTRODUCTION 

Wireless Mesh Networks (WMNs) have a growing 
popularity due to its simple architecture, ease of installation, 
and low costs of maintenance [1]. Because WMNs utilize the 
air medium, this makes it susceptible to radio frequency 
interference that limits the network capacity. In fact, the radio 
frequency interference limits the number of simultaneous 
transmissions in a single channel causing the network capacity 
to drop [2]. 

One approach to enhance the network capacity is to utilize 
the multiple available channels that are discovered by means of 
Cognitive Radio (CR) [3]. CR is a promising technology that 
allows communication on channels without acquiring a license. 
The nodes, in reference to the WMN nodes in a CR system, 
also referred to as secondary users (SUs), sense the spectrum 
periodically to find unutilized channels. Then, the SUs 
communicate among themselves using the discovered 
unutilized channels with the condition that they do not interfere 
with channels’ owners, also known as the primary users (PUs). 
Therefore, a Cognitive Wireless Mesh Networks (CWMN) 
requires a new MAC layer enhancement that can meet the 

challenges of this new environment. Unlike multi-channel 
networks, such as IEEE 802.11, where the set of channels is 
shared among all nodes, this type of network faces continuous 
changes in availability of channels in space and time. In fact, 
each node in the network can have different set of channels. 
Consequently, any pair of nodes that wish to communicate has 
to establish a common communication channel and time to 
exchange packets without causing interference with other 
existing transmissions. Therefore, CWMN requires an efficient 
scheduling algorithm that can tackle the above challenges.  

In this paper, we consider Time Division Multiple Access 
(TDMA) as our channel access protocol. Since it avoids 
collision and provides efficient channel utilization. The goal of 
TDMA MAC scheduling in a CWMN is to minimize the 
number of timeslots needed for data transmission by assigning 
a channel and a timeslot to each link without interfering with 
already scheduled links. Each TDMA slot is assigned to at least 
one link which represents the transmitter-receiver pair that has 
data to exchange. To achieve this objective, we propose an 
algorithm to schedule the links in a distributed manner.  

The rest of the paper is organized as follows. Section II 
defines the problem at hand in a set of equations. Section III 
describes the related works to the domain. Section IV reveals 
our approach to the link scheduling algorithm. Section V 
presented the numerical results of our approach. Finally, 
Section VI concludes the paper. 

II. PROBLEM FORMULATION 

Our motivation is to improve the scalability of the network, 
reduce the amount of control overhead, and minimize the 
overall scheduling time. We consider a CWMN in which the 
nodes are equipped with an omni-directional radio antenna and 
use one common control channel. We assume that all the radios 
have a channel switching delay equal to zero and their 
interference range is equal to their communication range. Each 
node may have different set of data channels available.  

A link l is defined by: 

• A transmitter t(l) and a receiver r(l)  which are in the 
communication range of each others and have a packet 
to exchange. 
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• LinkChSetl is the set of common available channels 
between nodes t(l) and r(l)  and is not empty. 

• InterferenceSetl is the set of links that can interfere 
with link l. Link n belongs to InterferenceSetl if r(l)  is 
in the communication range of t(n) or if r(n) is in the 
communication range of t(l). 

• ExclusionSetl is the set of links that have at least a node 
in common with link l. Link n belong to ExclusionSetl 
if the transmitter t(n) or the receiver r(n) is also the 
transmitter  t(l) or the receiver r(l) . 

• lcsX is a variable where 
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Equation (1) states that each link is assigned to one and 
only one channel and one timeslot. Equation (2) verifies that 
the interfering links are not assigned to the same channel and 
timeslot. Equation (3) ensures that a node does not perform two 
operations simultaneously (i.e. transmit two packets or receive 
two packets or transmit one packet and receive one packet). 
Equation (4) guarantees that link l can only be scheduled on a 
channel that is common to t(l) and r(l) . Our objective is to 
propose a scalable and fast scheduling algorithm that satisfies 
the four equations while minimizing the number of timeslots, k, 
used to schedule all the links in the network. 

III.  RELATED WORK 

In multi-channel single-radio 802.11 networks, different 
approaches to scheduling at the MAC layer have been 
proposed. In [4], [5] and [6] a MAC layer scheduling based on 
reservation of channel by RTS/CTS mechanism on the control 
channel has been presented. In [7], the proposed approach is 
divided into two steps: The first step is a control one during 
which the nodes use the control channel to select the channels 

to be used, and, in the second step the nodes send their data on 
the selected channel using the RTS/CTS mechanism. In [8] and 
[9], nodes synchronously execute a common sequence of hops 
across all channels. A pair of nodes stops performing the 
channel hopping sequence in order to make data transmission 
in which they reserve the channel by RTS/CTS mechanism. 
Once data transmission ends, they rejoin the common hopping 
sequence. In [10] and [11], each node carries out a different 
sequence of hops generated from a random number. A pair of 
nodes wishing to communicate must meet on a particular 
channel, stops the sequence of hops to carry out the data 
transmission, and rejoins their respective sequence of hops at 
the end of the transmission.  

For a single-radio Cognitive network, different MAC layer 
scheduling algorithms have been proposed. A MAC layer 
scheduling based on reservation of channel by RTS/CTS 
mechanism on the control channel was presented in [12], [13], 
and [14]. The objective of [15] is to achieve efficient channel 
and timeslot assignments to the links in a distributed way 
which is compared to the optimal scheduling solution found by 
an Integer-Linear Programming (ILP) formulation. In the 
considered cognitive radio network, the nodes are equipped 
with a radio and a control channel. The CSMA/CA scheme is 
used to access the control channel and the TDMA scheme is 
used to access the data channels. Each node has a rank which 
depends on the number of active links and the number of 
channels. The node with the highest rank in its two-hop 
neighborhood processes the algorithm of assignment of 
timeslots. This algorithm assigns the first available timeslot to 
the link. Nodes that finish the execution of the algorithm are 
marked as covered.  Then, the uncovered nodes with the 
highest rank in its two-hop neighborhood execute the 
algorithm.  As soon as all the nodes are covered, each node 
with the lowest rank in its two-hop neighborhood starts to 
examine if it has the highest schedule length (the number of 
timeslots needed to schedule all the links) in the network.  
Finally, the node that has the highest schedule length 
broadcasts a message to all the nodes to indicate the highest 
schedule length and the start time of communication phase. In 
case of tie among two or more nodes, the highest ID node 
broadcasts its message to all of the remaining nodes. 

From the results shown in [15], we can see that this 
approach, referred to as ranking approach, demonstrates a 
schedule length near to the optimal. However, the ranking 
approach presents a problem of scalability, high overhead, and 
a long execution time. The channel and timeslot assignment 
algorithm in [15] is carried out according to an order 
established by the ranks of the nodes and has a low 
simultaneous execution number. In a chained wireless network 
topology whose nodes have ranks which increase gradually 
starting from the beginning of the chain, only one node execute 
the algorithm at a time. Therefore, the total time of scheduling 
will increase exponentially with the number of nodes in the 
network. Moreover, the use of CSMA/CA scheme forces to 
send a copy of the control packet to each of the neighbors. 
Each sent control packet requires RTS, CTS and an ACK 
packet which causes a significant increase in the amount of 
control data exchanged. Finally, the use of the backoff 
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mechanism also adds an additional delay to access the control 
channel. 

IV.  SCHEDULING ALGORITHM 

In this section, we present our link scheduling solution in 
the network. To achieve a scalable solution, each node is 
assigned a color which is unique in its two-hop neighborhood 
(vertex coloring) [16] and [17]. The order of execution of the 
channel and data timeslot assignment algorithm is determined 
by the color of the node. So the nodes which have the same 
color carry out the algorithm at the same time. Therefore, the 
total time of scheduling is defined by the number of colors 
which depends on the network’s node density. 

To avoid any inconvenience due to the use of CSMA/CA, 
the nodes utilize the TDMA scheme to send control packets on 
the control channel. Therefore, there will be two sub-frames in 
the TDMA frame as shown in Figure 1. The control sub-frame 
is divided into mini-timeslots to send control packets and the 
data sub-frame is divided into timeslots to send data packets. 
By avoiding contention to access the control channel, a node 
can broadcast a control packet in the control mini-timeslots to 
its neighbors which leads to reduce the amount of data control 
packets. In a control sub-frame, each control mini-timeslot 
corresponds to a color in which the nodes with this color can 
transmit. It is of importance to note that TDMA 
synchronization in the network is achieved by using a GPS 
device and that the nodes sense the spectrum and exchange 
control information about available channels between each 
frame.  

 

 
Figure 1.  Structure of frame which is composed of a control phase and a data 

communication phase in the CWMN 

  

In our coloring approach, the execution of the channel and 
data timeslot assignment algorithm needs two phases. In the 
first phase, referred to as the scheduling link phase, nodes 
schedule their outgoing links where as in the second phase, 
referred to as the establishing data sub-frame size, nodes 
determine the maximum data sub-frame size in the network.  
Here are more details about each phase: 

A. Phase 1- Scheduling Link Phase 

In the first phase, the execution order of the channel and 
data timeslot assignment algorithm is done according to node 
colors. Nodes who have the lowest color index execute the 
algorithm first. In a network with M colors, the first phase will 

need M step as described in the Figure 2. Each step has M 
control mini-timeslots. At the beginning of a step i, all nodes of 
color i assign channels and data timeslots to their outgoing 
links and broadcast the scheduling information in the message 
Schedule_Information to their neighbors in the first control 
mini-timeslot (which have the color i). In particular, a node 
selects the outgoing links with the lowest number of available 
channel. In case of a tie, the source node selects the outgoing 
links based on the lowest ID of the destination node and so 
forth. Then, this node assigns to each outgoing link a data 
timeslot without causing interference with the already 
scheduled links by starting with the first available data timeslot 
of each channel. Step i have M control mini-timeslots to allow 
the neighbors of different colors to forward the information in 
the two-hop neighborhood. Control mini-timeslots are colored 
from i to M then from 1 to i-1. At the end of step i, all nodes of 
color i are marked covered. Thus, the total number of control 
mini-timeslots needed to schedule all the links in the network is 
M2. 

 

 
Figure 2.  Timeslot colouring in the first phase of the scheduling algorithm 

 

B. Phase 2 – Establishing the Data Sub-Frame Size 

In the second phase, nodes determine the maximum data 
sub-frame size in the network. The control mini-timeslots are 
colored cyclically from M to 1 as presented in Figure 3. Nodes 
that have the highest color in its two-hop neighborhood are 
termed as root nodes and start to establish the maximum data 
sub-frame size in a breadth-first fashion. The breadth-first 
fashion is described as follows. A root node sends an 
Attempt_size message which includes the following 
information: its actual maximum data sub-frame size, identity 
of the root node, and identity of parent node which is equal to 
its identity. The neighbors of a root node become its children in 
the logical tree. 

 

 
Figure 3.  Timeslot colouring in the second phase of the scheduling 

algorithm 

 

When a node x receives an Attempt_size message of the 
root node z from node y does one of the following:  

• If the maximum data sub-frame size contained in the 
message is bigger than the actual maximum data sub-
frame size of node x, then node x becomes a child of 
node y in the logical tree of root node z and updates its 
maximum data sub-frame size. In case of a tie, for the 
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maximum data sub-frame size, node x does one of the 
following: (i) if node x is not part of any logical tree, 
then, node x becomes a child in the logical tree of root 
node z, (ii) else node x is already a part of a logical tree 
of root node v. Therefore, node x becomes a child in 
the logical tree of root node z if the ID of node z is 
higher than the ID of node v. After becoming a child in 
the logical tree of root node z, node x writes in the 
Time_Recv_Attempt message the reception time of the 
message Attempt_size. It broadcasts the information 
about the maximum data sub-frame size to all of its 
neighbors in the message Attempt_size which includes 
the maximum data sub-frame size, the identity of the 
root node, and the identity of the parent node. All of 
the neighbors except its parent become a potential 
child of node x. By receiving the message 
Attempt_size, node y has a confirmation that node x is 
its child in the logical tree. 

• If the maximum data sub-frame size contained in the 
message is lower than the actual maximum data sub-
frame size of node x, then node x discards the message. 

• If the message indicates that node x is the parent of 
node y, then node x changes the status of node y from a 
potential child to child. 

• If node x is already part of the logical tree of the root 
node z and the message indicates that node w is the 
parent of node y, then node x removes node y from its 
list of potential children. When a node has empty list of 
potential children and has no children, it sends an 
Acknowledgement message which contains 
Time_Recv_Attempt to its parent. When a node has 
Acknowledgement messages from all of its children 
and has an empty list of potential children, it sends an 
Acknowledgement message to its parent. The 
Acknowledgement message contains the highest value 
of Time_Recv_Attempt message received in the 
Acknowledgement messages of its children. 

The root node who has received an Acknowledgement 
message from all of its children deduce that its data sub-frame 
size is the highest and that all nodes in the network are part of 
its logical tree. So, it has spread successfully the maximum 
data sub-frame size to all the nodes in the network. Then, it 
computes the delay to reach the furthest node from the highest 
value of Time_Recv_Attempt and the time of transmission of 
the message Attempt_size. With this delay known, the node 
knows the time it will take for its message to reach all the 
nodes in the network and, then, can establish the start time of 
the communication phase. Then, the node sends a 
Communication_Phase_Information message which contains 
the start time and the number of timeslots of the data 
communication phase and indicates the end of the second 
phase. The Communication_Phase_Information message travel 
through the logical tree. 

V. PERFORMANCE ANALYSIS 

In this section, we compare the ranking approach and the 
coloring approach in two sets of simulations to determine 

scalability improvement and the reduction of the execution 
time of the channels and data timeslots assignments. To 
achieve this objective, we analyze the time spent for 
transmitting control packets and data packets, the data sub-
frame size, and the goodput of a link. The results shown in the 
figures below present the mean value of 50 simulations of 60 
seconds each. The simulation platform used in our simulations 
for the two approaches is NS-2 [18]. Nodes have a 
communication range of 250m and always have a packet of 
1500 bytes to send to each neighbor. The number of channels 
available at each node is randomly chosen between 1 and 25. 
The channel identities are chosen between 1 and 50. The data 
timeslot is 0,6675ms which is the time necessary to transmit a 
packet of 1500 bytes. In the first set of simulation scenarios, 
nodes are placed to form a grid topology and separated by a 
distance of 176m. The number of nodes in the grid is 16, 25, 
36, 49, 64, 81, 100, 121, and 144. In the second set of 
simulation scenarios, nodes are placed randomly in a square 
area. In this set, the area of the network is 467m x 467m, 738m 
x 738m, 1044m x 1044m, 1279m x 1279m, 1477m x 1477m, 
1651m x 1651m, and 1809m x 1809m for 10, 25, 50, 75, 100, 
125, and 150 nodes, respectively, ensuring the same density. 

Figure 4 and Figure 5 show the time spent for transmitting 
control data for the first set of simulations and the second set of 
simulations. We observe an important difference between the 
two approaches. The time spent for transmitting control data 
for the ranking approach vary from 1,074s to 3,046s for the 
first set of simulation scenarios and from 0,416s to 2,533s for 
the second set of simulation scenarios. The time spent for 
transmitting control data for the coloring approach ranges from 
4,288ms to 10,075ms for the first set of simulation scenarios 
and from 2,846ms to 11,211ms for the second set of simulation 
scenarios. The difference can be justified due to the fact that 
the coloring approach is using 2-distance vertex coloring to 
allow simultaneous execution of the scheduling algorithm 
where as the coloring approach is using TDMA to avoid 
contention to access the control channel. We notice that the 
curve of the time spent for the first phase of the coloring 
approach have similar behavior to that of the number of colors 
needed for the network (Figure 8 and Figure 9) because the 
duration of the first phase depends on the number of colors. 

Figure 6 and Figure 7 show the schedule length for the first 
set of simulation scenarios and for the second set of simulation 
scenarios. We observe that the ranking approach achieve a 
better schedule length than the coloring approach. In the 
scenario of 144 nodes (12 x 12 grid) for the first set of 
simulations, we notice a difference of 5,58 timeslots between 
the two approaches which represents 3,724ms. While in the 
scenario of 150 nodes for the second set of simulations, we 
observe a difference of 4,46 timeslots between the two 
approaches which represents 2,977ms. The ranking approach 
presents a better schedule length because it gave priority to 
nodes that have a low ratio between the number of channels 
and the number of links to schedule their links. However, this 
difference is relatively small compared to time spent to send 
control data for the ranking approach. We see a difference in 
the schedule length between the first and the second set of 
simulations since in the first set the nodes are placed 
deterministically in the network to cover the network area and 
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to maximize the number of neighbors for each node. Therefore, 
this difference can be explained by the fact that in the grid 
topology the mean number of neighbors and outgoing links to 
be scheduled is higher than in the mesh topology.  

Figure 8 and Figure 9 show the mean number of colors 
needed in the network for the coloring approach in the first set 
of simulation scenarios and in the second set of simulation 
scenarios. In the first set, we observe that the number of colors 
become constant for more than 100 nodes in the network. In 
the second set, we notice that the mean number of colors 
converge to 11,93 for more than 125 nodes in the network. The 
difference in the behavior of the curve of the number of colors 
between the first and the second set of simulations is because in 
the first set of simulations the nodes are placed 
deterministically in the network while in the second set of 
simulations the nodes are placed randomly in the network. 

Figure 10 and Figure 11 show the mean goodput of a link 
for the first set of simulation scenarios and for the second set of 
simulation scenarios. As expected, the coloring approach 
achieves a better goodput than the ranking approach. In fact, 
the coloring approach accomplishes a goodput for a link of 
375,048 to 672,694 Kbits/s for the grid topology and 394,102 
to 987,515 Kbits/s for the mesh topology and a goodput for a 
node of 2,635 to 3,531 Mbits/s for the grid topology and 2,488 
to 3,717 Mbits/s for the mesh topology. On the other hand, the 
ranking approach accomplishes a goodput for a link of 3,915 to 
11,037 Kbits/s for the grid topology and 4,705 to 28,2 Kbits/s 
for the mesh topology and a goodput for a node of 27,519 to 
57,945 Kbits/s for the grid topology and 29,713 to 106,146 
Kbits/s for the mesh topology. The major difference in goodput 
between the two approaches can be explained by the fact that 
the ranking approach spends more time to exchange control 
information. 

It is also noticed that the coloring approach uses the 
channels more efficiently than the ranking approach. In the 
coloring approach, the time spent for data transmission 
represents %68,51 to %75,96 for the grid topology and %63,17 
to %76,57 for the mesh topology. On the other hand, in the 
ranking approach, the time spent for data transmission 
represents %0,59 to %1,13 for the grid topology and %0,63 to 
%2,05 for the mesh topology. Therefore, the coloring approach 
provides a better efficient use of the channels than the ranking 
approach. 

The results at hand show that the coloring approach 
improves the scalability of the scheduling in the networks. 
Indeed, the 2-distance vertex coloring of the node allows 
achieving a scalable solution because the execution of the 
scheduling algorithm depends on the number of colors in the 
network. This permits the nodes which have the same color to 
schedule their outgoing links at the same time. Also, it utilizes 
the TDMA scheme to send control packets on the control 
channel which reduces the amount of data control packets sent 
and the time of execution of the scheduling algorithm. 
Nonetheless, in the coloring approach, the links need less delay 
to transmit a packet than in the ranking approach. As a result, 
the coloring approach presents an advantage for real-time 
application.  

The ranking approach presents a better scheduling because 
the scheduling algorithm gives priority to nodes that present a 
low ratio between the number of channels and the number of 
links to be scheduled while the ranking approach needs a large 
amount of control packets exchanged leading to poor efficiency 
utilization of the channels. 

VI.  CONCLUSIONS 

In this paper, we investigated the MAC-scheduling in a 
CWMN. We proposed an approach to improve the scalability, 
decrease the amount of control data sent, and diminish the time 
of execution of the scheduling while decreasing the schedule 
length. The approach utilizes 2-distance vertex coloring 
approach of the node to increase the simultaneous activity in 
the execution of scheduling algorithm in the network. It also 
uses the TDMA scheme to avoid contention to access the 
control channel. We compared our approach to another 
approach from the existing literature which is referred as the 
ranking approach. The results show a significant improvement 
in term of scalability, goodput, efficient utilization of channels, 
amount of control data sent, and the time of execution of 
scheduling. The ranking approach achieves a better schedule 
length but the gap is smaller compared to the advantages 
shown by the coloring approach. In future works, we plan to 
extend the proposed work to take the quality of service into 
consideration. 
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Figure 4.  Time spent in a frame for scheduling links (first phase) and 

establishing the data sub-frame size (second phase) for the coloring and the 
ranking approach in the grid network 

 

 
Figure 5.  Time spent in a frame for scheduling links (first phase) and 

establishing the data sub-frame size (second phase) for the coloring and the 
ranking approach in the mesh network 

 
Figure 6.  Schedule length of the coloring and the ranking approach in the 

grid network 

 

 
Figure 7.  Schedule length of the coloring and the ranking approach in the 

mesh network 
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Figure 8.  Number of colors needed in the coloring approach in the grid 

network 

 

 
Figure 9.  Number of colors needed in the coloring approach in the mesh 

network 

 
Figure 10.  Mean goodput of a link for the coloring and the ranking 

approach in the grid network 

 

 
Figure 11.  Mean goodput of a link for the coloring and the ranking 

approach in the mesh network 
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