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Abstract— Cognitive Wireless Mesh Networks (CWMN) is a
promising technology that combines the advantages aVireless
Mesh Networks (WMN) with the capacity enhancementdature
due to the use of available channels discovered Wwitcognitive
radio technology. In CWMN, Medium Access Control (MAC)

layer has to schedule data communications in a dyndc

environment in which available channels change inpsce and
time. Therefore, scheduling in a CWMN is more diffialt than

scheduling in multi-channel IEEE 802.11 since each nedin a
CWMN can support different set of channels for data
transmission where as in IEEE 802.11 all nodes shararmse set of
channels. In this paper, we propose an efficientnk scheduling
algorithm in a distributed architecture in CWMN. The solution

utilizes 2-distance vertex coloring scheme at theode level which
increases the processing speed of the scheduling@ithm and

lessens the overhead control data. Simulation regal show that
the proposed algorithm improves the scalability, tk speed, and
the amount of control data exchange when compared ith

existing algorithms.
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. INTRODUCTION

Wireless Mesh Networks (WMNs) have a growing
popularity due to its simple architecture, easénsfallation,
and low costs of maintenance [1]. Because WMNszatithe
air medium, this makes it susceptible to radio desty
interference that limits the network capacity. &etf the radio
frequency interference limits the number of sirmdtaus
transmissions in a single channel causing the n&teapacity
to drop [2].

One approach to enhance the network capacity usiline
the multiple available channels that are discovésetheans of
Cognitive Radio (CR) [3]. CR is a promising teclom} that
allows communication on channels without acquidrigense.
The nodes, in reference to the WMN nodes in a CiResy,
also referred to as secondary users (SUs), seassptttrum
periodically to find unutilized channels. Then, tHf&Us
communicate among themselves using
unutilized channels with the condition that theyrdd interfere
with channels’ owners, also known as the primagraigPUs).
Therefore, a Cognitive Wireless Mesh Networks (CWMN
requires a new MAC layer enhancement that can rieet
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challenges of this new environment. Unlike multanhel
networks, such as IEEE 802.11, where the set ofireia is
shared among all nodes, this type of network faceginuous
changes in availability of channels in space anetiln fact,
each node in the network can have different sathahnels.
Consequently, any pair of nodes that wish to comoat@ has
to establish a common communication channel aneé tion
exchange packets without causing interference waiher
existing transmissions. Therefore, CWMN requiregHicient
scheduling algorithm that can tackle the abovelehgés.

In this paper, we consider Time Division Multipleedess
(TDMA) as our channel access protocol. Since itids/o
collision and provides efficient channel utilizatiorhe goal of
TDMA MAC scheduling in a CWMN is to minimize the
number of timeslots needed for data transmissioadsygning
a channel and a timeslot to each link without fetémg with
already scheduled links. Each TDMA slot is assigtoeat least
one link which represents the transmitter-recepagr that has
data to exchange. To achieve this objective, wegse an
algorithm to schedule the links in a distributechmer.

The rest of the paper is organized as follows. iGedt
defines the problem at hand in a set of equatiSestion Il
describes the related works to the domain. SedYoreveals
our approach to the link scheduling algorithm. BectV
presented the numerical results of our approachalll
Section VI concludes the paper.

Our motivation is to improve the scalability of thetwork,
reduce the amount of control overhead, and minintfe
overall scheduling time. We consider a CWMN in white
nodes are equipped with an omni-directional radigr@na and
use one common control channel. We assume thidieatadios
have a channel switching delay equal to zero aralr th
interference range is equal to their communicatéanrge. Each
node may have different set of data channels dlaila

Alink I is defined by:

PROBLEM FORMULATION

the discovered

A transmittert(l) and a receiver(l) which are in the

communication range of each others and have a packe

to exchange.
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+ LinkChSetis the set of common available channelsto be used, and, in the second step the nodediseindlata on

between nodel) andr(l) and is not empty.

* InterferenceSetis the set of links that can interfere
with link . Link n belongs tdnterferenceSeftf r(l) is
in the communication range () or if r(n) is in the
communication range off).

the selected channel using the RTS/CTS mechanisf8] and
[9], nodes synchronously execute a common sequaniceps
across all channels. A pair of nodes stops perfugnthe
channel hopping sequence in order to make datarigasion
in which they reserve the channel by RTS/CTS medshan
Once data transmission ends, they rejoin the commopping

«  ExclusionSeis the set of links that have at least a nodeSeduence. In [10] and [11], each node carries odifferent

in common with linkl. Link n belong toExclusionSet
if the transmittert(n) or the receiver(n) is also the
transmittert(l) or the receiver(l).

+  Xsis avariable where

{1if link | is activeonchannelk andtimeslots.
lcs =

Ootherwise

In CWMN, which have a set of linksinkSetand a set of
channelChSetthe scheduling algorithm should satisfy:

k
OlOLinkSet > > Xis =1

)
cOLinkChSet s=1
Ol O LinkSetOc O LinkChSet,Os1< s< k,
xIcs: + Z xncs <1 (2)
nCinterferceceSet
Ol O LinkSet,O0s1< s< k,
lecs+ Z ancsS]- (3)

cOChSet cOChSetnOExclusionSet;

Ol OLinkSetOcO LinkChSet, Osl<s< k, X;.s =0 (4)

Equation (1) states that each link is assignednt® and
only one channel and one timeslot. Equation (2)fiesrthat
the interfering links are not assigned to the sahennel and
timeslot. Equation (3) ensures that a node doeperfbrm two
operations simultaneously (i.e. transmit two pasketreceive
two packets or transmit one packet and receive pauket).
Equation (4) guarantees that lihkan only be scheduled on a
channel that is common ti§l) andr(l). Our objective is to
propose a scalable and fast scheduling algorittah gatisfies
the four equations while minimizing the numberiofdslots k,
used to schedule all the links in the network.

Ill.  RELATED WORK
In multi-channel single-radio 802.11 networks, eliént

sequence of hops generated from a random numbgairfof
nodes wishing to communicate must meet on a péaticu
channel, stops the sequence of hops to carry autddia
transmission, and rejoins their respective sequefd®ps at
the end of the transmission.

For a single-radio Cognitive network, different MA&yer
scheduling algorithms have been proposed. A MAGCeray
scheduling based on reservation of channel by RTS/C
mechanism on the control channel was presentetlin [13],
and [14]. The objective of [15] is to achieve dHitt channel
and timeslot assignments to the links in a distebduway
which is compared to the optimal scheduling solufaund by
an Integer-Linear Programming (ILP) formulation. the
considered cognitive radio network, the nodes ayeipped
with a radio and a control channel. The CSMA/CAesub is
used to access the control channel and the TDMA&rsehis
used to access the data channels. Each node hak ahich
depends on the number of active links and the nuralbe
channels. The node with the highest rank in its-twp
neighborhood processes the algorithm of assignmant
timeslots. This algorithm assigns the first avdédatimeslot to
the link. Nodes that finish the execution of thgogithm are
marked as covered. Then, the uncovered nodes théh
highest rank in its two-hop neighborhood execute th
algorithm. As soon as all the nodes are coveradh eode
with the lowest rank in its two-hop neighborhoodrtt to
examine if it has the highest schedule length (theber of
timeslots needed to schedule all the links) in tre#work.
Finally, the node that has the highest schedulegytihen
broadcasts a message to all the nodes to indicatdighest
schedule length and the start time of communicatioase. In
case of tie among two or more nodes, the higheshdbe
broadcasts its message to all of the remainingsiode

From the results shown in [15], we can see thas thi
approach, referred to as ranking approach, denaiastra
schedule length near to the optimal. However, theking
approach presents a problem of scalability, higbrlosad, and
a long execution time. The channel and timesloigassent
algorithm in [15] is carried out according to ander
established by the ranks of the nodes and has a low
simultaneous execution number. In a chained wisatetwork
topology whose nodes have ranks which increaseugligd
starting from the beginning of the chain, only oogle execute
the algorithm at a time. Therefore, the total tiofiescheduling
will increase exponentially with the number of nsda the
network. Moreover, the use of CSMA/CA scheme fortees

approaches to scheduling at the MAC layer have beegeng g copy of the control packet to each of thighbers.

proposed. In [4], [5] and [6] a MAC layer schedglinased on
reservation of channel by RTS/CTS mechanism orcamerol

channel has been presented. In [7], the propospbagh is
divided into two steps: The first step is a contak during
which the nodes use the control channel to setecthannels
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Each sent control packet requires RTS, CTS and @K A
packet which causes a significant increase in theuat of
control data exchanged. Finally, the use of thekdfhc
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mechanism also adds an additional delay to acbessantrol
channel.

IV. SCHEDULING ALGORITHM

In this section, we present our link schedulingugoh in
the network. To achieve a scalable solution, eagtienis
assigned a color which is unique in its two-hopghbbrhood
(vertex coloring) [16] and [17]. The order of exgon of the
channel and data timeslot assignment algorithrreisrchined
by the color of the node. So the nodes which haeesame
color carry out the algorithm at the same time.ré&fwre, the
total time of scheduling is defined by the numbércolors
which depends on the network’s node density.

To avoid any inconvenience due to the use of CSMA/C
the nodes utilize the TDMA scheme to send contaokpts on
the control channel. Therefore, there will be twb-frames in
the TDMA frame as shown in Figure 1. The contrdi-fame
is divided into mini-timeslots to send control patkand the
data sub-frame is divided into timeslots to senth geckets.
By avoiding contention to access the control chhrenaode
can broadcast a control packet in the control tinéslots to
its neighbors which leads to reduce the amountatd dontrol
packets. In a control sub-frame, each control mmeslot
corresponds to a color in which the nodes with tar can
transmit. It is of importance to note that TDMA
synchronization in the network is achieved by usn@PS
device and that the nodes sense the spectrum aihrege
control information about available channels betwesach
frame.

Data
Channel

v

Control
Channel

v

| | |
[#-FPhase 1-»-Phase 2w |

:+Control s'ub—frameﬂ'q—Data sub—frame—h:

| I
r Frame 1

Figure 1. Structure of frame which is composed of a conthzlge and a data
communication phase in the CWMN

In our coloring approach, the execution of the clehmand
data timeslot assignment algorithm needs two phdsethe
first phase, referred to as the scheduling linksphanodes
schedule their outgoing links where as in the seécphase,
referred to as the establishing data sub-frame, sipeles
determine the maximum data sub-frame size in theark.
Here are more details about each phase:

A. Phase 1- Scheduling Link Phase

In the first phase, the execution order of the aehmand
data timeslot assignment algorithm is done accgrttinnode
colors. Nodes who have the lowest color index eteetbe
algorithm first. In a network wittM colors, the first phase will
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needM step as described in the Figure 2. Each stepMhas
control mini-timeslots. At the beginning of a stepll nodes of
color i assign channels and data timeslots to their ooggoi
links and broadcast the scheduling informationhim tnessage
Schedule_Informatiorto their neighbors in the first control
mini-timeslot (which have the cola). In particular, a node
selects the outgoing links with the lowest numbleaailable
channel. In case of a tie, the source node sdleetsutgoing
links based on the lowest ID of the destinationenathd so
forth. Then, this node assigns to each outgoing &ndata
timeslot without causing interference with the athe
scheduled links by starting with the first avaiabata timeslot
of each channel. StaphaveM control mini-timeslots to allow
the neighbors of different colors to forward théommation in
the two-hop neighborhood. Control mini-timeslote aplored
fromi to M then from 1 td-1. At the end of step all nodes of
colori are marked covered. Thus, the total number ofrobnt
mizni-timeslots needed to schedule all the linkthianetwork is
M*.

}-—Step M—s!

e—Step 1—sle—Step 2—] |

o0

=

==y

o
== a2z

=
L

Figure 2. Timeslot colouring in the first phase of the scHedpalgorithm

B. Phase 2 — Establishing the Data Sub-Frame Size

In the second phase, nodes determine the maximuan da
sub-frame size in the network. The control minidsiots are
colored cyclically fromM to 1 as presented in Figure 3. Nodes
that have the highest color in its two-hop neighbod are
termed as root nodes and start to establish thémuoax data
sub-frame size in a breadth-first fashion. The dttedirst
fashion is described as follows. A root node seras
Attempt_size message which includes the following
information: its actual maximum data sub-frame sidentity
of the root node, and identity of parent node whikqual to
its identity. The neighbors of a root node becotaelildren in
the logical tree.

= sas =

EI E" seas

-
L

Figure 3. Timeslot colouring in the second phase of the saliregl
algorithm

When a nodex receives arAttempt_sizemessage of the
root nodez from nodey does one of the following:

e If the maximum data sub-frame size contained in the
message is bigger than the actual maximum data sub-
frame size of node, then nodex becomes a child of
nodey in the logical tree of root nodeand updates its
maximum data sub-frame size. In case of a tiether
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maximum data sub-frame size, noddoes one of the scalability improvement and the reduction of thesction
following: (i) if nodex is not part of any logical tree, time of the channels and data timeslots assignmehds
then, nodex becomes a child in the logical tree of root achieve this objective, we analyze the time spemt f
nodez, (ii) else node is already a part of a logical tree transmitting control packets and data packets, dd@ sub-
of root nodev. Therefore, nodet becomes a child in frame size, and the goodput of a link. The reslitsvn in the
the logical tree of root nodeif the ID of nodez is  figures below present the mean value of 50 sinaatiof 60
higher than the ID of node After becoming a child in  seconds each. The simulation platform used in ipoumlations
the logical tree of root node nodex writes in the for the two approaches is NS-2 [18]. Nodes have a
Time_Recv_Attemphessage the reception time of thecommunication range of 250m and always have a paufke
messageAttempt_size It broadcasts the information 1500 bytes to send to each neighbor. The numbeharinels
about the maximum data sub-frame size to all of itavailable at each node is randomly chosen betweamd125.
neighbors in the messagdtempt_sizavhich includes The channel identities are chosen between 1 andisdata
the maximum data sub-frame size, the identity ef th timeslot is 0,6675ms which is the time necessaryaismit a
root node, and the identity of the parent node.oAll packet of 1500 bytes. In the first set of simulat&cenarios,
the neighbors except its parent become a potentialodes are placed to form a grid topology and ségpdiday a
child of node x. By receiving the message distance of 176m. The number of nodes in the gridlg, 25,
Attempt_sizenodey has a confirmation that nodeis 36, 49, 64, 81, 100, 121, and 144. In the secondobe
its child in the logical tree. simulation scenarios, nodes are placed randomly gguare

. . . . area. In this set, the area of the network is 48467m, 738m
If the maximum data sub-frame size contained in th 7351 1044m x 1044m. 1279m x 1279m. 1477m x 1477m
message is lower than the actual maximum data sulgs1m x 1651m. and 1809m x 1809m for 10. 25 50108
frame size of nodg, then node discards the message. 125. and 150 noaes, respectively, ensuring the stm’rmmity. '

» If the message indicates that nadés the parent of

nodey, then nodex changes the status of nogom a
potential child to child.

Figure 4 and Figure 5 show the time spent for trattisig
control data for the first set of simulations ahd second set of
simulations. We observe an important differencavben the

. If nodex is already part of the logical tree of the root tWo approaqhes. The time spent for transmittingtrobrdata
nodez and the message indicates that nadis the for the ranking approach vary from 1,074s to 3,0#8sthe
parent of node, then nodex removes nodg from its first set of simulation scenarios and from 0,416 ,633s for
list of potential children. When a node has emistydf  the second set of simulation scenarios. The timentsior

potential children and has no children, it sends affransmitting control data for the.coloring appromhges frqm
Acknowledgement message  which  contains 4288ms to 10,075ms for the first set of simulatimenarios

Time_Recv_Attempb its parent. When a node has @nd from 2,846ms to 11,211ms for the second seitflation
Acknowledgemeninessages from all of its children Scenarios. The difference can be justified dueneofact that

and has an empty list of potential children, itdean the coloring approach is using 2-distance vertelorow to
Acknowledgement message to its parent. The allow simultaneous execution of the scheduling tigm
Acknowledgemennessage contains the highest valueVhere as the coloring approach is using TDMA to idwvo
of Time_ Recv_Attemptmessage received in the contention to access the control channel. We ndtie¢ the
Acknowl&jgemgmnessages of its children. curve of the time spent for the first phase of tioring
approach have similar behavior to that of the nunabeolors
needed for the network (Figure 8 and Figure 9) bsedhe
duration of the first phase depends on the numbeulors.

The root node who has received #gcknowledgement
message from all of its children deduce that ita dab-frame
size is the highest and that all nodes in the nétwaece part of
its logical tree. So, it has spread successfuly maximum
data sub-frame size to all the nodes in the netwdhen, it
computes the delay to reach the furthest node fharhighest
value of Time_Recv_Attemmnd the time of transmission of
the messagdttempt_sizeWith this delay known, the node
knows the time it will take for its message to teadl the
nodes in the network and, then, can establish tiré time of
the communication phase. Then, the node sends

Figure 6 and Figure 7 show the schedule lengtithifirst
set of simulation scenarios and for the seconefsgimulation
scenarios. We observe that the ranking approacie\acta
better schedule length than the coloring approdohthe
scenario of 144 nodes (12 x 12 grid) for the fisst of
simulations, we notice a difference of 5,58 timesloetween
the two approaches which represents 3,724ms. Vithithe
sgenario of 150 nodes for the second set of simukt we

Communication_Phase_Informatiomessage which contains
the start time and the number of timeslots of thead
communication phase and indicates the end of tlvense
phase. Th&€ommunication_Phase_Informatiomessage travel
through the logical tree.

V. PERFORMANCEANALYSIS

In this section, we compare the ranking approaah tae
coloring approach in two sets of simulations toedw®ine
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observe a difference of 4,46 timeslots between tie

approaches which represents 2,977ms. The rankipmpagh
presents a better schedule length because it gawetypto

nodes that have a low ratio between the numbethahrmels
and the number of links to schedule their linkswideer, this
difference is relatively small compared to time rep® send
control data for the ranking approach. We see faréifice in
the schedule length between the first and the skcen of
simulations since in the first set the nodes aracqd
deterministically in the network to cover the netkarea and
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to maximize the number of neighbors for each ndtierefore,
this difference can be explained by the fact timathie grid
topology the mean number of neighbors and outghitkg to
be scheduled is higher than in the mesh topology.

Figure 8 and Figure 9 show the mean number of solor

needed in the network for the coloring approacth@nfirst set
of simulation scenarios and in the second set mwiulsition

scenarios. In the first set, we observe that thebau of colors
become constant for more than 100 nodes in theonkiin

the second set, we notice that the mean numberolofsc
converge to 11,93 for more than 125 nodes in the&ork. The

difference in the behavior of the curve of the nembf colors
between the first and the second set of simulai®hscause in
the first set of simulations the
deterministically in the network while in the sedoret of
simulations the nodes are placed randomly in tiweaoré.

Figure 10 and Figure 11 show the mean goodputlimka
for the first set of simulation scenarios and far second set of
simulation scenarios. As expected, the coloring raggh
achieves a better goodput than the ranking apprdacfact,
the coloring approach accomplishes a goodput ftinka of
375,048 to 672,694 Kbits/s for the grid topologyl 894,102
to 987,515 Kbhits/s for the mesh topology and a goodor a
node of 2,635 to 3,531 Mbits/s for the grid topgi@mnd 2,488
to 3,717 Mbits/s for the mesh topology. On the otrend, the
ranking approach accomplishes a goodput for adfrk 915 to
11,037 Kbits/s for the grid topology and 4,705 &22Kbits/s
for the mesh topology and a goodput for a node7g5I9 to
57,945 Kbits/s for the grid topology and 29,7131106,146
Kbits/s for the mesh topology. The major differenmcgoodput
between the two approaches can be explained bfathdhat
the ranking approach spends more time to exchang#&ot
information.

It is also noticed that the coloring approach ufes
channels more efficiently than the ranking approdahthe
coloring approach, the time spent for data transioms
represents %68,51 to %75,96 for the grid topolayy 63,17
to %76,57 for the mesh topology. On the other hamdhe

ranking approach, the time spent for data transomss

represents %0,59 to %1,13 for the grid topology @63 to
%2,05 for the mesh topology. Therefore, the colpapproach
provides a better efficient use of the channels tha ranking
approach.

The results at hand show that the coloring approacts

improves the scalability of the scheduling in thetworks.
Indeed, the 2-distance vertex coloring of the nadlews
achieving a scalable solution because the execufothe
scheduling algorithm depends on the number of sailerthe
network. This permits the nodes which have the seohar to
schedule their outgoing links at the same timeo Alsutilizes

the TDMA scheme to send control packets on therobnt [

channel which reduces the amount of data contrchgta sent
and the time of execution of the scheduling albanit

Nonetheless, in the coloring approach, the linledriess delay
to transmit a packet than in the ranking approasha result,
the coloring approach presents an advantage fdrtimea

application.
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The ranking approach presents a better scheduénguse
the scheduling algorithm gives priority to nodeatthresent a
low ratio between the number of channels and thmbeu of
links to be scheduled while the ranking approactdee large
amount of control packets exchanged leading to pimiency
utilization of the channels.

VI. CONCLUSIONS

In this paper, we investigated the MAC-schedulingai
CWMN. We proposed an approach to improve the sitidab
decrease the amount of control data sent, and @dimihe time
of execution of the scheduling while decreasing sbedule
length. The approach utilizes 2-distance vertexorim

nodes are placedpproach of the node to increase the simultaneciisty in

the execution of scheduling algorithm in the netwdt also
uses the TDMA scheme to avoid contention to acdbes
control channel. We compared our approach to anothe
approach from the existing literature which is refd as the
ranking approach. The results show a significaqrowement
in term of scalability, goodput, efficient utilizah of channels,
amount of control data sent, and the time of execuof
scheduling. The ranking approach achieves a bstteedule
length but the gap is smaller compared to the adgas
shown by the coloring approach. In future works, plen to
extend the proposed work to take the quality ofiiserinto
consideration.
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