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Abstract—Recommender systems (RSs) have become an impor-
tant tool to help users in searching for their favorite items in many
real life applications. A Collaborative Filtering is a commonly
used technique in RS. In order to recommend items to the
active user (the user we want to make recommendation for),
collaborative filtering-based RS uses similar users to the active
user and/or latent factor techniques. In our project, we show that
excluding the items I that have not been rated high by any user
speeds up the recommendation process and gives better accuracy,
precision, and recall. The RSs recommend the items that have
been rated high by the similar users to the active user. No item
from I has been rated high by the similar users and, hence, will
not be recommended to the active user. As far as we know, there
is no similar work in the literature.
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I. INTRODUCTION

Recommender systems (RSs) reduce the time users spend
while choosing an item in a supermarket, shopping mall,
movie shops, songs shops, travel agency, a book in book
store etc. While selecting any item, people usually ask others
who chose an item from the same category for a recom-
mendation. Currently, the number of items in any category
is increasing tremendously and the user has more and more
number of choices which makes him confused of which item
to choose. Currently, the fast increase of Web 2.0 has led
to the proliferation of collaborative websites in which the
number of elements that can be recommended (e.g., blogs)
can increase significantly when introduced (and not voted)
by the users, which generates new challenges for researchers
in the field of RSs [1]. RSs are currently being applied in
many different domains [2]. Because of the great important
of RSs, it is interesting to note that an improvement of
10% recommendation accuracy was awarded with 1 million
US dollars [3]. Applications of RSs include: DVD rental
provider Netflix [4], the online book retailer Amazon [5],
Album Advisor [6], the advisore at the Drugstore [7], the RS
for the purchase in eBay [8], an e-learning context [9], e-
commerce [10], music recommendation [11], healthcare [12],
document recommendation [13][14], stock prediction in the
PredictWallStreet company [15], recommending personalised
news [16] and e-government [17].

The unnecessary items are the items which have not been
rated high by any user. In this research, our interest is in
speeding up the RSs by obtaining better precision, accuracy,
and recall by excluding the unnecessary items. If the active
user A is similar to user B, then the Collaborative Filtering

(CF)-based RSs recommend the items to B which have been
rated high by A. In other words, the RS will not recommend
the items which have not been rated high by user A.

The rest of this paper is organized as follows. We start by
introducing the RSs in Section II followed by Section III which
shows the related work. Section IV presents our new idea. We
incorporate our idea into the Navgaran et al.’s algorithm [18]
and we show experimentally the results of the new algorithm
using MovieLens dataset in Section V. The last section gives
the concluding remarks.

II. THE RECOMMENDER SYSEMS

We can categorise RSs based on the filtering methods
into four categories: collaborative [19], content [3][20][21],
demographic filtering [22], and hybrid [23][24]. Kilani et al.
[25] mentioned that, currently, CF is probably the most known
and commonly used recommendation approach in RS [26]. CF
is an excellent method for recommendation systems and its
core scheme is to calculate the relation among the products
and users based on preferences [27]. Two users are similar if
they rated a set of items nearly the same.

The CF-based RSs uses either the Neighbourood (NM)
[28] or the Model (MM) [29] methods. In the NM, the RS
makes recommendation for the active user by finding the users
who are similar to this user and then recommending the items
which were rated high by these users. The user-based CF
RS assumes that if two users A and B rated a set of items
similarly and A rated a set of other items, x, high then most
probably B will rate x also high. Hence, this RS recommends
x for B. In the MM, the RS uses the models to recommend
items for the active user. The models learn using supervised
or unsupervised learning methods to make recommendation.
Examples of these models are: Bayesian hierarchical, cluster-
ing, and Latent Factor (LFM). Kilani et al. [25] mentioned
that Matrix Factorization (MF) methods have recently received
greater exposure mainly as an unsupervised learning method
for latent variable decomposition and dimensionality reduction
[29].

Lu et al. [30] mentioned that content-based RSs try to
recommend items similar to those a given user has liked in
the past [31]. These RSs compare between the content of the
items the active user rated high and the new items which are
considered for recommendations. They then recommend from
the new items, those that are most similar to the items which
have been rated high by the active user.

The demographic-based RSs recommend items for the
active user based on the demographic data like: age, gender,
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race, place, material status, education level, etc. This data can
be leveraged to power the RSs and hence to improve the
accuracy of these RSs.

The hybrid RS merges any two or three techniques of
the previous three categories (for instance, see [23][24][30]).
Kilani et al. [25] mentioned that MF methods have recently
received greater exposure mainly as an unsupervised learning
method for latent variable decomposition and dimensionality
reduction [29].

III. RELATED WORK

This section presents the related works that have been done
to speed up the RSs.

Boim [32] built new techniques to boost CF based RS.
Boim focuses on four challenges: improving the quality of
the prediction, creating new methods to choose items from the
recommended items to the user, improving the efficiency of the
CF algorithms and related data structures, and incorporating
recommendation algorithms in different application domains.

Bachrach et al. [33] introduced a novel order preserving
transformation in order to match the inner product between the
active user and the items in the matrix factorization technique
to Euclidean space nearest neighbor search problem. Our final
solution is based on a novel use of the Principal Compo-
nent Analysis (PCA)-Tree data structure in which results are
augmented using paths one hamming distance away from the
query (neighborhood boosting). The end result is a system
which allows approximate matches (items with relatively high
inner product, but not necessarily the highest one) [33].

Formoso et al. [34] showed how compression techniques
using coding techniques from Information Retrieval reduces
the size of the rating matrix (up to 75 %) and hence speed up
(almost doubling) recommendations.

IV. PROPOSED METHOD

This section presents the details of our proposed method.
Each user gives a rate of 1, 2,..., or 5 to any item in the system.
The higher the value indicates that the user prefers this item
more; 1 is the lowest and 5 is the highest. Our idea states
that the RS recommends items that have been rated high by
similar users to the active user. Therefore, if an item has not
been rated high by any user, including the similar users, then
no need to consider this item in the recommendation process.
This improves the RSs’ accuracy. We show in Section V that
we may exclude the items which has not given any rate greater
than 2, 3, 4, or 5. Our idea can be implemented by any RS.

V. EXPERIMENTS

We have incorporated our idea into the Navgaran et al.’s
algorithm [18] (NA). We have chosen NA since we have
implemented its source code while experimenting with other
researches. We experiment in this section the results of NA
after excluding the items which have not given a rate value
greater than or equal to 1, 2, 3, or 4 by any user. We name
the new algorithm after excluding items, NAO. We use the
MovieLens (downloadable from [35]). MovieLens has 943
users and 1682 movies. It has 100,000 ratings, each from 1-5.
Each user has rated at least 20 movies. In our experiments, we
used the Visual Basic programming language [36], the Process
Explorer Software to measure the CPU time, and 8-GB-RAM
i7 PC.

TABLE I: THE NUMBER OF EXCLUDED ITEMS WHEN minRate =

1, 2, 3, 4, and 5.

minRate Number of Excluded Items (Number of Excluded Items)/
(Total Items) X 100%

1 0 0%
2 70 0.04%
3 108 0.06%
4 235 0.14%
5 510 0.3%

We split the items into two parts: training data and testing
data. We used 80% of the items as training data. The remaining
20% of the items are used for testing. The 20% of the whole
items are different for each users. To do so, we pass by every
user, we choose randomly 20% of the items that he/she rated
and we consider them as not rated.

We ran NA and NAO for 100 times for each user and
we take the average of the 100 runs. We used the default
parameters of the NA: mutation rate = 0.3, number of latent
features = 6, number of generations = 200, crossover rate is
equal to 0.8, population size = 50, α = 0.0002, and β = 0.02.
We calculated the Mean Absolute Error (MAE) in the same
way as calculated by Navgaran et al. [18].

Table I presents the number of excluded items and the
percentage of the excluded items to the total items when
excluding the items which have not given any rate greater than
(minRate) 1, 2, 3, 4, or 5. The percentage of the excluded
items is equal to (number of excluded items)/(total number of
items) X 100%. For instance, the number of excluded items
and the percentage of the excluded items to the total items
when minRate = 3 are 108 and 0.06 respectively. This means
that there is no need to consider 108 items while searching
for items to recommend to any active user since there is no
any user gave any of these items a rate value of 3 or more. In
other words, no any user gave a high rate to any of these items
and hence NAO will not recommend any of these items to the
active user. It is clear in Table I that the number of of excluded
items and the percentage of the excluded items are increased
as the minRate increased. This happens since the number of
items which has not given any rate greater than or equal to 1,
2, 3, 4 is less than the number of items which has not given
any rate greater than or equal to 2, 3, 4, 5 respectively.

Tables II and III present the results of NAO and NA
respectively. They show the average CPU time in seconds,
MAE, accuracy, precision, and recall. In Table II, we excluded
the results of NAO when minRate = 5 since it happens that
many users will not have similar users and NAO cannot give
recommendations for the users who has no other similar users.

It is clear from Table II that the average times in seconds
taken are decreasing slightly when minRate increased from
1 to 4. The MAE is decreasing as the minRate increased.
This happens since the number of items is decreased. The
accuracy is increased as the minRate increased since reducing
the number of items reduces the search space and hence NAO
needs to search fewer number of items as minRate increased.
There is a slight change in the precision as the minRate
increased. The recall is increased as minRate increases from
1-3. After that the recall is decreased as minRate is increased
to 4.

Tables II and III show that the average CPU time taken by
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TABLE II: THE RESULT OF RUNNING NAO.

minRate Avg. Time(s) MAE Accuracy Precision Recall

1 2,775 2,866,456 0.6 0.67 0.8
2 2,679 2,825,625 0.64 0.6 0.93
3 2,685 2,805,111 0.73 0.71 0.96
4 2,652 2,794,745 0.87 0.7 0.87

TABLE III: THE RESULT OF RUNNING NA.

Avg. Time(s) 2,962
MAE 2,781,442
Accuracy 0.5
Precision 0.4
Recall 0.75

NA (2,962s) is greater than the average CPU time taken by
NAO for any value of minRate. In addition, it shows that the
accuracy, precision, and recall of NAO are better that of NA
for any value of minRate. But, the MAE of NA is less than
the MAE of NAO for for any value of minRate. This happens
since we have excluded some items and the MAE computed
the actual difference between the actual rate and the expected
rates.

VI. CONCLUSION AND FUTURE WORK

In this paper, we showed that if an item has not been
rated high by any user, then no need to consider this item in
the recommendation process. This reduces the time taken for
the recommendation process and results in a better accuracy,
precision, and recall values. We have proven this idea by
incorporating it into Navgaran et al.’s algorithm [18] and
testing it using the MovieLens dataset.

Nowadays, the RSs are overloaded with huge number of
users and items. Therefore, further research is needed to reduce
the number of items and users and to heuristically search
for the recommended items in order to enable the RSs give
recommendation in a short time.
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