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Abstract—Grid systems become the common solutions
supporting scientific researches, business analysigntering
even the world of entertainment. Modern grids shoud satisfy
following requirements to be considered as useful na
convenient tools: cost-effectiveness, performancejuality of
service, reliability, security. The critical part of grid system is a
communication network, responsible for proper and eliable
data transfer between computing nodes. In case ofigs where
data transfer delays (QoS) and reliability are notcrucial,
public networks (usually in conjunction with VPN technology)
are used. For better performance and stable commucation
parameters private wide area networks (WANSs) are bid and
utilized in grid environments. WAN-based grid systens
require specific designing methods in order to ense the cost
and QoS optimality. Some problems typical for widearea
networks must be considered: topology of private WA,
capacity of channels, routing (flow assignment), klcation of
computing nodes. In the paper the model of WAN-baskgrid
system is presented and the cost minimizing and Qa$suring
algorithm is proposed. Both network optimization isues and
distributed computing optimization issues are consliered
simultaneously. Algorithm may be useful as well fodesigning
as optimizing of WAN-based grids.

Keywords-grid networks, capacity and flow assignment
problem; distributed computing; wide area networks; algorithm

l. INTRODUCTION

Computational power demanded for latest applicatisn
incessantly increasing. Huge amounts of data altected
and analyzed for different purposes: scientifice.(i.
biomedical simulation), business (statistics,
analyzing), security (pattern, i.e., malware re¢tgm) and
other. Since computational requirements often ekdbe
possibilities of single host, then distributed s$iolos like
grid computing and cloud computing become moreraacke
useful and popular. With distributed technologiasually
unused computing resources may be better utilikéghy
hosts in public networks use only few percentsrotessing
power (examples may be DNS servers or even pragucti
servers after usual work hours). In data centeis,common

that servers use only 20%-30% of processing power o

and computations may be done in parallel on marygipal
systems.

Modern grids should satisfy following requiremettde
considered as useful and convenient tools: latency,
bandwidth, reliability, fault-tolerance, jitter cwal and
security [7]. Then, the critical part of grid systeis a
communication network, responsible for proper aglihble
data transfer between computing nodes. Communitatio
between nodes may be based on public network.idrctise
it is rather difficult to ensure minimal data tréersdelays
(QoS) and reliability, because public lines arerstiawith
other users and are susceptible to overloadingsaodrity
attacks. For better performance and stable comrmatioic
parameters private wide area networks (WANSs) ariéd bu
and utilized for grid environments.

In grid optimization issues, that may be found fe t
literature, different task scheduling problems emasidered
[2, 3, 4], denoting that the structure, capacitg iow routes
in the communication network are given. Such sohgiare
not able to ensure QoS and reliability in the neknlayer.
There is a lack of solutions for simultaneouslyimjting of
task scheduling and network parameters (i.e., tapol
capacity and flow). The problem of WAN-based grid
optimization, considered in the paper, represantge
complex approach, taking into account the structfréhe
communication network. The problem consist in task
assignment to grid nodes simultaneously with networ
capacity and flow routes assignment. The combined
optimization criterion includes the computing cestd the
network cost. The optimization parameters are: task

teend @ssignment to nodes of grid, location of grid mamagnt

centre, capacities of channels and flow routes.

The paper is organized as follows. In Section Hé t
optimization problem has been formulated and erplhiin
details. The mathematical model of WAN-based gnith
decision variables and constraints has been pezbent
Section V. Approximate algorithm for consideredlgiem
is proposed in Section V. Section VI concludesgaper.

II.  RELATED WORK
Issues in designing and optimizing of grid systeams

average [1]. Other hosts and clusters, dedicated fovell known in literature [2-6]. Itamet al [3] relates to real-

computing purposes, are not loaded all the timemeso
services are less utilized during nights and thenmding
power is being wasted. Grid technology allows zitil
spare computing resources distributed in remoteatilomws,
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time distributed systems, where the rapid and biia
communication between nodes is critical. The austhor
proposed event-triggered distributed object modaigl
developed a distributed computing environme&idrrittet al.
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[4] consider the problem of autonomic computing.
Autonomic computing refers to self-managing andf-sel
configuring distributed and grid systems that abte ao
grow and increase they complexity without or withlyothe
little involvement of administrator.

Grid optimizing solutions, that may be found irefdture
do not take into consideration simultaneous opttin of
tasks assignment and network capacity. Usually layer
network, connecting grid nodes is being considened

ineering Computing and Applications in Sciences

transferred between this node and CMC are notthemigh
the network. Each grid node communicates only with
computational centre node.

Processing block of data is connected with spetifie
processing cost. Cost may represent money (forniguyi
computational power), resource utilization or othétual
costs. Costs are specified for each of the bld8kxks may
differ in computational effort needed to procdssm, then
processing costs may also differ. Management ceistre

bandwidth to each computing node is denoted. Suclocated in one of the grid nodes, since it is seuc

simplification allows to construct simpler algoritk, but the
performance of solutions is strongly dependentapology
and capacity of communication network. Building dgri
networks on WAN base implies additional optimizatio

destination of all data transmitted in the netwdhen the
proper allocation of CMC has a critical impact tre
quality of service in the network. Maintaining oMC in the
node generates also some maintaining cost in dauh t

issues. Designing of WANs involves such problem asperiod. Minimizing of total processing cost and ntaining

topology assignment, channels’ capacities assighraed
routing assignment (known also as flow assignméntjhe
classical capacity and flow assignment (CFA) problthere
are two design variables: channel capacities aowd fbutes
(routing) [8, 9, 10]. The goal is to select thoseiables in
order to minimize the criterion function, for exdeaphe
total average delay per packet in wide area networthe
capacity leasing cost [10]. Algorithm proposed tie paper
allows to obtain better results, related to grigoathms
known in literature, because network capacity aetivork
routing are considered and optimized. The advastage
such approach are better fixing of communicaticmoek to
grid demands, less QoS and reliability inconverssnc
finally lower costs of supporting the grid network.

Optimization problem in distributed computing gyses,
with different criterions and constraints set was $ubject of
our previous considerations [11]. The model of ribsted
computing system was proposed and optimization lpnob
with the criterion combined of quality of servidedicated
by average packet delay) and computing cost wasedol
The WAN-based grid model, proposed in [11] is usethe
paper in order to formulate an optimization problemd
design an approximate algorithm.

Consider grid system build of certain number of
computing nodes connected to nodes of the WAN métwo
In each time period (in example each second) tiopoof
data is generated and requires to be processadsIto be
divided into separable parts (usually called bloaks
subtasks) an sent to proper computing nodes. Weatel&man
computational outlay needed in each time periodiriglar
and each generated computational task may be etgitied
into subtasks. We denote that during processimgadfcular

WAN-BASED GRID OPTIMIZATION PROBLEM

block computing nodes do not have to exchange any.

information with nodes processing other subtaskierA
processing, result data must be sent to the male aad the
final result is compiled from all subtasks. The maide,
managing realization of computational tasks we ¢taé

computing management centre (CMC). Management e&entr

divides tasks into blocks, transmits blocks to gniodes,
receives and collects result data for each bloo#t,cmpiles
final result. The grid node, in which CMC is loaditealso
takes part in blocks processing. Blocks and
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results

cost is one of the objectives of grid optimization.

The computational power resources (also calledureso
capacity [6]) of grid nodes are limited and detereci for
each node. It is denoted that the total resourapadity of
grid is enough to presses all generated blocks.

For each block two parameters must be specified: af
the block and size of the results. Size of the lbliscthe
amount of data that must be sent from CMC to the
computing node chosen to process the block. Sizesofits
generated during block processing is the amouniatd that
size must be sent from processing node to CMC when
processing is finished.

It is assumed that communication network for grid
system is the packed switched network. Channetatiion
(network topology) is given, capacity of each ctelnmust
be assigned in optimization process. Possibility of
assignment of channels capacity is very importapeeially
for CMC node, which generates and receives all data
between nodes. We may ensure enough bandwidth to
computing management centre node in order to apedat
transmissions.

On the basis of above assumptions, consideredgrobl
we formulate as follows:

Given:

number of grid nodes, number of channels of widaar

network,

for each node: computational capacity of node,

for each channel the set of possible capacitiescasts

(i.e., cost-capacity function),

list of candidate nodes for Computing Management

Centre, for each candidate node the value of mainta

cost,

number of blocks which must be processed in eacé ti

period,

for each block: size of block, size of result data,

computational outlay needed to process block, aolsts

processing at each computing node,

maximal acceptable average delay in the network.

Minimize:

* linear combination of supporting cost of the networ
(capacity leasing cost) and the total computingt cos
(total cost of data processing and maintaining st
management centre).
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¢ CMC allocation, .
. . 0, otherwise
« block allocation at computing nodes,

* channel capacities, Let Y, be the set of all variableg, which are equal to
+ flow routes (routing). one. Since the management centre is located innode

Over: _ {:L if themanagemententreslocatedn nodeh
A

Subject to: _ _ only, the following condition must be satisfied [13
e channel capacity constraints
» multicommodity flow constraints Z”: v, =1 )

« computing capacity of nodes constraints

* QoS (delay) constraints o

We assume that channels’ capacities can be chosen f Let u, be the cost of maintaining of the management
discrete sequence defined by ITU-T (Internationalcentre in the node.
Telecommunication Union — Telecommunication Sector) Let t denotes the number of blocks, which must be
recommendations. The formulated above problem is NPproceeded in the considered time period. The faligw
complete, as more general that capacity and fl@igasient ~ given data are connected with each block:
problem [10, 12]. » v, is the size of block In each time period the data

IV. MODEL OFWAN-BASED GRID SYSTEM of sizev;, must be sent from management node to the

In this section, the mathematical model of the WAN- proper computing node;
based grid systems is presented. Then the optimizat ¢ W is the size of data generated as result of

criterion is proposed and optimization problem is proceeding block. Data of sizew; must be sent

formulated. Developing of the system model is nsagsin f " de to th t node at
order to implement optimization algorithms. The mlois rom computing node to the management node a

based on graph theory. Selection of channel capaehC each time period; _
allocation and block-to-node allocation are modeldgth * p is the computational outlay needed to proceed
binary decision variables. Important constrainfreected to block| — measured in [instructions];

decision variables are also introduced. Model of NVA
based distributed system was developed and presémte
our previous work [11]. Model presented in thisteecis computing nodem, Q' ={q},....q.} is the set of
an adaptation of the previous one.

q'm is the cost of proceeding block in the

proceeding costs of blodkin all computing nodes.

A Variablesand Parameters Let z\. be the discrete decision variable, connected with
Let n be the number of computation nodes of the

considered grid system. Lbtbe the number of channels of g”d node choice for proceeding block

the wide area network connecting grid nodes. Fathea | {1 if blockl isproceededin grid node m

channeli there is the seC' ={ci,...,cis(i)} of alternative Zm = 0, otherwise

. i —gqi i
values of capacities. LeD" ={d,...dy;} be the set of Let Z, be the set of all variableg, which are equal to

leasing costs corresponding to channel capacit@s the 5pe |n [11] we have proposed the following coiodif that
setC'. Let x be the discrete decision variable, connectednust be satisfy in order to ensure that each obtbeks is

with capacity choice for channiel proceeded exactly in one node:

o = {l if thecapacitycj is assignedtochanneli Z Z z, =t 3
1=1m=1

0, otherwise
Each of the grid nodes has a limited computing powe
Exactly one capacity from the s&f must be chosen for | et e, be the computing power (also called computational

channeli, then the following condition must be satisfied capacity) of nodem, given in [instructions per second]

[11]: ) (IPS). In order to guarantee that the optimizawablem
Si)xi =1 for i=1.b 1) has a solution, we propose the following conditi@hich
] i T must be satisfied for given data:
. n t
Let X, be the set of all variables which are equal to den>>p (4)
one. r is the number of iteration, since in successive
chapters we propose approximate iterative algotithm Let r, be the average traffic rate sent from naodéeo
Let y,, be the discrete decision variable, connected witmodek in each time period. In packet switched netwahles
allocation of management node: flow between nodes is realized as a multicommofidty.
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Since, we denote that in the considered networkdy on management centre and task scheduling problem:
proceeding block and results of proceedings blaeksznt OBI(X. Y. Z)=cAlY. 7 B(X
(there is no other network traffic) them, consists of (X Y. Z) =AY, 1)+ B(X,)

packed exchanging between computing nodes and Computing cost may not be the money but also

management node only,,,  we calculate as follows: computational power, CPU utilization or other afstrcost.
. Network maintaining cost is usually the money.
ok :z(zlnykwl +z{< ymV|) Let T™ be the maximal acceptable average packet
1=1 delay in the networkT ™ defines the level of quality of

The triple of set(X,,Y;,Z,) is called a selection. Léfi ~ service (QoS) in the grid network. Quality of servin the
be the family of all selections. The selectioX, .Y, ,Z,) network become degraded when average packet delay

max
defines the unique wide area network and distribute exceedsT )
computer system, because: C. Problem Formulation
- X, determines the values of capacities for chanrfels 0 apove definitions allow us to formulate the WAN-kds
the WAN, grid optimization problem:
- Y, determines the allocation of CMC at the node of .
WAN min OBJ(X,.Y;.Z,) (5)
: _ ) _ (X X.Z)
- Z, determines the blocks' allocation at the grid
nodes of distributed grid. Subject to:
B. Criteriaand Constraints (X,.¥,)OD (6)
Let T(X,,Y,,Z,) be the minimal average delay per max
. . . . T(X,,Y,,Z,)<T 7
packet in the wide area network in which valueshdnnel (X Y 20) 0
capacities are given by set, and traffic requirements are Ztlzl p, <e, for eachm=1..n 8)
m m "

given by setsY, and Z, (depend on management node I=1

allocation and assigning of block to computing m)de
T(X,,Y,,Z,) can be obtained solving a multicommodity

flow problem in the network [10, 12]:
1

V. APPROXIMATEALGORITHM

The problem (5)-(8) is NP-complete, as more general
than classical CFA problem, which is NP-complet2, [13].

fi NP-completeness is defined as the set of decigioblgms

=min= S
T(X: ¥r,20) = mfm Vx%( xich - f. that can be solved in polynomial time on a noncheite@istic
. =R s Turing machine (Nondeterministic-Polynomial timel.
subject to: means that complexity of the problem increases very

- f is a multicommodity flow satisfying the traffic quickly as the size of the problem (for example hemof
o possible values of capacity for each channel) grows
o ) In the paper, an approximate algorithm for probiéh
fi <x|cj forevery x| OX, (8) is proposed. Unlike exact algorithms, approxananes
_ . . . usually are able to find suboptimal solutions, fetfrom
) .f _[fl""’fb] Is the Yector of multllcommodlt}/ flow, optimal. An advantage of approximate algorithmsthie
fi is the total average bit rate on channebndy is the  computational time — finding optimal solution forPN
total packet rate generated and sent through ttveorleby ~ complete problems takes very long time. Some exact
computational nodes and management node. algorithms for different WAN optimization problenmmegere
Let A(Y,,Z,) is the computing cost, composed of proposed by Markowski and Kasprzak [13, 14, 15].

proceeding costs of block at computational nodet Gost Proposed algorithm starts with assignment of an
of maintaining of management node. We propose tGicceptable solution of the problem. Acceptable temiuis

requirements, given byY, and Z, ,

calculate it as follows: the selection(X,,Y;,Z;) and flow vector f , satisfying
n t n conditions (6) - (8). For the considered problemdifhg

A(Y,,Zr):thuh+z Zq}n acceptable solution consist in allocating of cormut

h=1 I=1m=1 management centre, assignment tasks to computihesrio

Let B(X,) be the regular leasing cost of channelordglr to sat;_sffy.reqlg)err}ent (8) iﬂdtf'[}? SO'“g(I’" C'I:ng
- : . ) problem satisfying (7). In case that the problens
capacities, given with the formula._ ) solution (i.e., it is impossible to build the netkatisfying

B(X,)= > xd] flow demands with given budget restriction), it is
Xj0X discovered during this stage and algorithm finishEse
Then, the we propose following objective functionthe  second phase of an algorithm is optimization phadele
channel capacities, routing assignment and locattbn sub-optimal solution is being found.
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A. Initial Solution = Regular traffic distribution approach.

Three main tasks appear during initial phase: dhgos Task are being allocated to grid nodes in proport
allocation for computing management centre, tasks e capacity of node (the sum of capacities of all
allocation over the computing nodes, capacitieshafnnels channels adjacent to the node). The constrainhef t
and flow assignment. _ node computatlonal power (4) must be satisfied.

Few strategies for choosing the node for CMC atioca  Finally, capacity and flow (CFA) assignment probliamthe
in distributed computing systems were proposed if:[ initial phase may be solved using in order to batis
= Maximal computing power of candidate node requirement (6). We propose simple method, sindemap

The grid node maintaining CMC also takes part inSelution of CFA problem is not necessary on thiageh We
blocks processing. Moreover, block processed in cmcStart from maximal capacity for each channel ofrtagvork.
node and results of them are not sent through th&hen, we minimize the capacities as long as (83isfied.
network. Locating CMC in the node of maximal g gypoptimal solution

computing power allows to minimize the data transfe
in the network. To valuate quality of node, accogdi
to this criterion, we use the value of computationa

We start from the initial selection obtained irsfiphase.
Then, in consecutive iterations we try to improvee t
. solution by changing CMC allocation node, taskeation

cap§C|tyem. ) at grid nodes, routing and channel capacities. dtlgm
= Maximal capacity of node finishes when there is no possibility of improvipgesent
Since all blocks (except those processed by CMGg|ytion.

node) must be send to grid nodes and results naust b To get the best choice we have to test all posgiies of
send back, links adjacent to CMC node must ensure

enough capacity. variablesy, OY,, yy, or xij oX,, xiS or z}n DZr,z'r1 using
Let B, be the sum of capacities of all channelsa local optimization criterion. Because of the aiéint
adjacent to noden : nature of the variables denoting channel capadityioe,
. ) block assignment and the computing centre allonatice
Po= 2 X)) (9) have to formulate three different criteria — one dach of
LOX L. . i

where A decision variables(j , y, and z/,.

_ 1, if i -thchannelsadjacent om -th node Proposition 1. If the selection(X;,Y;) is obtained from
Pm(1) = 0, otherwise the selection(X,,Y,) by complementing the variable
i ; ; ; i

To valuate quality of node, according to this cie, ~ Xi O Xr Where j<s(i) by another variables [ X then
we use the value of,,. only the channel capacity change is being consitieiée
= Location of node propose the following local optimization criterionn

In order to minimize the traffic in the whole netikp variablesxij where j <s(i):
it is beneficial to locate the CMC in the centretioé _ _ _
grid network. i Q(X, ,Yr,zr)—d} +d for cg > f,
Let vy, be the distance, in hops, between ngdand Ay =

_ . w for cl<f,
nodeh. It means that/y, is the minimal number of

. . i
channels between nodes and h . Let Vy be the Complementing of variablex; means that value of total

average delay in the network changes, that mayctaffe

distance between nodg and all other nodes of restriction (6). Then we propose criterion for estting of

distributed grid, defined as follows: the total average delay after complementing:
n
V. =Nv (20) , f. f. .
’ hzl ” AT :T(Xr,Yr,Zr)+£[ - | forcl>f
Choosing the node for allocating CMC we should yics—fi cj—f
choose such nodeg, for which the value o¥/y is Proposition 2. If the selection(X;,Y;) is obtained from
minimal. the selection(X,,Y,) by complementing variablgy, OY,

Another aim of an initial phase of an algorithmtask DYy another variabley,, ; then only allocation of CMC is
allocation to the computing nodes. We propose twdeing changed. Then, the traffic requirements betwe
strategies for initial task allocation: nodes change, channels' capacities do not chande an
= Regular tasks distribution approach. blocks' allocation at computing nodes do not chaiigen,

In this strategy, tasks are being allocated togtid  to evaluate the pair(yy,y,) Wwe propose following

nodes in proportion to the computational powerasfte  ¢yiterion:

grid node.
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Q(Xrinizr)_uh"'um
it f, <xjc} for xj OX,

t
and P, = (WI +v|)

1=1

co otherwise

Value of total average delay, obtained in result of

complementing is estimated as follows [11]:

L=
ateve =9 —— if f; <xjc} for xj OX,
R 1 I
yXIjDXr XJC] - fi
where
~ n _
fi=> Vi () fron
h=172.0n,,
- 3
fom =T, Mg = 30 Mg
Mhm TN,

a — iy [
Mim _igyﬁ:(xjcj ) for xj O X,
M., denotes thea -th path from noden to nodem,

Vi () = 1 if i -thchannebelongtopath M{,
0 otherwise

M, denotes the set of all paths from nddé¢o nodem.

f is the 'new traffic flow in the network, afterateocating
the CMC. After reallocation all routes in the netlaonust
be redirected from path®lfl CMC node; other nodes] to
paths hew CMC node; other nodeg]. It is simply calculated
as follows. For each node, we find all possibleesypaths)
from that node to new CMC node. They are denotethby
set N, . Then we allocate the traffic along all found

routes, proportionally to they residual capacities.
Proposition 3. If the selection(X;,Y;) is obtained from

the selection(X,,Y,) by complementing variable'm 0z,

by another variablez'h 0Z, then the allocation of -th
block is being changed. So, the traffic requireradmtween
nodes change, channels' capacities and CMC locdtiorot

change. We propose following criterion for evalngtithe

pair z:n,z'r1 :

Q(erYr’Zr)_q:n*'qL
it f,<xicl for x; OX,

t
and z;,p, <en
=

00 otherwise
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Value of total average delay, obtained in result of

complementing [12]:

f - .
——= if f; <xjcj for x; OX,,
R I Al
J/)('jD)(r X]CJ - fi

g

AT]

where

~ n _
fi=fi=fi+2 2 Vim()fim

e:]'”l?mDnhm
a
ga — ''hm — a
fo, = Tk, Mg = D, Mg
hm ngon

man, :_min(xi]- ci—f; + fi{') for x| O X,
i0mg,,

fii is the part of the flow ait-th channel. It corresponds
only to the packets connected witkth block. Mg, Mom

and V3, (i) are defined like previously.

Replacements of decision variables are made inraale
obtain the distributed computing network with thesgible
least value of criterion functio®BJ . We should choose
such pairsy, OY;, y,, or xij OX,, xis or z}nDZr,z'h, for
which the value of the criterionéhcr'Y\]"C, Aijs or Sy is

minimal and increase of value of average total yela
T(X,;.Y,,Z,) is minimal.

C. Calculation Scheme

Initial Phase

« Step 1.1 Choose node for computing management centre.
Evaluate nodes using one of criteria defined irseation
A. Choose node with maximal computing powey ,
maximal capacity of nod&,, or the node with the best
location according to criterion (10). Also combined
criteria may be used, in exammﬁ,/vm or (eum)/Vm .

e Step 1.2. Allocate tasks to the computing nodes,

according to regular tasks distribution strategyegular
traffic distribution strategy.

« Step 1.3.Assign maximal possible capacity for each
channel. Solve FA problem [8]. Calculate total ager

delay in the network. IfT(X,,Y,,Z,)<T™ then

decide that problem (5)-(8) has no solution - atpor
finishes.

e Step 1.4.In consecutive steps, find the less utilized
channel and decrease its capacity. Where thereoin n
possibility for capacity reduction without violagjin
requirement (6), then calculate value of objecfivgction

and remember it a®BJ,,,. Remember actual sets of
decision variables afX in , Ymin: Zmin) -
Go to optimization phase .
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Optimization Phase
» Step 2.1Perform
r=0. (Xr uYr ,Zr) = (Xmianminvain) .
* Step 2.2Performr =r +1. Choose pairy, JY, 1, Yy Of

xij OX,-q, xiS or z!n DZr_l,z'h, for which the value of

MC
hm

ATh?nMC < T max

the criterion , A'J-s or Jﬂm is minimal and,

respectively, AT/ ST™ or

AT <T™*_|f there is no such pair for whichmC
Aijs or Jﬂm is less than OBJ,,, then stop,

(XminsYmin»Zmin) is sub-optimal solution of problem
(5)-(8). Otherwise swap values of variables of emos
pair.

» Step 2.3.Solve the flow assignment problem in WAN,
where traffic requirements are given by CMC allarat
and blocks allocation at nodes and channels’ capsécre
given by set X, . Calculate OBJ,(X,,Y;,Z;) . If

OBJ; <OBJyj, (better solution is found), then assign
(X Y2 Z¢) = (Xmin: Ymin» Zmin) » @nd
OBJ min =O0BI(Xmin:Ymin:Zmin) - GO to step 2.2.

D. Experimentsand Analisis

Experiments conducted with proposed algorithm will
validate the quality of approximate solutions and
computational
presented problem is NP-complete, there are ncctefée
algorithms for finding optimal solutions - a bruferce
method may be used for small size problems buakeg
exponential time. The proposed algorithm allowsfital
suboptimal solution in linear time.

Important parameter is the quality of solutionscakdted
by an algorithm. It may be measured as the distan
between optimal and suboptimal solution. Precistadice
may be calculated for small size problem, when rogti
solution is find with the brute force method.

VI. CONCLUSION
In the paper, the WAN-based grid optimization peoibl

with combined cost function was formulated and an

approximate algorithm was proposed. The considere
problem is far more general than the similar protde
presented in the literature, because network opdtian
(capacity and flow routes) is carried out simultzuey with

block assignment and management centre allocation.

Algorithms proposed so far for grid networks in tiberature
do not take into consideration network optimization
problems, then performance of grid may be affedigd
network overloads.

Considering two different kinds of cost in critario
function is very important from practical pointwéw, since
computing cost and supporting cost of the network a
significant and carried regularly. Computing costynmot be
the money but also computational power, CPU utitbraor
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properties of an algorithm. Since the

c
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other. In some application computing cost may beemo
important and less important in other. With duadtco
criterion algorithm may be better fitted to diffateuser
demands — we may define the importance of eachusisg
proper parameter in criterion function. Since cdesd
problem is NP-complete, the big advantage of pregos
approximate solution in short computing time neettefind
solution, even for grid composed of hundreds of poting
nodes.
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