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Abstract— Performance curves of queuing systems can be
analyzed by separating them into three regions: th#at region,
the knee region, and the exponential region. Pradal
considerations, usually locate the knee region betgn 70-90%
of the theoretical maximum utilization. However, trere is not a
clear agreement about where the boundaries betweaegions
are, and where exactly the utilization knee is lo¢ad. An open
debate about knees in performance curves was undaken at
least 20 years ago. This historical debate is majnldivided
between those who claim that a knee in the curve i®t a well-
defined term in mathematics, or it is a subjectivend not really
meaningful concept, and those who define knees
mathematically and consider their relevance and agjation.
In this paper, we present a mathematical model andnalysis
for identifying the three mentioned regions on perdrmance
curves for M/M/1 systems; specifically, we found tl knees, or
optimal utilization percentiles, at the vertices ofthe hyperbolas
that relate response time as a function of utilizadbn. Using
these results, we argue that an adaptive and optirhgueuing
system could be deployed by keeping load and throbgut
within the knee region.

Keywords- adaptive queuing system; performance
optimization; knees in performance curves, optimal utilization
region; optimal throughput region

l. INTRODUCTION

According to Bose [1] and Kleinrock [2], queuing as
basic phenomenon that arises whenever a sharedreeso
(server) of finite capacity is accessed for seryigea large
number of jobs or customers. Queues or waitingsliage
frequent in many systems and daily life situatiorsg.,
when you wait for a free ATM to take money out @luy
bank account, or when a computer inputs data padked
the network, and after a time delay, they are dedig to the
destination computer.

Nobody likes to wait too long for a service on ars
resource, thus, one major goal for the performasica
gueuing system is to reduce, as much as posdi@eystem
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the greater load or throughput as possible, illwiang to
attend as many jobs or customers as possible gerofin
time.

One measure of load istilization (U), which is the
resource usage divided by resource capacity fovendime
interval. Thus, increasing the utilization rate aofqueuing
system is another relevant goal for raising itfqrerance.
However, as utilization for a resource goes updses the
response time, meanwhile in the opposite way, as th
response time goes down, so does the utilizatiten flehis
means that there is a conflict between reducinge¢bponse
time and increasing the system utilization, bothlg@annot
be optimized simultaneously, unless we find a camypsed
or balanced solution. In optimization theory, a d®ar
improvement [3] can be made by improving one gaal a
long as the change that made that goal better agf dhot
make the other goal worse off. When no further ®are
improvements can be made, then the solution iseaall
Pareto optimal or non-dominated solutions. Thezatiion
percentile at which this optimal balance occursabed the
knee This is the point at which load is maximized with
minimal negative impact to response times.

A recent article by Cary Millsap [4], about perfante
for computer software, brought back a discussiorammld
debate that has been rounding out the queuingtiites for
more than 20 years. In 1988, Stephen Samson [&ledrg
that, at least for M/M/1 queuing systems (i.e.gkrserver
queues where both inter-arrival times and serviogeg
follow the exponential distribution), no “knee” ag@rs in
their performance curves. Moreover, Samson wrote:
most cases there is not a knee, no matter how meclish
to find one.” Since that moment, a historical debetas
initiated between those who support the Samsordsncl
about knees, e.g., [6][7], and those who arguesttistence
and relevance of the “knee in the curve” [4]. listhaper,
we provide a mathematical approach based on diffiate
calculus to find a “knee” or optimal balance pditween
conflicting goals involving minimizing response ts1and

response timgR) or delay. However, making a very fast maximizing utilization rates for M/M/1 systems. In

service may have a very high cost. The response tray
be reduced if the system capacity is increased, ibute
extend the capacity more than necessary, thendsts &or
system maintenance and construction will rise, sunetly,
many resources will be wasted unnecessarily. Therefn
order to reduce those costs, the system shouldtpeith
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difference with Millsap [4], who located the knedlimation
for a single-server system at U = 50% independeaftny
other performance parameter, we claim that the knee
location is dependent on the average service tonedch
arrival (S). This knee occurs where the hyperbakating U
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and R, makes its sharpest turn, correspondingstoeittex
located at the poir(/, R) = (1 —/S,VS).

This paper is organized as follows. Section Il pres an
overview of proposals arguing in favor or againke t
existence and location of knees in performance esurv
Section Il starts by presenting a synopsis of kiél/1

servers. However, we disagree on that issue becuse
show in this paper, the sharpest point in the cusre
dependent on the capacity of the system. We dedilnzd
he obtained such knee values by minimizing the tfanc
R/U defined for a specific number of servers. Qbtey the
turning points for such function, i.e., making dgigdU = 0,

queue model and its nomenclature, then, it showes thhe calculated the U value of 50% independent oft&

mathematical model and analysis for the optimaization
and the optimal throughput in M/M/1 performance pirs
Thereafter, we propose a region of optimality basedhe
hyperbola latus rectum. Section IV discusses thevaace
of the knee concept and its application to adaptwel
optimal communication networks. Finally, Section V
concludes the paper with a summary of contributiand
future work.

A. Proposals Against the Existence of Knees

Neil Gunther in [6] makes a rigorous but unconvemi
study about knees. He, in fact, analyzed severathef
concepts we use in this paper. For instance, heritled the
hyperbola vertex as an optimum, and he used thpoémd
of the latus rectum to find alternative optimum rgsi
Surprisingly, he arrived to the following conclusio there
is no “knee” on the response time curve, even éncidse of
M/M/1 systems; the same conclusion that Samsoweatiin
1998.

A detailed analysis of Gunther’s argumentation ateg
that he arrived to such conclusion because he zatlgnly

OPENDEBATE ABOUT KNEES

problem with dividing the R function by U is thdtet R/U
function is undefined at U = 0, which is inconsigt&vith
the valid value of R at no load.

A. The M/M/1 Queue Model and Parameters

The simplest queuing system is represented by the
Kendall notation as M/ M / 1¢ / FCFS. This means that
customers arrive according to a Poisson process ({l),
they request exponentially distributed service srfrem the
server (second M), the system has only one seamr,
infinite waiting queue, and customers are served dtirst
Come First Served (FCFS) basis. For simplicity,s thi
qgueuing system is sometimes named an M/M/1 system.

As it was neatly described by Chee-Hock in [8], the
single-server queue is a place where customerwyearri
individually to obtain service from a service fégil The
service facility contains one server that can seone
customer at a time. If the server is idle, the cusr is
served immediately. Otherwise, the arriving custojoms
a waiting queue. This customer will receive his/ger later,
either when he reaches the head of the waiting ejuweu

MATHEMATICAL MODEL AND ANALYSIS

a normalized response time function (R/S). The R/Siccording to someervice disciplineWhen the server has

function equals to 1/@U) which corresponds to the R(U)
function with S = 1. As we show in this paper, tugve for
S = 1 is one of the most inefficient performanceves,
because such curve is for an unconventional langeoer of
service times. This is the reason why Gunther,ided!his
interest in considering the vertex of a hyperbaahe knee
in the curve.

Ley [7] reviewed ten different definitions abouetknee
concept, but, he concluded that there is no a clefinition
of what constitutes the knee in the curve, and #flathe
definitions he collected do not agree with the itradal
70% utilization level. As we prove in this papehet
traditional 70-90% for the optimal utilization rangs a
myth, because it depends on the service capaciychw
makes such a value not a universal constant.

B. Proposals in Favor of the Existence of Knees

Millsap [4] argues in favor of the existence of kadn
performance curves. His paper in fact is quite watiing
and provides many useful insights into the fundaaierof
performance and further details about this histoebate.
He published, in that paper, a table of knee vaéxgsessed
in utilization percentiles for different number sérvers in
M/M/m systems. Particularly, for M/M/1 systems he
claimed the knee value is 50%. He mentioned traktiee
values for an arbitrary number of servers are diffi to
calculate, but he also said that the only parametguired
to compute them was the number of service chanmels
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completed serving a customer, the customer depsdag
this paper, the generic terms ‘customers’ and &®hare in
line with queuing literature, but they take varidosms in
different application domains; e.g., in the caseaotiata
switching network, ‘customers’ are data packets and
‘servers’ are the transmission channels.

The M/M/1 system is depicted in Fig. 1. This figailso
illustrates some important parameters associated thie
queuing model. We describe them briefly.
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Figure 1. The M/M/1 queue model and parameters at steady. stat

A, is the average arrival rate or the mean number of
customers arriving at the system per unit of tirme.
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steady state, the rate for arrivals and departisrése
same. Moreover, if the waiting line buffer is infa
thenA also represents thieroughputof the system, i.e.,
the mean number of customers that are served in
single unit of time. The domain of this variable\iz 0.

We use (1) for analyzing the relation between raspo
time R and utilization or traffic intensity U, an@) for
studying the relation between delay R and throughpu
Equations (1) and (2) also show how the respomse i$ a

+ W, is the average service rate or the mean number d&fnction of service capacity, described by the isertime S

customers that are served by the service faciétyymit
of time. The operating conditiod < p states the
theoretical maximum input rate for the queuing eyst
at Amax= M. If this condition is not achieved (i.e.,Af>
W), the number of customers in the waiting line will
grow without limit collapsing the system.

e S, is the average service time per customer,défmed
as the reciprocal qf; i.e., the time interval between the

dispatching of a customer to the server and thé

departure of that customer from the server. Theicer
time cannot be avoided in real scenarios, thuspS >

¢ U is the utilization rate or the fraction of time which
the server is busy. It is obtained as the arrié r
divided by the service rate and it can be expreasdd
=AS. For 0 A <, the domain forUis@ U < 1.

¢ R is the average time that a customer spends in t
whole system, waiting and being served; aka, thanrme
residence time, response time, or delay. R f13A) or
R = S/ (+U), and the domain for R isSR <oo,

e ris the expected number of customers residenhen t
whole system, including the customers being se(ifed
any) and the customers waiting (if any). This paetan
is defined by r =2A/ (u-A) orr = U/ (FU) or r = R\,
The domain forris & r <o,

* Qs the queuing delay or the mean time that aoowst
spends in a queue waiting to be serviced. Q/=
(M(n-A)), Q = R-S, and the range for Q is<0Q <co.

e« ( is the average number of customers waiting in th
queue. q AQ, q =AY [u(u-A)], g = FU, with 0< g <

00,

In M/M/1 queuing systems, the inter-arrival timessd
the service times follow the exponential distributi this
means that the arrival and service processes assdPo(or
random). The exponential distribution is the ordyptinuous
function that has thenemorylesgM) property, and thus, it
is commonly used to model stochastic processes. [11]
Examples of random variables that are well-modélethe
Poisson process are: the number of goals in a sotateh,
the number of raindrops falling over an area, tingetit
takes before your next telephone call, the arriedl
customers in a queue, etc.

B. The Optimal Utilization Percentile (The Knee)

in (1) and the service ratg in (2). We will sketch the
graphs of these equations for different capacitapeters.

Fig. 2 shows a plot for R(U; S) illustrating thehbgior
of response time as a function of utilization. Heeach
curve is plotted for different values of S, S =Hack), 1,
1/2, 1/4, 1/8, 1/16 (blue). Notice the aspect raiiohe plot
is 1-to-1, to avoid what Gunther [9] calls an “apfi
illusion” produced by using different aspect ratiosthe
tilization and response time axes, which mightlies a
misconception about the utilization knees. Notits® dahat,
as Gunther showed in [6], the graph for the respdimse
function can be depicted for an extended rangédilifation
values—o < U <o, even if it does not make physical sense;
therefore, we demarcate at Fig. 2 the actual servic
utilization range 0< U < 1 as the region of meaningful

h%erformance metrics in between bold blue lines.

Fig. 2 stresses the hyperbolic characteristic of th
response time function by extending the utilizatramge.
The gray dotted line highlights the transversakani the
hyperbolae and pinpoints its sharpest turns orioest
Notice how each curve becomes sharper as S digremi
the system capacity increases; however, when S thel,
vertices jump to the negative utilization regiord aasponse
times within the performance region of interestuéblines)
fluctuate rapidly with small changes of load. lingportant
to design queuing systems operating with S valoegel
than 1, whatever the time unit is chosen, e.g.prsds
minutes, hours, etc.

M/M/1 System

—$=2
—8=1
$=12
—S8=1/4
$=118
—8=1/16
" Knee Line

R(U)=8/(1-V)

005 1|/

REGION
Ak OF
INTEREST

Response time (R)

3 2 E] 0
Utilization (U)

Figure 2. Plot of response time vs utilization for distinetce times.

The performance curves of a queuing system can be

obtained by plotting different performance paramstén
particular, we concentrate on relations betweeb R, and
S orp. We consider the following relations:

R(WU; )= S/(1—-U),forS§>0and 0 <U < 1. ()
R4 w=1/(u— A, foru>0and 0 < A< u. (2)

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-156-4

1) Hyperbola Vertex as an Optimur@onsidering the
optimality condition that indicates a balance beawe
changes in U and changes in R, the point where a
differential increment of U yields the same incrainef R,
or dR = dU, is the point where the rate of chang® aith
respect to U (dR/dU) is equal to 1. This conditi®neached
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exactly at the vertex of a hyperbola. In fact, tisahe point
that we use to divide the R(U) function initiallg three
sections: a) the flat section, where the gradiénih® curve
is dR/dU < 1, indicating a small but constant imeceat in
response time at low load; b) the knee or optintifization

point, located at the hyperbola vertex, where dR#dlj and
c¢) the exponential section, where dR/dU > 1, indticathat
response time rises exponentially at high load.

Our performance goals are maximizing
minimizing response time. According to Pareto optity,
starting at no load (U = 0), we make improvements o
increments in load as long as the resulting incrasmén
response times do not exceed the increments inllaaddR
< dU). Thus, the point where optimal balance ocgsithe
vertex of the hyperbola. Differentiating equatial) @nd
makingR’(U) = 1, we obtain the coordinates for the vertices
at(U,R) = (1 —+/S,VS). Notice that the optimal utilization
percentile is a function of S, and depending ondherice
capacity, this optimum occur at U = 0.5, only iES/4; at
U > 0.5 (the high-load zone), if S < 1/4; at U § (the low-
load zone), if S>1/4; orevenatU=0if S=1.

2) Latus Rectum as an Optimal RegioRractical
considerations such as response time requiremeisfier
sizes, are usually interested in a region of oftimilzation
rather than a single optimal point (knee) in theveuThis
optimal region is usually located between 70-90%thaf
theoretical maximum utilization. However, there i®
agreement on defining this knee region. We arga¢ tthe

within the bold blue lines, b) one endpoint is indathe
other is out, and c) both endpoints are out oftilue lines.
The selection of one of these scenarios is, ag&ipendent
on the value of S.
3) Boundaries of the Knee Region
The following analysis is intended to obtain the

coordinates for both endpoints of the latus recamd its
length in a general way, such that, it can be abthfor any

load andvalid value of S.

We already obtained the coordinates for the vestice
now we obtain the coordinates for the foci intetipgcthe
latus rectum of each hyperbola. The distance fitoercenter
O (1,0) to the vertexy (1 —+/S,V/S) of the hyperbola is
0V = +/2S. Using this value, we calculate the distance from
center to focus a8F = 2+/S. Thus, the coordinates for the
foci areF (1 —/25,4/25). The equation of the straight line
representing the latus rectum &= U — 1 + 2v/2S. Now,
intersecting the latus rectum equation with thgoese time
function, we obtain the coordinates for the latestum
endpoints:P(1 — V2§ — VS,v/25 —+/S) and Q(1 — 2S5 +
VS,v/2S ++/S). Thus, the boundaries for the three regions
that can be used to study the response time vat#ization
performance curves can be stated afiaajegion the locus
of points before P, bknee region the locus of points
between P and Q, and exponential regionthe locus of
points after Q. Using the distance between two tgoime
obtain the length of latus rectum &8s/2S.

latus rectumof the hyperbola can be used to establish this Considering that the region of interest for R(UDis U

region of optimality.

Consider Fig. 3. TheLatus Rectum[10] is the line
segment passing through a focus of a hyperbolaghwisi
perpendicular to the transversal axis and has d&adpoints
(P, Q) on the intersection with the curve (P, Qindécated
just for the curve S =1).

M/M/1 System

T

Sr——
—8$=2
—8=1
§=112
—S=1/4
$=18
—S$=1/16
Knee Line

” 4
RU)=S/(1-U)

o 05 1
/
REGION

OF
INTEREST

Response time (R)

_ LATUS
RECTUM

o

Utilization (U)

Figure 3. Plot of R(U) for distinct service times (S) withtua Rectum.

The dashed lines with slope 1 in Fig. 3, represkat
graphs of the latus rectum for each sketched hybeenvith
S< 1. It can be observed that different scenarios atayr
in relation to where the endpoints of the latustuecare
with respect to the region of interest: a) bothpemdts are

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-156-4

< 1 and its knee region il —V25—VS)<U < (1-
V2S5 ++/S), we calculate the service capacity condition that
makes both endpoints of the knee region resideh@n t
interest region; this condition 5< S < 3 — 2v2.
4) Knees in Delay-Throughput Curves

Considering (2), we analyze how the response time R
(delay), arrival rateA (throughput), service capacity
(bandwidth), and delay knees (hyperbola verticas}, all
related to system performance. Fig. 4 shows avghith we
use to illustrate and explain such relation. Hesach
hyperbola is plotted for different valuesyafp = 1 (brown),
2, 4, 8, 16 (blue). Notice again, how the vertitesf the
hyperbolas occur precisely whelR/dA=1 and they
represent the sharpest points in the curve. Ushig t
condition we locate the vertices of the upper-half
hyperbolae a¥(u — 1,1). The coordinates for the centers
areO(u,0). With the coordinates for O and V, obtain the
distance to the vertices &% = /2. Using the distance to
the vertex and the definition of hyperbola, we obtdne
distance to the focus & = 2. Knowing the distance to
the focus, we obtain the coordinates of the fodus(a —
v2,4/2). Using the coordinates for F and definition otikat
rectum, we obtain the equation for latus rectunRas: A —
u++/8. Intersecting the latus rectum equation with the
hyperbola, we obtain the coordinates for the enupoof
the latus rectum aP: (u—+v2—1,v2—1) andQ: (u —

V2 4+ 1,2 + 1). Thus, the length of latus rectumys.
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Response Time (R)

M/M/1 System

0

5 10
Arrival Rate (L)

15

Figure 4. Plot of RQ) for distinct service rateg with Latus Rectum.

The region of interest is € A < . Notice that for low
capacity systems, the knee regidqg—+v2—1) <A<
(u—+V2 +1) may have its lower endpoint outside the capacity is oversized, and therefore, many valussleurces

region of interest. In order to have both endpoisitghe
latus rectum within the region of interest, theldaling

condition must be satisfieg: > v2 + 1.

System performance is measured by delay R (i.e., t

time a customer stays within the system), and byuiighput
A (i.e., the number of customers per unit of timattban
pass through the system). Throughput is a meadutieeo
system capacity. Delay and throughput are closelgted
by (2), as throughput approaches 100% of servipaaty
or bandwidth 1), delay increases rapidly.
5) Summary of Results
Table | shows a summary of major results obtaimenohf

the analysis presented in this paper.

TABLE I.

SUMMARY OF MAJORRESULTS

endpoints it is possible to define optimality reggdor load
and throughput. It can also be observed that libthknee
values and knee regions are dependent on the servic
capacity of the queuing system. Therefore, it wagartant

for us to determine what would be the required iserv
capacity that will make the knee regions to opeweitain

the regions of interest. The service capacity @mbreased

by reducing the service time S or by increasingrthmber

of servers. Although we only analyzed the case of
increasing the service capacity by reducing S,lamnésults
can be obtained if the case of increasing the nurolbe
servers is considered.

IV. RELEVANCE AND APPLICATION OF THEKNEE

A. The Relevance of the Knee Region

Why is the knee value so important? The answehito t
question is related to the consequences of haviagseem
operating outside its optimal region. On one hahdhe
system operates at the flat region, it is likelgttthe system

may be wasted. On the other hand, if the systematgseat
the exponential region, it is likely that the systeapacity is
undersized, and hence, response times will fluetsaterely

peven with microscopic changes in load or throughptie

system operation in the exponential region may ttdee

system to instability, oscillating congestion, seveelays, or
the worst scenario, to a collapse. Hence, overabystems

with random arrivals it is vital to manage load and
throughput so that they do not operate outside kitnee

region.

At M/M/1 system queues, we do not knewactlywhen
the next arrival request or service request is ngmi
therefore, arrivals have a non-deterministic or doan
behavior. The M/M/1 model considers an exponential
probability distribution for arrivals and servicequests. The
exponential distribution assumes a higher prokgbiior

Useful Response Times for Load and Throughput small inter arrival times. This implies that arfsvavill tend

Results RU) =S/ (1 -U) RO =V () to cluster and cause temporary spikes in utilizatis it was
Region of mentioned by Millsap [4]. Temporary spikes in atitiion
interest $>00=<U<1 u>00<i<u beyond theknee region may cause serious performance
5{;325 U=1-+5 A=p—1 problems or quality of servicg—: (QoS) .degradatiorthiéy
Kneo exceed a few seconds in duration. This is the retisoknee
coordinates (U RW)): (1 = V5,9) (ARMW):(u—-11) region is so important on a system with randonvalsi
Knee Us1-vZS—v5 Asu-va-1 Once we mentioned the consequences of_a system with
regions U<1-vIS+3 A<u—vI+1 gversm_ed orr] uncéersaed capacity, Lhe quekstlonow o
Latus etermine the adequate capacity that makes a system
rectum P:(1- ‘/ﬁ_ ‘/ﬁ‘/ﬁ_ ‘/ﬁ) P:(u— ‘/\/7__ L‘fi D | operate within its optimal regionapacity managemerr
endpoints | ¢1(1 =V2S+VSV25+VS) | Q:(k—v2+1vV2+1) capacity plannings a task intended to answer that question.
Length of A first consideration about the service capacitya@fueuing
'rztcutzm 2v2s 2v2 system is that it should be calculated so thatdpemal
Required region lay down within the region of interest. Tiast row in
service 0<S<3-—2v2 uVZ+1 Table | shows the conditions for S gmndhat make the knee
capacity regions for R(U) and R{ to be within the region of interest.

A second consideration is to estimate the servagadty

These closed-form results show that there is a kmee according to specific service quality requiremenis;, the
optimal value for load and throughput in simple MIM expected amount of traffic intensity, throughputda
gueuing systems. Moreover, based on the latus mecturesponse times, particularly at peak times. Thee kegions
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can be computed to meet these QoS requiremerssr\ice
capacity cannot be changed dynamically, then ttstesy
would operate within its optimal region at peakdsnbut it
would operate outside its optimal region at différéoad
conditions than the peak times. On the contrargajjacity
could be changed dynamically, then the knee regiongd

change accordingly so that the system operatesyslwa

within its optimal region. This implies to changdaptively
the knee regions according to different load coowlt (at
low load, at peak times, or at excessive high [padsthis
way, we believe that and adaptive and optimal queeui

system could be deployed by dynamically managirg th

service capacity in order to keep load and througkgthin
their knee regions. Therefore, the knowledge akoees is
fundamental for capacity management.

stable and lossless network, Ty=however, if T <y then
there will be a steady build-up of bits within thetwork and
it will eventually become unstable. In case of ¥, mew bits
might be being created within the network.

Input rate
¥

I~ JThroughput

-
— T —

Source Destination

Network cloud

——
—

End-to-end delay
D

B. The Knee Concept Applied to Communication NetworksFigure 5. Store and forward data network. Packets traverss ource to

The M/M/1ko/FCFS model discussed earlier is simple

and useful if we just want to have a first estimatof a
system’s performance. However, as Chee-Hoc indicate
[8], it becomes a bit unrealistic when it is apglie real-life
problems, where they often have a finite waitingeug!
instead of one that can accommodate an infinite bannof
customers. A single isolated M/M/1 model may hasgain
limitations to represent real-life complex queuisgstems;
however, the networks of queues, whereby the desrof
some queues feed into other queues, are a moristiceal
model for a system with many shared resourcesaictieg
with each other. In this way, a model for a virtaatuit in
packet switching networks can be designed in teofna
network of tandem M/M/1 queues. Therefore, we cay s
that M/M/1 queues are the building blocks for dtet
queuing theory, as we will show in the next disarss

1) Using the M/M/1 model:

In order to apply the knee concept to a real-lifeujng

destination. Circles are packet switches and regslare links.

The capacity of a network refers to the maximum lpeim
of bits that can simultaneously reside within thetwork,
inclusive of those bits waiting for a shared reseuand
those that are actually traversing across a linkgldenotes
the average delay when the network is idle or wtien
current utilization (U) is 0, then the network ceipa is
defined by the Little's Law as x T (delay-throughput
product). According to [8], Little’s Law can be diggl to all
types of queuing systems, including priority queuiand
multi-server systems, which is the case for paskétehing
networks. Notice that § corresponds to S, U = T/B
corresponds to U #/u, and Dx T corresponds to r =)Rin
the M/M/1 model. When it is desired to measurediygacity
of the underlying hardware, the delay-throughputdpct
becomes the delay-bandwidth product.

Congestion in the network occurs when the offered
traffic load from the user to the network produaesexcess

system, we now immerse a bit into the field ofof bits residing within the network, which exceée tesign
communication networks. Two fundamental performanceimit. Data entering a congested network will exeece

measures of a network are: delay (D) and througliput
First notice that we changed the symbols for thevedent
terms we used before as R for delay arfdr throughput in
the M/M/1 model. The term delay (or end-to-end yela
specifies how long it takes for a single bit ofal#b travel
across the network cloud from source to destinatierig. 5
illustrates. Comer in [12] cleverly describes fdypes of
delays that may occur within the network: propagati
delays, switching delays, access delays and quelélays.
All these types of delays contribute to the totlag, which
is measured in seconds or fractions of seconds.ofther
fundamental performance parameter of a network
throughput. Throughput is the rate at which bitslafa can
pass through the network, and is usually specifidaits per
second. The rate at which the hardware can trahi®ris
called bandwidth (B). It is impossible for a usersend data
faster than the bandwidth; therefore, bandwidthegiwan
upper bound on throughput or<OT < B. Notice that B is
equivalent to thel parameter defined earlier.

In Fig. 5, we also made a distinction between tte of
bits entering the network from sourgg &nd the rate of bits
leaving the network at destination (T). Notice tliat a
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longer delays than data entering an idle networke T
relationship between delay and congestion is egtitnfiom
the current percentage of the network capacity doeised,
according to the following expression:

Dy

P=aw

,forDy>0and 0 < U < 1. 3

As traffic approaches the network capacity (i.es., &
becomes close to 1), the delay approaches infinig

_already plotted this expression in Figure 2 andufeéd3 and
I®btained some significant insights summarized iblg

2) Towards an Adaptive-Optimal Congestion Control:

A simple mechanism for preventing congestion isvflo
control, which involves regulating the input rate tmaffic
into the network so that the receiver controls thee at
which it receives data. The main goal of a flow tcoin
mechanism is to preserve the levels of throughpdtdelay
within a range of acceptable values. There arechlhgitwo
types of flow control mechanisms, open-loop andseth
loop. The open-loop flow control is characterizgdhaving
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no feedback between the source and destinations Thiests, in real applications or simulations, whiem delp us
mechanism allocates networks resources for a spéeiffic ~ to validate or invalidate this model. Thereforey duture
flow with necessary previous reservation. Oftes tigpe of  work will be focused on this task.

mechanism is inefficient and results in over-alt@ra of
resources, it also lacks of any adaptability. Om ¢bntrary,
the closed-loop flow control is characterized by #bility of
the network to report pending network congestionkbi@
the source node. By using this feedback, the saumeeadapt
its transmission rate to a lower rate or a highate r
depending on the network conditions. Real proto¢hés
implement different mechanisms of closed-loop floantrol
are  TCP (Transmission Control Protocol) and ABR  [q
(Available Bit Rate). On one hand, TCP adaptively
increments or decrements the size of a window dferoto [2
speed-up or slow-down the transmission rate. Onother
hand, ABR uses congestion information generatedhé
destination and updated at each packet switch ®path to
the source, to reduce or increment the transmissie [4]
accordingly.

Congestion is usually caused by unpredictable svent
Although the daily peak hour is semi-predictablegestion
can also be random due to breakdowns, insertions, o (g
changes in the network topology. Therefore, an tadap
mechanism to control the traffic flow is imperatite
alleviate congestion problems and preserve thdlisgabf
the network.

To know where exactly the borders of the optimal
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that end stations transmit data flows optimallye. i. 9]
minimizing delays and maximizing throughput [11].
The relevance of the results obtained in this paptrat
they can be applied to both, the simplest queuysgesms
(M/M/1) and the most complex communication network.
This is because the M/M/1 model is the buildingcklaf [10]
any complex queuing system and because Little’s taw
be applied neatly to all types of queuing systems.

V. CONCLUSION AND FUTURE WORK

This paper presented a mathematical approach to
determine the optimal utilization region and theimopl
throughput region for M/M/1 queuing systems. It wkd
that performance curves for such systems can blyzaada
by separating them into three regions: the flaiomegthe
knee region, and the exponential region. The madtieai
definition of boundaries between these regionspsoblem
that has not been properly addressed in the literafThe
paper showed that this problem has historical rant$it is
still an open debate. The major contribution of thaper is
the calculation of knees values and knees regions i
performance curves for load R(U) and throughpw)RThe
relevance of knees and their applications was dissl
showing the consequences of operating a systendeut$
its optimality region.

Although the knee model proposed in this paper seem
to be mathematically consistent, it is still neegggo create
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