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Abstract—Artificial Intelligence (AI) and its ethical implica-
tions are not new for academia and business. Challenges of
embedding principles for ethical AI in practice are obvious and
even though the gap between theory and practice is decreasing,
it does not meet the urgent need for responsible technology
development and deployment. Embedding ethical principles in
existing risk assessment practices is a novel, process-oriented
approach that can contribute to operationalising AI ethics in
organisational practice. This paper elaborates on initial phase
of collaborative development of ethical risk assessment of AI
methodology, involving private and public organisations in Nor-
way. We reflect upon our experience and present key take-
aways in a form of three lessons learnt from embedding a
Model-based security risk analysis method (CORAS) and a Story
Dialog Method (SDM) in the initial phase of the collaborative
methodology development. This study concludes that ethical risk
assessment of AI in practice is feasible and explores design issues
related to cross-sectoral settings, flexibility of the methodology,
and power-relationship.

Keywords-AI ethics in practice, ethical risk assessment, cross-
sectoral collaboration, methodology development.

I. INTRODUCTION

Current transformations of the work environments due to
wide introduction of AI systems call for new approaches to
assess and manage benefits and risks created by these systems.
AI, understood as an umbrella term in computer science for
different computing techniques enabling machines to mimic
“complex human skills”, holds many promises and hopes
together with uncertainty and fears [1][2]. Since ungoverned
AI comes together with social and environmental implications,
organisations that design and deploy AI are obliged to identify
and mitigate possible risks throughout design process and
application lifecycle.

To pursue ethical design and deployment of AI systems, a
principled approach is commonly used to guide the process
of development and deployment of AI systems [3][4]. Taking
its popularity and relative accessibility for both practitioners
and researchers, it has become a leading approach to eth-
ical AI resulting in over 100 ethical guidelines in private

and public sectors [5]-[7]. Empirical studies showed that the
impact of ethical guidelines on ethical decision-making of
the professionals is very low [8]-[10]. This suggests a gap
between ethical AI principles available and their relevance
for organisational practice. The challenge lies not only in
contextualizing the principles for each stage of development
of AI systems or a use case, but also in what professional
competences needed to practice, promote and deploy ethical
AI [11][12]. It is argued that solely ethical principles in place
are not enough to responsibly navigate a complex landscape of
AI applications in organisations and that embedding a “risk-
oriented multi-stakeholder approach” in the assessment and
management procedures is a key to effective governance of
AI [13]-[16].

Prior research suggests that, to achieve ethical AI in prac-
tice, we as research community, society, governments, busi-
nesses, have to create a common language, provide equal
opportunity for stakeholder involvement and create a system
of incentives for ethical decision-making [6][17][18]. This
study gave an opportunity to public and private organisations
in Norway to take an active part in shaping ethical risk
assessment of AI in practice methodology alongside with
researchers from different disciplines, such as ethics, data
science, risk analysis, pedagogy and social sciences. This study
investigates the following research question; What are the key
lessons learnt from the initial phase of ethical risk assessment
methodology development? How these lessons can be applied
in the next phase of the methodology development?

Through analysis of the initial stage of the ethical risk
assessment of AI methodology development, this paper con-
tributes to the developing body of knowledge on ethical AI in
practice and elaborate on the outcomes of the collaborative
processes involving academic, industrial and public sector
partners. In addition, we reflect upon the lessons learnt to guide
the methodology calibration further.

The rest of this paper is organized as follows. Section II
describes the background followed by the related work section.
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Section IV introduces CORAS and SDM as a theoretical base
for this study. Section V focuses on the methods including
approaches implemented during data collection, analysis and
participant recruitment together with ethical consideration.
Section VI presents the findings in a form of the learnt lessons.
Section VII dives into discussion connected with the results
together with limitations. The acknowledgement, conclusion
and future work suggestions close the article.

II. BACKGROUND

Rapidly emerging AI technology poses many challenges
to social and organisational structures worldwide including
environmental costs, social implications and ethical dilemmas
[19]. Norway, among the other European countries, is on the
regulatory side, adopting European Union’s AI Act, but at the
same time has an ambition to build a national infrastructure
for AI in the public sector by 2030 [20][21]. Therefore, this
invites public and private organizations to use AI systems for
digitalisation and innovation [21][22].

Norwegian organisations that are developing and deploying
AI systems are under pressure since they must comply with
local and international data protection regulations, ethical
norms, established sectorial traditions, and most importantly
innovate at the same time. While legal regulations and sectoral
traditions can be addressed through existing mechanisms,
ethical AI is new and not well-established concept in some
sectors, thus, the public and private organizations stand in
front of new challenges of implementing ethical AI in practice
[4][23].

In regard to the above-mentioned points, Ethical risk as-
sessment of AI in practice (ENACT) project has a goal of
creating such methodology that can benefit Norwegian busi-
nesses to evaluate and mitigate risks connected with design and
deployment of AI in their organization using “ethical lens”.
Among the other objectives is tailoring this methodology to be
adaptive, scalable, process-oriented and applicable to different
organisational contexts and AI applications [24].

The ENACT consortium comprises industrial partners from
public and private sectors, including medical services, finance,
logistics, welfare service and education, in addition to re-
searchers from SINTEF (lead), Østfold University College
(ØUC), the University of Oslo (UiO), and the Norwegian
University of Science and Technology (NTNU). ENACT is
funded by the Research Council of Norway (2023-2027).

III. RELATED WORK

A. Principles for ethical AI in practice

Several governing bodies, individuals and research initia-
tives have released guidelines to promote responsible AI and
ensure its development and deployment in an ethical manner
[3][18][25]-[28]. In the last 5 years, a principled approach
became the most favourable one in the literature [5][17].
Originally adopted from the bioethics and medical research,
it is centred around respect of autonomy, non-maleficence,
beneficence and justice [29]. Floridi has extended above-
mentioned principles by adding “explicability or transparency”

as a new enabling principle [25]. Policymakers, organisations,
philosophers, AI researchers and practitioners have contextu-
alized these principles resulting in over 100 public and private
guidelines across the globe [5].

Despite a high level of abstraction, many attempts have been
made to operationalise the ethical principles within different
industrial domains [10][30][31]. Even though the organizations
acknowledge importance of AI ethics and aim to be proactive,
the range of employed strategies, that work in practice, seem
limited, in comparison with the wide range proposed in exist-
ing literature [10][17][32]. However the gap between principle
and practice is decreasing, but many organisations struggle to
use ethical AI frameworks due to the ambiguity of ethical
principles and variety of approaches to its design in practice
[6][33].

A principled approach to AI ethics faced some criticism
from being ineffective in practice to lacking a long-standing
professional tradition [4][8][34]. The challenge lies not only in
contextualizing the principles for each stage of development
of AI systems or a use case but also in what professional
competences are needed to practice, promote and deploy
ethical and responsible AI [11][12].

B. Ethical risk assessment of AI in practice

Operationalising AI ethics is a challenging and multifaceted
task that usually involves various stakeholder groups and
processional competences. There is always an ethical aspect in
a risk that is affected by our moral views and values [23][35].
Ethical Risk Assessment for identification and mitigation of
possible impacts is usually performed by the ethical com-
mittees and boards and has not been standardised in regard
to AI systems [36]-[38]. Due to the rapid expansion of AI
use and design in organisations, the ethical dimension of risk
has become a prominent topic in the discussion of social and
environmental impacts of AI. Previous studies indicate that
one of the challenges of ethical risk assessment of AI lies
in qualitative nature of the assessment that, compared to the
ordinary risk assessment approaches, is not quantifiable and
rarely effective via box checking [14][36]. In addition, single
sector studies showed that ethical discussions are not tradi-
tionally embedded in some sectors, compared to healthcare
for example, which makes ethical risk assessment difficult and
highly abstract [4][38].

Several studies have addressed the questions of how ethical
risk assessment can be performed in organisations. For exam-
ple, Tartaro et al. attempted to embed an ethical dimension in
the risk assessment procedures through a four staged process
including open ended questions, risk grouping, Likert scale
evaluation (numerical value assignment), and risk identifica-
tion and visualisation [14]. This study confirmed the limita-
tions of the check-list approach and binary questions (yes/no)
for complex ethical risk assessment. The study concluded that
the open-ended nature of questions to prompt the participants
contributes to inclusive discussion and increases the support
of the risk mitigation measures by the stakeholders [14].
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Felländer et al. have employed a multi-disciplinary approach
to achieve data-driven risk assessment for ethical AI [39].
Using expert knowledge to build the definitions and establish
the requirements for cross-sectoral application, authors high-
lighted the difficulty of creating ethical risk assessment tool
applicable to different sectors and relatable to practical, real-
world problems [39].

To address power imbalances and enhance a complex
analysis of normative issues under risk assessment process,
Krijger explored a relational approach by proposing a triad
of decision-maker, risk-exposed and beneficiary to understand
and qualitatively analyse how risk is distributed and aligned
with political and social moral of the stakeholders [40].

IV. THEORETICAL FRAMEWORK

To interpret, translate and integrate ethical norms, frame-
works and guidelines into organisational practice, the limi-
tations of the principled approach can be addressed through
a process-oriented perspective through using, for example,
CORAS and SDM, which are described further.

A. Model-based method for security risk analysis

Compared to traditional risk analysis, which are based
on “failure-oriented” aspects of a system, model-based risk
assessment includes different aspects of the system, giving a
holistic view on the risks connected with it [41].

Figure 1. CORAS steps for conducting security risk analysis [42].

Model-based method for security risk assessment, also
known as CORAS, is conducted in three phases: context
establishment, risk assessment and risk treatment including
sub-processes which contain a specific set of steps presented
in Figure 1 [42].

The context establishment phase specifies the target and
the scope of the analysis. During the risk assessment phase,
the relevant risks are identified, evaluated and estimated. The
stakeholders (organisation representatives) are being engaged
on different steps of the process, allowing a variety of input
and expertise shape the risk assessment outputs. The last

phase focuses on treatment of the evaluated risks. Among the
strengths of this approach is graphical style of the commu-
nication, visual modelling, constructive use of language and
tighter integration of the assessment outputs in the system
development processes [43]. As for the limitations, the prac-
titioners noted that the CORAS language can be perceived as
“too simplistic and cumbersome to use” [44].

Since this approach has been designed for defensive risk
analysis of the assets with a focus on security, some fields
might find it difficult to steer the discussion using such terms
as “threat scenario” or “vulnerability”. In addition, the risk
analysis is performed by an external team which in practice
is expensive and difficult to scale up.

B. Making sense of organisational experiences through Story
Dialog Method

SDM is both a data collection and a data analysis method
[45][46]. SDM has its roots within critical pedagogy, construc-
tivism and feminism, and critical social sciences [45][46]. It
is based on a structured dialogue and on participants’ stories.

Figure 2. Story Dialogue Method [46].

A story can be described as a “self-interview” in a particular
situation. Each participant has a dedicated role: storyteller,
story listener, or story recorder, along with facilitators and
observer roles. SDM also has values as its point of departure,
which makes it relevant for the ENACT methodology. Further,
the method is based on a structured dialogue, following four
stages and questions related to each of the stages (see also
Figure 2):

• Describe (where WHAT-type of questions are asked)
• Explain (WHY-type of questions are asked)
• Synthesis (where SO WHAT-type of questions are asked)
• Action (NOW WHAT-type of actions are asked)
While the method was initially intended to be used by a

homogeneous group of participants (e.g., participants from the
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same organization) in physical settings, the method lately has
been used and adapted in a variety of settings with participants
coming from various organizations and backgrounds, as well
as online [47]-[51].

One of the benefits of this method, especially in power
uneven collaborative environments, is active engagement of
the participants into knowledge co-creation. It contributes to
promotion of equality and inclusion in the dialog about ethical
AI in organizations.

V. METHOD

In attempt to address existing limitations and challenges,
ENACT methodology is collaboratively developed, tested,
evaluated and validated by an interdisciplinary consortium
of researchers and small and large organisations from the
Norwegian private and public sector. Development of ENACT
methodology is grounded in collaboration and iterative adjust-
ment of the methods presented in the previous section.

A. Study context

The initial phase of ENACT methodology development and
testing took place in September – December 2024. The work-
ing group held over 25 meetings in total (internal and with
the stakeholders) to discuss the adjustments of the CORAS
and integration of the SDM methods, to adopt it to digital
workshop format and to accommodate the sectoral needs of
the partners.

To develop a methodology for ethical risk assessment of
AI which could work in practice, the working group attended
to several issues. Together, the working group examined the
challenges and opportunities for harmonizing and synthesising
major steps of the CORAS with ethical core issues in practical
settings. In addition, the analysis context was narrowed down
to one use-case that all participating organisations had in
common. Participating organisations have collectively agreed
on using Microsoft Co-Pilot transcription tool as a use-case
for ethical risk assessment.

Another important decision was made in regard to the
participants and is described further.

B. Participants in a transdisciplinary collaboration

First, to cover multiple perspectives of ethical AI, the work-
ing group was comprised of the researchers with expertise in
ethics, risk management, technology and pedagogy. Secondly,
to attend to practical issues of business settings, the work
group adopted a transdisciplinary approach. Representatives
from businesses and organisations were included in the design
of the ENACT methodology, and a representative from one of
the businesses was included in the working group that designed
the initial testing described in this paper.

Participant selection for the workshops was purposefully
delegated to the ENACT-consortium business partner repre-
sentatives who were our main contact persons throughout
the process. These allowed us to speed up the trust bonding
process with the workshop participants through the contact

person who already had workplace connections with the em-
ployees [52]. To include different organisational perspectives
in the collaborative process, the working group agreed on
recruiting participants from different sectors and disciplines
to create interdisciplinary and cross-sectoral participant pool
for all three workshops.

In total, we have involved 14 unique participants in all the
workshops and 29 in total across all workshops (non-unique).
The workshop participants had various levels of seniority in
the organisation and years of experience in their positions.
Therefore, it was important to address invisible hierarchy in
the group dynamic in the methodology design and try to “level
up the field players” through compatible facilitation techniques
and embedding SDM [53].

C. Data collection

Due to multifaceted nature of the collaborative process and
the relationships that are formed, this study has comprised
different data sources including: meeting notes, observational
notes from the workshops, pre- and post-workshop survey,
PowerPoint slides from the workshops [54]. Table I shows
an overview over the data collection process.

Two facilitators and two to three observers from the working
group were allocated per workshop. The facilitators were
responsible for introducing the theme of the workshop, the
concepts and facilitating the discussion. The observers had a
passive role during the workshops but at the same time took
process-oriented notes in addition to participants’ reflections
and ideas presented.

Together with the participants, it was decided to manually
collect observational notes for securing open dialog and free-
dom of expression under the workshops. Several participants
had made it clear before the workshop that they preferred man-
ual data collection methods rather than audio/video recordings
of the workshops, which would have affected their behavoiur.
It was agreed that audio or video recording of the workshops
will affect the behaviour and nature of the interactions among
the participants.

Observational notes were structured according to the work-
shop slides (pre-selected themes) and business partner involved
in the discussion (concerns, comments, ideas). In addition,
we collected observers’ and facilitators’ post-workshop notes
about the process. All the notes were gathered in a separate file
after the workshops and then used for methodology refinement
and adjustment of the workshop content.

D. Analysis

Using a combination of explorative approaches, such as
iterative assessment of the notes, collective reflection and
synthesis, helped make sense of the processes occurring in the
collaborative environments [55]. Since most of the data were
gathered from the participant interactions (surveys, workshops,
observation notes), workshop PowerPoints and reflections of
the working group, a combination of analysis techniques was
applied, as follows.
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TABLE I
OVERVIEW OF THE PROCESS

Workshops and CORAS
steps

Workshop 1: Establishment of the
context

Workshop 2: Risk assessment Workshop 3: Risk assessment

Time and format 60 mins, Digital workshop 60 mins, Digital workshop 60 mins, Digital workshop

Structure of the workshop

1. Introduction, information and
expectations
2. Key features of use case,
stakeholders, timeframe
3. Values
4. High level analysis

1. Information and expectations
2. Values – identifying values and
discussion
3. Scenarios – identifying values
and discussion
4. Summary

1. Information and expectations
2. Scenarios
3. Group brainstorming
4. Summary of group discussion
and initial measures
5. Summary and evaluation

Participants
10 participants
2 facilitators
3 observers

10 participants
2 facilitators
3 observers

9 participants
2 facilitators
2 observers

Ground for methodology
adjustment

Pre-workshop survey, Work group
meetings

Post workshop survey, Work
group meeting, ENACT business
partner meeting, ENACT project
meeting

Work group meeting, ENACT
business partner meeting

Concepts Actors Values Scenarios

Documentation Pre-workshop survey, 8.5 pages of
structured notes

Post-workshop survey, 8 pages of
structured notes

2 pages of notes

The main goal of the analysis process was to interpret
textual data and researchers’ observations form the workshops
to explore potential lessons for ethical risk assessment of AI
methodology adjustment and tuning. This study focused on a
systematic process analysis that was inspired by the thematic
analysis [56].

Texts that were systematically produced by the observers
under the workshops and the discussions taking place right
after were structured according to each workshop. These
were then read multiple times by several of members of the
working group, to preliminary map the process and aspects
that needed adjustment. In addition, post-workshop working
group meetings were held to share the experience after the
workshop and reflect on the process together.

After reading the notes multiple times and summing up the
reflections we have come up with analytical notes to guide
the methodology adjustment and identify learning points to be
taken to the next phase of testing. Sensemaking of qualitative
data for this study emerged from multiple levels of analysis
including participant interaction between each other, different
sectors, different seniority levels. The process that we were
trying to understand was unfolding in a continuum of the
collaborative process rather than in a hierarchically structured
manner [57]. That is why the findings are presented in a
form of lessons, overarching the major take-aways from the
workshops.

E. Ethical considerations

All parts of this study were conducted in line with national
and international guidelines for research ethics and research
integrity [58]-[60]. To attend to the rights, interests and well-
being of the participants, best practices of consent, privacy
and data protection were deployed. The study was planned in
accordance with ENACT Data Management Plan and reported
to the Norwegian Agency for Shared Services in Education
and Research. All gathered data assets were stored at the
Services for Sensitive Data at the University of Oslo.

In addition to protecting personal data of the participants,
we had to protect organizational data too. It was therefore
communicated to the participants that all the confidential
information shared with us under the workshops will not be
included in the overall findings and results to preserve orga-
nizational confidentiality. Moreover, the study was conducted
with participants representing different organizational entities
and this added another layer of complexity for ethical consider-
ations in the research process. To create a safe environment for
sharing relevant info, and to protect business representatives
from sharing protected information, the researchers had sev-
eral dialogues with representatives from the business partners
concerning which parts of the methodology they felt safe to
test in a cross-sectorial group both before and between the
workshops.

VI. FINDINGS

In the course of collaborative methodology development,
we have adjusted several aspects of the process to address
organisational needs of the participants. The analysis of these
adjustments resulted in three process-oriented lessons that are
presented in this section.

A. Lesson 1. The scope of ethical risk in cross-sectoral settings

Since sectoral traditions are different, a common “analysis
context” has to be identified and addressed in the methodology
design to facilitate the process of risk identification and as-
sessment. But even when the common ground is found, not all
participants are ready to discuss risk treatment practices openly
with other organisational sectors present. On the one hand,
the difference in sector specific use-cases provided a broader
scope of the discussion by incorporating different perspectives.
Additionally, it helped participants to centre their reflections
around ethical perspectives of risk identification and analysis
and gave structure to the discussion, contributing to bonding
and blending of participants’ cross-sectoral experience. On the
other hand, the cross-sectoral settings of the workshops created
some boundaries for engagement in a deeper discussion of
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the scenario-based assessment because of resistance from the
participants that occurred due to different sectoral traditions
and business confidentiality.

B. Lesson 2. Flexible methodology helps to address organisa-
tional needs

Our analysis suggests that ENACT methodology must ac-
commodate organisational needs and sectoral demands in
addition to addressing changing organisational dynamics and
competitive AI landscape [61]. Flexibility can be achieved
through feedback loops and iterative content adjustment. Feed-
back loops as part of the tailoring help to guide the process to-
ward current organisational demands and make the workshops
relevant for all the participants. The partner organisations
wished for a methodology that can be easily embedded in
everyday practice and will be resource efficient. We have
observed that digital format and selected timeframe of the
workshops worked satisfactory. In addition, a desired depth
of the discussion was not reached despite all the adjustment
efforts made by the working group. Introduction of the new
concepts, used to guide the discussion, took away the time
from ethical reflections and discussion.

C. Lesson 3. Easing power-relationship for structured dialog
and critical reflection

Balanced and equal engagement of the participants from
different sectoral traditions and seniority level was a difficult
task. Our observations concluded that to promote equal power
relations, the number of participants per workshop (in plenum)
should be reduced to actively include everyone in the discus-
sion. Using elements from the SDM (facilitating empowerment
through giving the opportunity to all stakeholders to voice
their opinions and worries) helped us to even the field players
through structured yet opened environment of engagement.
This approach contributed to creations of the safe space where
all the participants, regardless of their position in organisation,
could share their “stories” and contribute to the process. It was
challenging to engage every single one of the participants at
the same time, but we managed to give the opportunity to
everyone to engage in the discussion and share their worries
and views.

In some cases, the participants should be separated in
smaller groups depending on the goal of the discussion. For
fostering cross-sectoral reflections and a broader scope it is
useful to separate the participant from their fellow colleagues.
This fosters cross-sectoral reflections and broadens the scope,
in addition to easing out existing hierarchical structures among
the participants from the same organisation. On the other hand,
it was admitted by the participants that they had to “hold back”
some information in group and plenum discussions due to a
business confidentiality.

VII. DISCUSSION

The initial phase of collaborative development of the EN-
ACT methodology was a demanding and rewarding process
at the same time. Structural adjustments of the methodology

have been enhanced by reflections of the working group and
feedback loops from the participants. In the process of tuning
the working group have identified following challenges that
should be addressed for further development of ethical risk
assessment of AI in practice including

• sectoral tradition (e.g., similarities and differences be-
tween the domain of ethics and security standards with
respect to risk assessment)

• group dynamics (e.g., power dynamics in the group, busi-
ness integrity, approaches to elicit organisational needs)

• confidential information of organisational practices
• format of the workshops, which had to be realistic (e.g.,

time, digital or physical meetings, resources required) if
the businesses were to use the methodology in real world
settings

When the overall workshop structure is adaptive, it can
suit different professional competences, use cases and value
landscapes. Two CORAS steps, including establishment of
the context and risk assessment, serve as base for the ethical
risk assessment and can be aligned with already established
procedures of risk assessment in the organisations. Due to
cross-sectoral nature of collaboration, not all participants were
ready to discuss risk treatment in depth, explaining it by
business confidentiality and difference in sectoral traditions. In
previous studies, cross sectoral nature of the risk assessment
was admitted being challenging, due to different sectoral
traditions and value misalignment [38][39].

According to our results, choosing one use-case or scenario-
based approach does benefit the process in term of direction
to the discussion about the application of AI systems and
stakeholders involved in its design and use. But at the same
time, practice showed that it was difficult for facilitators to
elicit concrete scenario-based solutions for ethical dilemmas
that were identified in the first two steps of the assessment.

Participation and participant selection is about power, there-
fore the participants that are chosen to “sit at the table” matter
in terms of diversity and inclusion of ethical risk assessment
of AI [31]. While at this stage, we did not integrate all the
SDM aspects, we adopted a few central elements from SDM:
the idea of a structured dialogue, and we ensured that all
participants gave their input on each question. Embedding
SDM form the very beginning would, in theory, contribute
to evenly distributing time for each participant to join the
discussion and express their ideas during the workshop. This
would even out the dynamics in uneven power environment.

In respect to the format, digital workshops worked well in
terms of maximizing the number and variety of participants.
As for the drawbacks, digital format created a mediated space
for the interactions which had complicated the communication
and the flow of the process [62]. Because of the time con-
strains, not all participants had the opportunity to present their
ideas, in addition to that, some of the ongoing discussions had
to be interrupted due to the time constrains which negatively
affected depth and quality of the reflection processes.
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A. Limitations

This study involved participants from a small sample of
Norwegian public and private organizations. This implies that
organizational culture in these sectors can differ from the
international context and other local contexts, and so could
the organisational needs related to AI development and deploy-
ment. Moreover, the purposeful sampling of the participants
might have resulted in a biased representation of employees. In
addition, the test design excluded non-Norwegian speakers and
employees not involved in AI system development and use,
which might be relevant stakeholders. The test also included
several businesses, and to protect their interests, collaborative
efforts resulted in a small sample of themes and methods
agreed upon for testing.

In addition, Microsoft Co-Pilot was chosen as a common
AI use-case for the cross-sectoral discussion and analysis,
which limits the scope of this study to this use scenario.
Observational notes taken under the workshop were taken by
different researchers resulting in possible biases in the reported
observations.

VIII. CONCLUSION AND FUTURE WORK

Increasing presence of AI systems in everyday work of
organisations signifies a need for profound changes in the
way we understand, identify and assess the risks connected to
its use and design. The quantity and quality of engagement
with AI ethics in organisation determine the depth of the
discussion and the pool of risks identified. Despite well-
articulated principles for ethical AI, practice shows that their
practical use in organisations is ambiguous and limited.

Our study presented several methodological reflections
about ethical risk assessment of AI in practice methodology
development based on Norwegian organisational context. In
the course of this study, we have managed to test different
workshop structures and facilitation tools based on the or-
ganisational needs that were elicited through regular feedback
loops, observations and working group discussions. In a course
of collaborative design, we elicited process-oriented benefits
and challenges in a form of three lessons focusing on the scope
of ethical risk assessment in cross-sectoral setting, flexibility
of the methodology and the power relationship occurring under
the workshops.

This testing phase has resulted in preliminary skeleton
of ENACT methodology that needs future adjustments. Our
findings suggest a need for further research on ENACT
methodology implementation for example in single sector
settings, different sized organisational structures and national
contexts. This can enrich the understanding of the pitfalls,
sector-specific value landscapes and needs that are crucial for
efficient ethical risk assessment of AI in practice.

In addition, there is a need for expansion of the philo-
sophical discourse around moral values involved in AI risk
assessment and what role ethics plays in it [35].
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