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#### Abstract

The need for remote education and reduced learning costs has led to rapid development of virtual immersive learning environments. However, creating these environments using authoring tools still requires trainers to have a range of technical skills. Recently, a new approach has been developed that allows trainers to construct educational scenarios using panoramic video-based immersive authoring tools. This approach demands fewer technical skills compared to the modeling of 3D environments. To evaluate the usability of the Human-Computer Interaction (HCI) of this approach between two different types of interfaces, our experimental study was conducted. This study compared a Virtual Reality (VR) interface, which consists of a Head-Mounted Display (HMD) and its controllers, to a traditional Windows, Icons, Menus, Pointer (WIMP) interface in creating interactive scenarios. Both quantitative and qualitative measures were collected and later quantified to evaluate effectiveness, efficiency, user satisfaction, and motivation towards the interfaces. The results of the study showed that: (1) there was a better correlation between the trajectories of 3D objects positioned by the user (in this study, the trainer) and the entities targeted in the panoramic video using an immersive interface; (2) there was a significant difference in task execution time between the VR interface and the traditional WIMP interface; (3) trainers had greater satisfaction and motivation towards the VR interface compared to the traditional WIMP interface, despite symptoms of cybersickness.
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## I. Introduction

Investment by major technology companies in recent years, and growing demand for immersive environments in the domains of entertainment, communication, and education have created a strong impetus for the development of Virtual Reality (VR). Additionally, new technological breakthroughs have made VR hardware devices, such as VR headsets and omnidirectional cameras more accessible to the public. However, the development of VR applications in general and immersive environments for human learning in particular still presents many challenges, both in terms of processes and production tools, requiring the participation of $a$ multidisciplinary team ranging from designers, artists, programmers and so forth [1]. These tools often require
trainers to have certain expert knowledge for effective use to achieve the desired results.

Depending on the interaction needs, immersive environments will be designed differently, where each interaction scenario is a sequence of user interactions with the environment [2]. Therefore, interaction design methods and different forms of information representation will impact user experience as well as interaction outcome. Immersive environments based on panoramic videos are thus the proposed solution that simulates interactive scenarios close to the real environment, and enhances users' sense of presence when they use Head-Mounted Display (HMD) [3]. The panoramic video can be enriched by adding interactive elements such as text information, sounds, 2D/3D objects, as well as questions, in order to not only improve the user experience [4], but also integrate narrative and educational elements into the interactive scenarios. These additional elements require a particular structure tailored to the spatial and temporal dimensions of the panoramic video [5]. While 2D video editing tools primarily focus on the temporal dimension, creating interactive panoramic videos requires a more comprehensive set of tools that handle both spatial and temporal dimensions.

A suitable authoring tool will actively aid trainers in constructing the learning content [6]. New requirements for authoring tools for interactive scenarios based on panoramic videos have led to the concept of an exclusively immersive tool. Thanks to this approach, trainers, instead of using the traditional Windows, Icons, Menus, Pointer (WIMP) interface, can now use the VR interface to create and modify the content of the interactive scenario. This immersive environment will allow trainers to have learner-like access to quickly obtain a set of information and to self-assess the results of their work throughout the design process [7].

However, it remains to be determined whether the new interactive VR interface differs in terms of usability and user motivation compared to the traditional WIMP interface. To answer this question, our experiment was carried out to evaluate and compare the effectiveness and efficiency of trainer interactions with an authoring tool, based on a defined scenario, using both the traditional WIMP interface and the VR interface. The satisfaction and motivation of trainers towards the tool were assessed through questionnaires collected after the experiment.

It is worth noting that conducting experiments on usability and motivation are important for evaluating the
effectiveness of the tool and identifying any potential issues that may arise when using the tool in real-world scenarios.

In Section II, we present a discussion of related work. Section III presents our research hypotheses. Section IV details the method, then Section V presents the results of the experiment. Our conclusions and future work are presented in sections VI and VII. The references close the article.

## II. Background And Related Work

## A. Authoring tools and interactions with panoramic videos

The interactive design that complements panoramic videos presents not only technical challenges (with respect to video asset management, video environment fidelity, and natural navigation) but also design challenges [8]. These issues include designing non-intrusive and non-distracting user interfaces, creating effective navigation and orientation mechanisms, and incorporating engaging elements into the design.

In addition, the feeling of immersion can affect the difference in visual navigation effectiveness between the traditional WIMP and VR interfaces [9]. One of the main tasks of the designers is to overlay a 3D object upon the panoramic video. To ensure consistency between these two entities, a predetermined trajectory based on the timeline of the panoramic video [5] must be defined. This requires capturing the spatiotemporal motion of the designers, which allows them to specify the movements of the 3D object.

For user interaction studies, in the absence of a specific classifier, the object of research is usually the end user or, in this context, the learner. Research work in the context of panoramic videos is most often devoted to the effect of motion parallax [10][11] the perception of content, as well as different methods of rendering and displaying panoramic videos and incorporating 3D entities to improve user experience [12].

Recently, several studies have been dedicated to designing panoramic video tools in VR, where users act as trainers. T. Adão et al. performed an experiment to evaluate the usability of a rapid prototyping tool [13] through tasks such as adding and removing 3D objects in space and time. Another experiment was carried out to evaluate the continuity of integrating video animations, 3D objects as well as 3D sounds [14] by utilizing non-complex interaction techniques.

Pakkanen et al. proposed a comparison of three models of interaction techniques (remote control, pointing with head orientation, and hand gestures) in VR for controlling panoramic video playback [15]. The results of this study showed that the participants experienced a reduction in nausea on their second attempt. This suggests that cybersickness survey results may be influenced by participants' previous experience (working time) in the VR environment. Regarding the usability of the three types of interactions, the remote control was found to be more accurate and users liked it more than the other two types of interactions.

The Fonseca \& Kraus experiment [16] evaluated learners' attitudes and behaviors after watching panoramic videos in
both VR and mobile platforms, making it one of the few studies that cover multiple platforms. The conclusion of this research mentioned a more positive emotional impact on the user when they viewed panoramic videos in a virtual reality environment compared to an equivalent environment on a tablet. The experiment did not assess participants' interactive behaviors, but only focused on behavioral analysis of perception after receiving narrative information.

As a case study of panoramic video authoring tools, the research by Coelho \& Melo [7] is remarkable when it comes to evaluating the usability of three different types of interfaces: WIMP, VR, and tangible. Results showed that participants' gender had no effect on dependent factors. Regarding the usability, the VR and tangible interfaces had a higher level of satisfaction than the WIMP interface. However, the WIMP interface had the lowest task execution time and the authors concluded that this was due to participants' greater familiarity with the keyboard and mouse. The effectiveness was not determined conclusively as the experimental procedure only took into account the number of performed errors, which was not statistically significant.

These experiments have shown that running the same interaction technique on different types of environments or interfaces will have different usability results. The requirement for spatiotemporal coherence in interaction is a critical element of panoramic video-based immersive environments. It is thus necessary to compare the interaction technique specific to authoring tools on panoramic videos, between the traditional WIMP interface and the VR interface, through a new experimental study.

## B. The immersive authoring tool Wixar[17]

To accurately compare the usability of two types of interfaces, the analysis and evaluation of interaction techniques must be performed on the same authoring tool to balance the workload between the two types of interfaces and ensure uniformity of statistical data.

Most authoring tools support the WIMP interface, but a limited number support the VR interface [6]. In order to limit differences in statistical data of two different interfaces, we chose the Wixar authoring tool for our experiment. Wixar is a multi-platform authoring tool already on the market, offering a range of options for creating scripted content for interactive panoramic videos. It aims to empower trainers without programming skills to design immersive learning environments using panoramic videos.

The selected interaction techniques for this experiment, including visual perception (head movement or camera rotation with keyboard buttons), navigation (joystick or mouse movement), and selection and manipulation, are commonly used in panoramic video contexts.

Wixar offers both a PC version and a VR version with the same user interface (UI). The PC version uses a mouse for navigation instead of a joystick and keyboard buttons for rotation instead of head movement, making it a suitable comparison to the VR version. These standard humancomputer interfaces do not negatively affect the outcome of
the experiment. The selected user interfaces (Figure 2) will not negatively impact the results of the experiment

Hence, Wixar is a suitable authoring tool for evaluating the usability of WIMP and VR interactive interfaces, as it satisfies the requirements and purpose of this experiment.

## III. Rechearch Hypothesis

Our first hypothesis (H1) is that the difference in navigation (viewpoint changing) and selection and manipulation (trajectory recording) actions during task execution between the VR and WIMP interfaces will lead to a difference in usability between them. In the context of this experiment, operations requiring spatiotemporal coordination of panoramic videos are supposed to have better accuracy and execution time in VR compared to WIMP.

Our second hypothesis (H2) is that the use of a VR headset for the authoring tool will not significantly increase mental load or symptoms of cybersickness compared to a traditional WIMP interface.

Our third hypothesis (H3) is that participants using the VR interface will exhibit higher motivation than those using the WIMP interface in this experiment.

## IV. Method

## A. Participants

The participants in the experiment ranged in age from 20 to 50 years old, with an average age of 30.7 years. Both groups, VR and WIMP, had 15 participants each and were evenly distributed in age. All participants had a good command of French, enabling them to comprehend information presented in the language and engage in conversations throughout the experiment. The informed consent form, which included details on withdrawal rights, confidentiality rights, benefits, and potential risks of the study, was understood by all participants.

This study was approved by the Paris-Saclay research ethics committee and participants signed the consent form after being fully informed of the progress of the experiment.

## B. Wixar Authoring Tool

We utilized Wixar version 1.4, which was released in July 2021, that offers both WIMP and VR interfaces. The main steps of using Wixar are outlined in Figure 1. The trainer's process of designing an application was divided into three phases: 1) Adding media resources, such as panoramic videos, audios, and 360 images, 2) Integrating and configuring the interaction techniques offered by Wixar, and 3) Releasing a new immersive educational environment.


Figure 1. Wixar Operation Process

In this experiment, different panoramic video scenes were provided and a preview of the scenario to be enacted was presented to the participant beforehand.

## C. Material

Devices used in this experiment included: a laptop computer equipped with the Wixar 1.4 PC authoring tool; an Oculus Quest 2 headset equipped with the Wixar 1.4 VR authoring tool. To ensure hygiene, the equipment was thoroughly cleaned before each participant's session and participants were instructed to sanitize their hands and wear a respiratory protection mask throughout the entire procedure.

## D. Measurements

Our team had developed an algorithm which was then integrated into Wixar 1.4 to gather quantitative data on user behavior during task performance.

Questionnaires were used to collect demographic information (identified only by participant number) and data on cybersickness (SSQ [18], NASA-TLX [19]), satisfaction (SUS) [20], and motivation (SIMS) [21].

The obtained data was then analyzed to evaluate the usability of two different types of interfaces during participant interactions. Usability, as defined by ISO 924111 [22], is "the extent to which a system, product or service can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use". This definition highlights three criteria that must be considered during the construction of the experiment so that the results obtained can be analyzed with precision afterwards: (1) Effectiveness: accuracy and completeness with which users achieve specified goals (2) Efficiency: relationship between the results and the resources used to achieve them. (3) Satisfaction: comfort and subjective evaluation of user interaction.

Specifically in this experiment, effectiveness was linked to the precision of the participant's manipulation, efficiency was measured by the time it took to perform tasks and finally, satisfaction was assessed through questionnaires.

## E. Scenarios \& Procedure

The participants were divided into two groups, each corresponding to a different interface (WIMP and VR). Participants were asked to position themselves in front of a PC or to wear an Oculus Quest 2 headset. After starting the Wixar 1.4 application, the participant faced 5 task sequences. The main tasks involved positioning and configuring a virtual object on a fish in a panoramic video by superimposing a virtual marker on the fish. The fish had different, increasingly complex trajectories step by step, such as linear movement, slight wave, underfoot, around space variable acceleration, and vertical movement (Figure 2).


Figure 2. Fish with different trajectories
Following the 5 sequences, the participant was invited to complete the questionnaires. The total duration of each experiment was approximately 45 minutes.

## F. Quantitative data

During the experiment, participant behavior data was automatically collected, including head movements, joystick or mouse movements, the operations concerning the creation, deletion and movement of objects, and the recording of movement of the virtual marker tracking the fish.

These data were subsequently analyzed to compare the effectiveness and efficiency between the two interface types.

## G. Questionnaires (qualitative data)

1) Before their activity

The experiment used the NASA-TLX scale, translated into French by Ganier, F., Hoareau, C., \& Devillers in 2013 [23], to assess the workload involved.

In virtual reality immersion research, cybersickness is frequently evaluated. The French questionnaire used in this study was proposed by Kennedy, R.S. et al. in 1993[18].
2) After their activity

The F-SUS scale is the French version of the SUS (System Usability Scale) proposed by Gronier, G., \& Baudet, A. in 2021 [24]. This scale is widely used to measure the usability of interactive systems.

And finally, this experiment also assessed the participants' motivation through the SIMS situational motivation scale (French version suggested by Lambert-Le Mener, M. (2012) [25]).

## H. Analysis method

The space of a virtual reality application that uses panoramic videos is usually designed using polar coordinates [5]. Thus, all the spatial parameters of the added virtual objects are saved as polar coordinates (quaternion rotation).

During the experiment, the movement of the virtual marker while tracking a fish in the video was recorded for each frame, and then resampled to a fixed frame rate of 50 FPS for ease of analysis.

At time $t$ in the video, marker $m$ had position $p_{m}$ and fish f had position $p_{f}$. The distance $d_{t}\left(p_{m}, p_{f}\right)$ represented the distance between the marker and the fish at time $t$.

The participants were instructed to place the marker on the fish, but we realized that the targeted part of the fish (e.g., head, body, tail) varied among participants. Consequently, we did not use the $d_{t}$ index directly for the analysis. Instead, we used the relative distance between two consecutive periods $t+1$ and $t$, i.e. $\Delta_{t+l, t}=\left|d_{t+1}-d_{t}\right|$ with the goal of making the $\Delta$ as small as possible. Our objective was to measure and compare the variations and the stability of the recorded trajectories considering the targeted trajectory.

## V. Results

The collected quantitative and qualitative data were normalized to select appropriate parameters and then analyzed with SPSS (version 25, IBM Corp).

A Student Test was performed for the bivariate correlation test if the sample met the covariance criteria. Conversely, if the sample did not meet the criteria, a MannWhitney non-parametric test was used.

Data were collected on two experimental groups, each with 15 participants, corresponding to two types of WIMP and VR interactive interfaces.

## A. Effect of interactive interface on effectiveness

The average difference $(\Delta)$ used for the effectiveness tests on the 5 tasks (corresponding to 5 different trajectories in 5 scenes from s1 to s5). Effectiveness is inversely proportional to the $\Delta$ coefficient, so as seen in Figure 3, the VR group recorded more stable trajectories than the WIMP group. The results were consistent across all 5 trajectory


Figure 3. Distribution of Mean Trajectory Differences for VR and WIMP Groups per Sequence

The Mann-Whitney $U$ tests revealed significant differences between the WIMP and VR groups in the average $\Delta$ in 4 trajectories $\mathrm{s} 1, \mathrm{~s} 2$, s 4 and s 5 . A similar result was found in the Student Test on $\Delta \mathrm{s} 3$ (Table I) with a significant Levene's Test result of 0.001687 . The hypothesis that there is a difference in variance between the two groups (WIMP and RV) was accepted, indicating a significant difference in the mean of the two groups (significant T-Test result of 0.01585 ).

TABLE I. Statistical significance tests between VR and WIMP GROUPS FOR MEAN DIFFERENCE IN TRAJECTORY ACROSS 5 MISSIONS

|  | Group | ShapiroWilk | MannWhitney U | Levene Test | T-Test |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\Delta \mathrm{s} 1$ | VR | 0.379511 | 0.000841 | -- | -- |
|  | WIMP | 0.037481 |  |  |  |
| $\Delta \mathrm{s} 2$ | VR | 0.181733 | 0.004494 | -- | -- |
|  | WIMP | 0.001477 |  |  |  |
| $\Delta s 3$ | VR | 0.527049 | -- | 0.001687 | 0.01585 |
|  | WIMP | 0.245281 |  |  |  |
| $\Delta \mathrm{s} 4$ | VR | 0.338854 | 0.000622 | -- | -- |
|  | WIMP | 0.000542 |  |  |  |
| $\Delta s 5$ | VR | 0.700370 | 0.005114 | -- | -- |
|  | WIMP | 0.000039 |  |  |  |

## B. Effect of interactive interface on efficiency

Regarding execution efficiency, the group using VR completed tasks faster than the group using WIMP interface (Figure 4).


Figure 4. Distribution of Execution Time Differences for VR and WIMP Groups by Sequence

The Mann-Whitney U Tests (Table II) indicated significant differences between the WIMP and VR groups in terms of execution time for $s 2$, $s 3$, $s 4$, and $s 5$. The tests showed no significant difference for sl (Sig. $=0.351$ ).

TABLE II. Statistical Significance tests between VR and WIMP GROUPS FOR MEAN DIFFERENCE IN TRAJECTORY ACROSS 5 MISSIONS

|  | Group | Sig. Shapiro-Wilk | Sig. Mann-Whitney U |
| :---: | :---: | :---: | :---: |
| $\Delta \mathrm{s} 1$ | VR | 0.000030 | 0.350688 |
|  | WIMP | 0.023687 |  |
| $\Delta \mathrm{s} 2$ | VR | 0.021897 | 0.001130 |
|  | WIMP | 0.020213 |  |
| $\Delta \mathrm{s} 3$ | VR | 0.001141 | 0.005114 |
|  | WIMP | 0.043944 |  |
| $\Delta s 4$ | VR | 0.010367 | 0.000125 |
|  | WIMP | 0.169789 |  |
| $\Delta \mathrm{s} 5$ | VR | 0.000014 | 0.000205 |
|  | WIMP | 0.574785 |  |

However, when comparing data for scene s1 to other scenes, we observed that the VR group completed the task in a relatively shorter amount of time.

## C. Satisfaction

Results of the F-SUS questionnaire to assess satisfaction rate showed no significant difference between the VR group ( $\mathrm{M}=79.6$, S.D. $=11.7$ ) and the WIMP group ( $\mathrm{M}=76.8$, $\mathrm{SD}=15.4$ ). Despite the high diversity of opinions shown by the significant values of the standard deviations, the averages of the SUS [26] indicated that both systems resulted in an acceptable level of user satisfaction.

## D. Cybersickness

The outcome of the Cybersickness Questionnaire (SSQ), which measured symptoms of nausea and oculomotor disorders, showed a significant difference between the VR and WIMP groups. The Shapiro-Wilk normality test led to a Mann-Whitney U evaluation, revealing that participants using the low-cost VR headset experienced significant cybersickness. These results were further confirmed by the questions regarding oculomotor disorders, where a Levene's Test and T-test established a greater feeling of oculomotor disorders among the VR group than the WIMP group (as shown in Table III).

TABLE III. Evaluation of Cybersickness Symptoms

|  | Group | Shapir <br> o-Wilk | Mann- <br> Whitney U | Levene <br> Test | T- <br> Test |
| :--- | :--- | :---: | :---: | :---: | :---: |
| Nausea | VR | 0.009 | 0.001 | -- | -- |
|  | WIMP | -- |  |  |  |
|  | VR | 0.150 | -- | 0.447 | 0.023 |
|  | WIMP | -- |  |  |  |

## E. Motivation

Results of the SIMS questionnaire made it possible to identify the type of user motivation using the Situational Motivation Scale. Regarding intrinsic motivation, there was a significant difference between the VR group ( $\mathrm{M}=23.8$ and $\mathrm{SD}=2.9$ ) and the WIMP group ( $\mathrm{M}=19.7$ and $\mathrm{SD}=5.4$ ). A second significant difference was discovered between the VR group ( $\mathrm{M}=8.9$ and $\mathrm{SD}=4.6$ ) and the WIMP group ( $\mathrm{M}=13.9$ and $\mathrm{SD}=7.1$ ) for external regulation. These two differences highlighted a greater sense of autonomy for the VR group compared to the WIMP group (Table IV).

TABLE IV. Statistical significance tests between VR and WIMP GROUPS FOR MEAN DIFFERENCE IN TRAJECTORY ACROSS 5 MISSIONS

|  | Group | $\mathbf{N}$ | Medium | S.D | T-Test |
| :--- | :--- | :--- | :---: | :---: | :---: |
| Intrinsic Motivation | VR | 15 | 23.80 | 2.883 | 0.017 |
|  | WIMP | 15 | 19.73 | 5.496 |  |
|  | VR | 15 | 20.73 | 5.663 | 0.121 |
|  | WIMP | 15 | 17.53 | 5.276 |  |
| External regulation | VR | 15 | 8.93 | 4.559 | 0.031 |
|  | WIMP | 15 | 13.87 | 7.080 |  |
|  | VR | 15 | 9.33 | 4.065 | 0.225 |
|  | WIMP | 15 | 11.93 | 7.015 |  |

Although differences in identified regulation and amotivation were not significant, the values remained consistent with the results for the other motivations.

## VI. DISCUSSION

Our first hypothesis has been supported by the results of the study, which showed that the VR interface was more effective, efficient, and satisfactory than the WIMP interface in performing various tasks. This conclusion contradicted the findings of Coelho and Melo [7], who evaluated the usability of three different interfaces (WIMP, VR, and tangible). The difference between the two studies can be attributed to the nature of the interaction being tested. Indeed, our work focused on a particular interaction, the trajectory of objects and the spatiotemporal relationship in a panoramic videobased immersive environment. We collected quantified data, namely the trajectory and the duration of the missions. Conversely, whereas Coelho and Melo only counted the number of errors during task execution, which showed no statistically significant differences.

The analysis demonstrated that the marker-to-fish tracking using VR was more stable than the one using WIMP, resulting in higher effectiveness of VR interaction. This was due to better coordination of viewpoint change (navigation) and trajectory recording (selection and manipulation) in both spatial and temporal dimensions of the panoramic video. The VR interface allowed for better spatial perception and object movement speed compared to WIMP.

For object motion tracking, findings of our study also revealed that if coordination of spatial and temporal motion
was not maintained at all times (which happened on the WIMP interface when the fish moved out of the viewing area), an interrupt action was necessary. This affected not only the recorded trajectory results but also the execution time of the experiment tasks. Spatial navigation (change of viewpoint) when combined with simultaneous and uninterrupted trajectory recording, resulted in better performance of the VR interface in terms of time and accuracy.

The assumption which can be made at this stage is that the mouse sensitivity (Dots Per Inch - DPI) on the WIMP interface was not adjusted to match participants' usage habits, which led to poor accuracy results. Indeed, feedback from left-handed participants and from the participants who were accustomed to using touchpads supported this assumption. Regardless, if true, it still highlighted the VR interface's advantage in better adapting to the user's natural movements.

According to the cybersickness analysis, levels of nausea and oculomotor disorder were more pronounced on the VR interface than on the WIMP interface. The experimentation process for the 5 tasks was long, so we did not detail this aspect as deeply as the study conducted by Pakkanen et al. [15] where participants repeated the tasks to assess their adaptation to the immersive environment over time.

The Situational Motivation Scale questionnaires showed a significant difference in intrinsic motivation and external regulation between the VR and WIMP groups, with the VR group exhibiting higher results. This indicated a higher sense of autonomy and better motivation to complete tasks in the VR group.

## VII. Conclusion

The goal of our experiment was to evaluate and compare the usability of the VR interface of an HMD and its controllers to that of the classic WIMP interface by conducting the same set of tasks for designing interactive scenarios for panoramic videos. So as to fulfill this aim, evaluations of the effectiveness, efficiency and user satisfaction for each of the interfaces were carried out.

The experiment findings showed better results in terms of motion tracking as well as interaction execution time on the VR interface than on the WIMP interface. The level of satisfaction was comparable between the two groups and fell within acceptable range, with no significant difference observed. In terms of usability, the VR interface, thanks to its superior spatiotemporal coordination of interactions, seemed better suited than the WIMP interface.

Although the VR interface had its issues with cybersickness, trainers still reported a higher level of satisfaction and motivation while performing tasks in VR as compared to the traditional WIMP interface.

The immersive environment based on interactive panoramic videos not only includes space-time interactive objects, but also other objects, such as text and sound. Therefore, the creation of these objects using an authoring tool requires further evaluation of cross-platform usability.

In the future, we will examine and evaluate the system's adaptability to various scenarios, with the aim of developing
a model for a scripting assistant to aid trainers in the process of building an immersive learning environment.
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