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Abstract—Accommodation reviews are valuable resources for future guests to know the opinions of users who have already stayed at a particular place before. However, it is difficult for users to extract the information specific to each topic such as facilities, access, and breakfast. We consider that the seasonal features of accommodations are especially important to ensure a comfortable and enjoyable stay. This paper proposes a hierarchical topic analysis with time variation to extract seasonal features for accommodations. The proposed method extracts seasonally important words and shows the similarity of topics that the important words belong to between seasons. In this paper, we discuss the effectiveness of the extracted features as references for guests to choose accommodations.
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I. INTRODUCTION

Since the mainstream of accommodation reservations is online, travelers need to decide on accommodation based on the information on the Web. Consumers-stated preferences for decision criteria are various [1]. In particular, the amount of reviews has been found to promote accommodation room occupancy [2]. However, it is hard to check a large number of reviews. We thus consider that the value of reviews would be increased by helping users to easily check the reviews.

According to Dickinger et al., recommendations from friends and online accommodation reviews should be the most important factors that influence online hotel booking [3]. Online accommodation reviews have been widely studied [4], and such research enables us to use the analysis results by text mining to help travelers with their decision making. According to Vermeulen, negative as well as positive reviews increase the consumer awareness of the accommodation [5]. Also, they showed that positive reviews can improve consumer attitudes toward the accommodations.

This paper focuses on seasonal features in accommodation reviews. We believe that the value of each accommodation also depends on seasonal events held in the neighborhood. The presentation of seasonal features might become one of the determinants of accommodations. The tf-idf method is a well-known representative method providing word importance in documents and it is used in several applications such as documents classification [6]. The first step of our proposed method is extracting higher tf-idf words from monthly reviews of an accommodation. The second step is forming hierarchical topics that contain higher tf-idf words. Finally, comparing the analysis results of each month showed the seasonal features of the accommodation. In order to provide accurate information to the consumers, the category should be taken into consideration [7]. Features change according to the season for each category, and it influences the users’ decision making. In the proposed method, a topic model (i.e., latent semantic analysis) is used for category acquisition. One of the topic models is an Unsupervised Learning method: Latent Dirichlet Allocation (LDA) [8]. Our purpose is to extract topics from the documents based on the assumption that a document has multiple topics. Han et al. analyzed hotel reviews using LDA [9]. This research has succeeded in extracting the relationships between emotions and evaluations by topic analysis of accommodation reviews. Another LDA extension method is hLDA (hierarchical Latent Dirichlet Allocation) [10][11]. The hLDA probabilistically estimates topics, assuming that the topics contained in the document have a hierarchical structure. Regarding the feature of accommodation reviews, Wang et al. defined a new problem in opinionated text data analysis called Latent Aspect Rating Analysis (LARA) [12]. This study focuses on the inclusion relation in the category of accommodation reviews. For example, the category for “meal” includes more detailed information such as “meal price” and “meal quality.”

In this paper, we hypothesize that it is possible to extract the inclusion relations of topics in accommodation reviews by using hLDA. We incorporate the time change analysis of the accommodation reviews using the results of hLDA and important words extracted by using the tf-idf method. The problem tackled in this paper is when consumers are not able to know the seasonal features from information on the Web. The decision making of the consumers should become easier as this problem is resolved. In Section 1, we have introduced the background and the relevant studies. In Section 2, we will introduce the data to be used, and in Section 3, we will propose an analysis method. In Section 4, we will discuss the evaluation method, and in Section 5, we will discuss the results. Finally, we will discuss the prospects of this research.

II. DATA

In this study, we use 5,082,427 Rakuten Travel reviews (the data was retrieved on March 29, 2020 [13]). The data was collected from 29,400 accommodation reviews for the time period 1996 through 2016. The top 10% of accommodations with the highest number of reviews were used for our analysis.

The importance of preprocessing in natural language processing has been widely known [14]. With preprocessing, the accuracy of the analysis would be improved by narrowing down the parts-of-speech to be analyzed as the stop-words. In this paper, we analyze only nouns to extract the characteristics of accommodations. We exclude the following words from the analysis:

1) Nouns whose meaning can be not understood.
In the proposed method, hLDA, is used for a latent topic analysis, and the tf-idf method is used to extract seasonal features. Using both methods, we extract the latent topics depending on season in the reviews in a hierarchical structure. Extraction and consideration are performed according to the following procedure (see the subscript number in Figure 1).

1) The morphological analyzer extracts the nouns that appear in the document. For the Japanese documents, we use MeCab and NEologd as the morphological analyzer and the dictionary, respectively.
2) The extracted nouns are vectorized based on the Bag-of-Words model.
3) Using the vectors, the latent topics are hierarchically clustered.
4) The reviews are divided for each month in the calendar and 12 documents are generated. The tf-idf value is given to each noun that appears in each document.
5) The following processing (a) and (b) are executed for the top 10% nouns with tf-idf values excluding stop words.
   a) The tendency of nouns extracted in the same cluster is analyzed.
   b) Focusing on the clusters containing the arbitrary noun among plural months, the similarity among the clusters is calculated.

A. Hierarchical topic model

Accommodation reviews have two category types: large and small. Assuming that the structure of the categories can be extracted as topics, the hierarchical relationship of topics is constructed. Therefore, we focused on hLDA, which is an extension model of the LDA. The hLDA analyzes the hierarchical relationship of topics.

B. tf-idf

Essentially, tf-idf works by determining the relative frequency of words in an arbitrary document compared to the inverse proportion of the word over the entire document corpus [15]. In this study, since monthly reviews are used as a document set, nouns with high tf-idf values are assumed to be feature nouns representing seasons which rarely appear in other months.

C. Similarity among clusters

In this paper, we extract the nouns featuring the seasons by evaluating the change of the similarity among the clusters for each month constructed by using hLDA. The cosine similarity between the clusters for each month obtained by using hLDA.
TABLE I. TOP FIVE NOUNS WITH HIGHER TF-IDF FROM ACCOMMODATION REVIEWS [TRANSLATED INTO ENGLISH BY THE AUTHORS]

<table>
<thead>
<tr>
<th>Month</th>
<th>Accommodation #1</th>
<th>Accommodation #2</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>new year, new year’s day, new year’s end, mochi pounding, superlative degree</td>
<td>new year, new year’s, sweets, special, anniversary</td>
</tr>
<tr>
<td>May</td>
<td>Golden Week, red snapper, spring, love, holiday</td>
<td>room temperature, Golden Week, weekend, grade, beauty treatment</td>
</tr>
<tr>
<td>August</td>
<td>Obon, Gassho, Rokusaburo Michiba, sweetfish, Noryo pool, summer vacation, beach</td>
<td>room temperature, Golden Week, weekend, grade, beauty treatment</td>
</tr>
<tr>
<td>December</td>
<td>Christmas, meal, breakthrough, specialty, superlative degree</td>
<td>Luminarie, Christmas, winter, hospitality, special</td>
</tr>
</tbody>
</table>

is calculated. A cluster is formed by a collection of multiple nouns. Let each cluster for the months $m_1$ and $m_2$ be $C_{m_1}$ and $C_{m_2}$ as represented by (2) and (3), respectively:

$$C_{m_1}(1, \ldots, l) = \{ W_1, W_2, \ldots, W_l \}.$$  \hspace{2cm} (2)

$$C_{m_2}(1, \ldots, l) = \{ W_1, W_1, \ldots, W_l \}.$$  \hspace{2cm} (3)

The cosine similarity between these two sets is calculated by using (4);

$$\cos(C_{m_1}, C_{m_2}) = \frac{\sum_{k=1}^{l} C_{m_1}(k) \cdot C_{m_2}(k)}{\sqrt{\sum_{k=1}^{l} (C_{m_1}(k))^2} \cdot \sqrt{\sum_{k=1}^{l} (C_{m_2}(k))^2}}.$$  \hspace{2cm} (4)

IV. EXPERIMENT

The target months of analysis were narrowed down to the busy season of accommodations: January, May, August, and December. Table I shows the top five nouns in the two reviews with the higher tf-idf: note, the words are translated from Japanese into English by the authors. Parts of the hLDA analysis results are shown in Figure 2 and Figure 3; note that nouns that did not converge are excluded.

From Table I, other than the nouns that indicate the season itself, items suitable for evaluation such as “meals” and “events” are selected. In this paper, we analyzed the two accommodations randomly selected from the dataset described in Section II as examples for the kick-off of our research project.

We define the class to analyze as follows:

- Small cluster: a single cluster in third layer of hierarchy containing the nouns, e.g., $C_{a_1}$ and $C_{a_2}$ in both Figure 2 and Figure 3.
- Large cluster: multiple clusters with the same parent as the second layer of hierarchy cluster containing the noun, e.g., all small clusters of $C_{a}$ in both Figure 2 and Figure 3.

The next step is to analyze the transition of similarity among months for each category of clusters. This method compares temporal changes in topics on large and small scales. Table II and Table III show the results.

V. DISCUSSION

A. hLDA extraction results

From “cleanliness” and “hot spring” in Figure 2, it can be seen that services and facilities were evaluated as the topics. In contrast, topics related to weather and environment such as “snow” and “temperature” were extracted from $C_{b}$. In $C_{a}$, evaluations on meals, such as “crab” and “sweet” were extracted. As comparing $C_{a_1}$ with $C_{b_2}$, it is clear that food-related topics were classified. $C_{b_1}$ had topics for services and environment, while $C_{b_2}$ had topics for temperature.

From $C_{a}$ in Figure 3, it is shown that price and location were evaluated as topics. From “sea bathing” and “view” in $C_{b}$, it can be seen that outdoor and facility features were evaluated.
as the topics. “With family” and “beach” were classified into $C_{a1}$ and $C_{b1}$, it is imagined that we can enjoy a family trip and swimming in the sea; we confirmed that some of the reviews described such experiences. As a result, it can be expected that we should be able to enjoy seasonal foods especially crab and hot pot and snowy weather in accommodation #1 in January. Also, it is expected that we should be able to enjoy swimming with our family in accommodation #2 in August.

B. Evaluation by Cosine similarity

We focus on “Red snapper”, which is the specific noun in May in the review of accommodation #1. The similarity between classes including “Red snapper” beyond months is calculated. Table II shows the transition of the similarities between May and each month, respectively. From Table II, it was found that June showed the highest similarity to May, followed by August and April. Though each similarity was low in real values, the similarity can be used in the discussion for relative evaluation. Because it includes various topics in a large cluster, more conceptual changes can be seen. Since the similarity between May and April and the one between May and June are relatively high, it seems that seasonal topics are similar to each other on that combination of months. In the hierarchies of May and June that contain “Red snapper” in Figure 4, it can be seen that “red snapper dishes” were included in both the third layers. In fact, it is known that the season for “Red snapper” should be March through June and September through November. However, we can have the fish during all seasons if we do not mind the freshness, it becomes clear that it is a topic that attracted attention in May and June for this accommodation.

For accommodation #2, we focus on “pool” in August for a discussion. Table II shows the similarity between classes including “pool” beyond months. From the results, it can be seen that “pool” appeared from June to September.

In large clusters, the classes including “pool” between August and September showed the highest similarity. However, the similarity between July and August was relatively low, though “pool” generally shows popularity in the season. From Figure 5, it can be seen that family trips like “adults” and “kids” were in the same cluster as “pool” in August. In the actual reviews, family travel styles appeared more frequently in August than July. The season for family trips was suggested from the results. From the result of analysis, we found that the user group using the pool changed according to the season. The analysis revealed the seasons that attract attention and the seasons for family trips.

C. Weakness of the System

In this analysis, the review data was divided into months. Therefore, it can be said that this analysis method is weak for features that straddle the months and features for each one day. In addition, this analysis method does not completely extract features for irregularly held events and review sentences for questions. The background of this method is that it is assumed that it will help consumers to think about which month they will travel when making travel plans. Also, this method was adopted in consideration of the difference between the date of staying and the date of writing the review.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have shown the analysis and discussion of using hLDA to extract seasonal features from accommodation reviews. As a result, we were able to extract the seasonal characteristics of accommodation facilities in a hierarchical structure. However, we need to consider a more practical use. We will go to the big goal of “consumer decision support” as the next step of our research. The feature directions can be as follows: (1) hLDA hyperparameters for accuracy, (2) visualization of the results, (3) regional differences with time variation, and (4) find useful information for accommodation. The task (4) is considered to improve the services of accommodation facilities and dynamic pricing.
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TABLE II. THE COSINE SIMILARITY BETWEEN CLUSTERS INCLUDING “RED SNAPPER” WHICH IS EXTRACTED BY TF-IDF METHOD, IN THE REVIEW OF ACCOMMODATION #1 IN MAY.

<table>
<thead>
<tr>
<th>Month</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large cluster</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.029</td>
<td>1.0</td>
<td>0.084</td>
<td>0.018</td>
<td>0.039</td>
<td>0.021</td>
<td>0.028</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Small cluster</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.099</td>
<td>1.0</td>
<td>0.199</td>
<td>0.099</td>
<td>0.099</td>
<td>0.099</td>
<td>0.105</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

TABLE III. THE COSINE SIMILARITY BETWEEN CLUSTERS INCLUDING “POOL” WHICH IS EXTRACTED BY TF-IDF METHOD, IN THE REVIEW OF ACCOMMODATION #2 IN AUGUST.

<table>
<thead>
<tr>
<th>Month</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large cluster</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>0.110</td>
<td>0.042</td>
<td>1.0</td>
<td>0.164</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Small cluster</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.099</td>
<td>1.0</td>
<td>0.099</td>
<td>1.0</td>
<td>0.099</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>


