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Abstract— Communication has an important role in human  

interaction. It can be vocal, bodily, textual or emotional in order 

to help everyone to understand others and be understood.   

Generally, all these types of communication aim at expressing a 

thought or an idea via a set of selected words, gestures, sounds or 

emotions. Emotions are so important to express ourselves and 

understand the others even without words or sounds. This paper 

presents a hybrid emotion recognition system based on wavelet 

network using 1D fast wavelet transform. The proposed 

application is based on two approaches. The first one is based on 

the shapes of the wrinkles; the second is based on the biometric 

distances. We combine these two approaches in order to 

ameliorate the classification rates. The rates given by 

experimental results show the effectiveness of our proposed 

system. 

 

Keywords- hybrid emotion recognition system; wavelet network; 

fast wavelet transform; shapes of the wrinkles; classification. 

I. INTRODUCTION  

Emotions play an important role in our existence [1]. It is 
an important field, which plays a relevant role in several 
studies. Let us take the example of Human-Computer 
Interaction (HCI), which has confined its researchers to the 
development of techniques founded on the use of screen-
keyboard-mouse triplet.  

Today, the user must make a progress without obstacles in 
its natural environment; the finger, the hand, the face or the 
familiar objects are regarded as an input / output device; the 
border between the electronic and physical worlds tends to be 
blurred. These new forms of interaction usually require the 
capture of the observable behavior of the user and his 
environment. They rely on artificial perception techniques, 
including computer vision.  
     Future generations of man-machine environment are going 

to be multimodal by integrating new information, from taking 

account of dynamic behavior, from speech and facial 

expressions, in order to make the use of the most intuitive and 

natural  machinery. Through human-machine interaction we try 

to get an idea of the emotional state of the user for ergonomic 

interface conception and have a better feedback. Measuring the 

gaze direction of the user could be an effective way to perform 

certain tasks in graphical interface (such as selection of a 

window or a text box). Expressions (defined as muscle 

movements) along with the spoken language, joined both in 

terms of physical movement required to speech (movements 

of lips), and in terms of emotional indicator accompanying the 

spoken language. They express a non-negligible part of 

meaning in oral communication.  

    This work presents a hybrid emotion recognition system 

based on the analysis of the shapes of the wrinkles as well as 

the biometric distances. To start with, we choose to analyze 

the facial expressions because the face is the most expressive 

and communicative part of a human being. In order to boost 

the classification rates gotten through the approach of the 

wrinkles, we combined the wrinkles approach with the  

approach of biometric distances inspired from an automatic 

emotion recognition approach [1] based on the facial 

expression.  
    The method based on the shapes of the wrinkles can be 
summarized in four steps. The first step consists of detecting 
the elements of the face using Viola and Jones method. The 
second step is used to locate the region of the wrinkles. The 
third step of our system consists of extracting information. The 
last one is the classification which is based on wavelet network 
using Fast Wavelet Transform (FWT) [1][2][3]. 
    The approach of  biometric distances, which is well 
explained in [5] can be summarized also in four main steps: 
detection of the elements of the face, localization of the 
characteristic points, tracking of  features points and  
classification . 
     This paper is divided into three parts. The first part presents 

our proposed emotion recognition system. The second part 

focuses on the approach based on the shapes of the wrinkles 

and its different phases. In the third part, experiments are made 

to demonstrate the efficiency of the proposed approach by 

using the Chon-Kanade dataset. We finish the paper with the 

conclusion and the future work. 

II.      STATE OF THE ART  

This section presents the different existing approaches in 
the literature corresponding to this area of research. There are 
several emotions recognition methods among which we cite 
emotion recognition by body gesture analysis [10] [11] [12].   

The approach presented in [10] aims at analyzing the 
actions of a person in order to determine his emotional state. 
The analysis was based on the position and the movements of 
the upper part of the body (hands and head). It is restricted to 
the trajectory and velocity of points. These characteristic points 
make a triangle whose perimeter provides information about 
the qualitative aspects of their movement based on the 
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approach proposed by Camuri [13]. The analysis of a 
movement will provide a set of qualitative aspects. In other 
words, the transformation of the physical measures (the 
position, velocity and acceleration of superior body parts) in a 
high level model such as righteousness, impulsiveness and 
fluency provides these qualitative aspects that allow their turn 
to recognize a particular emotion.  

We can also mention the emotion recognition methods 
based on analyzing words [14] [15] [16]. Thanks to automatic 
speech emotion recognition systems, the machine becomes 
able to transform a signal into a sequence of words. But we 
must go further and learn the meaning of the word sequences 
and be aware of the context of the sentence pronunciation. It is 
at this level that the emotional dimension is involved. So we 
must take into consideration the intonation of the sentence in 
order to make the difference between a statement and a 
question. In addition to these approaches, many approaches 
were based on facial expression analysis [17][18][19][20].  

This paper presents an emotion recognition system based 
on the analysis of the shapes of the wrinkles. We adopt this 
approach because the face is the most expressive and 
communicative part of a human being. Facial expression is a 
kind of visible manifestation of a spirit state, of cognitive 
activities, of physiological activities (tiredness, pain), of the 
character and the psychopathology of someone. Psychology 
researches have shown that facial expression plays an 
important role in the coordination of human conversation, and 
have a great influence  on the listener than the textual content 
of the message expressed. 

III.  THE PROPOSED EMOTION RECOGNITION SYSTEM 

     This section presents our emotion recognition system. The 

system is the combination of two approaches the first one is 

the wrinkles approach [6][7], the second is an approach, which 

is based on the biometric distances [5].  
We proposed this system in order to boost the classification 

rates of the emotion recognition system based on the shapes of 
the wrinkles, so, we decided to add the approach of the 
biometric distance to enhance the classification rates. Fig. 1 
describes the proposed system. 
 

 

            

 

 

 

 

 

 

 

 

 
                                                                                                                                                                                  

                                               
 Figure1.  Proposed emotion recognition system 

            

                                

A.  The wrinkles approach  

This approach has four stages: the detection of face’s 
elements, the location of wrinkles regions, the information 
extraction and the classification. 

The first phase aims at detecting the face as well as its 
different elements (eyes and mouth) using the viola and Jones 
detector. Figure 3 shows the detection of the face and its 
elements of the images of the Chon-Kanade databasis.  
The second phase consists in locating 7 rectangles in the most 
important wrinkles in the face: a rectangle on the forehead, 
another on the chin, 2 rectangles on the corners of the eyes, 2 
rectangles on the corners of the mouth and a rectangle on the 
upper of the nose.  

The location of these regions will be at neutral state and 
will be relocated during the emotion. To achieve this step, we 
have developed an automatic method using the coordinates of 
the rectangles located by the Viola and Jones detector.  
The third step of this approach is information extraction. The 
information will be extracted from the wrinkles regions by 
calculating the edge pixels number of each facial region 
expression and the neutral state. The difference between the 
two states will be calculated in order to prepare the training 
distances.  
     The last stage is the classification. We will use the wavelet 

networks [5] in order to recognize the basic emotions. This 

stage contains 4 steps. The first step is supposed to prepare the 

wavelet as well as the scaling functions. In the second step, we 

compute the weights by FWT [27] [28] then we compute the 

contributions from each library function. The last step‘s target 

is to choose the best features that best approximate the vector 

at the output of the network by setting a stopping criterion. At 

the end, we get the weight vector corresponding to the best 

contributions of every learning vector. 

B. Wavelet network theory 

  “Wavelet networks” is a new theory which was introduced 

by Zhang and Benveniste in 1992 [14]. They used a 

combination of artificial neural networks based on radial 

basis, function and wavelet decomposition. Moreover, these 

researchers have explained how a wavelet network can be 

generated. It is defined by pondering a set of wavelets dilated 

and translated from one mother wavelet with weight values to 

approximate a given signal f. Eq. (1.1) represents the output of 

the network  using a finite number of wavelets. 

 

=        1.1 

Fig. 2 shows an example of 1D neuron from the wavelet 
network. In order to extend the following architecture we can 
add dilated and translated scaling function’s versions of the 
corresponding used wavelet in the hidden layer of the network. 

 

Detection of face’s 

elements  

Location of wrinkles 

regions  

Information extraction 

Classification  

Approach of 

biometric 

distances 
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Figure 2.  Wavelet network using scaling function 

 
Many researchers [25][26] have used the projection 

technique of the signal f on the dual basis of the wavelets and 
the hidden layer’s scaling functions in order to calculate the 
output weight connections of the wavelet network. This type of 
technique offers precise weights’ values, but it has a main 
defect when it comes to determinating the hidden layer’s 
weights to the output layer, because it leads to calculating the 

matrix’s inversion Φ which requires an intensive calculation 

as the matrix is so large. Our technique is based on the FWT. 
The wavelet networks are not only simple but also rapid and 
strong. The FWT uses a simple and a fast technique in order to 
facilitate the calculation of the approximation and the details. 
The classification phase aims at creating a wavelet modeling 
every vector of pixels of learning. 

In order to create the network of every vector, we have, 
first, to prepare the wavelet and the scaling functions. Then, we 
calculate the weights by FWT [4][21][22][23][24] and the 
contributions from the library function. After that, we choose 
the best features by setting a stopping criterion. Then, we will 
get the vector of weights of every learning vector. After the 
training, the test step determines the appropriate class of the 
test vector. Consequently, every test vector will be projected 
on the network of all the training vectors in order to get its 
weight. Moreover, we calculate the distance between the vector 
of weight of the training and the test. In addition, the distances 
will be sorted.  

At the end, the algorithm recognizes the suitable class of 
the vector of the test which has the smallest distance. 

 

  
 

Figure 3.  Detection of the face and its elements 
 

 
 

Figure 4. Location of the wrinkles regions at the neutral state 

         

 
 

Figure 5. Location of the wrinkles regions during the emotion 

                                                                                                      

IV. RESULTS 

      This section presents the different classification rates of 

our proposed emotion recognition system. 
The Chon-Kanade database [9] contains a set of facial 

expressions images in grayscale of men and women of 
different ethnicities. The size of each image is 640 by 490 
pixels. The orientation of the camera is front and the small 
movements of the head are present. This data set is very useful 
for facial expression recognition. Fig. 6 presents some 
examples of images of this data set. 
 

 

 
 

Figure 6. Examples of images from Chon-Kanade dataset 
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TABLE I.    PRESENTATION OF DIFFERENT PARAMETERS FOR EVALUATING OUR 

EMOTION RECOGNITION SYSTEM 

 Chon-Kanade 

Number of facial expressions 7 

Total number of images  1070 

Number of learning images  714 

Number of test images  356 

 
The classification rates of the wrinkles approach are 

presented in Table 1. It shows that the FWT has correctly 
classified the neutral emotion with a rate equal to 100%. The 
wrinkles regions of this emotion are not modified so the vector 
of difference of pixels is null. So, there are no doubts 
concerning  this emotion. 

The system classifies the emotion of joy with a 
classification rate equal to 72.73% and classifies the disgust 
with a classification rate equal to 63.44%. Finally, it classifies 
the fear emotion with a classification rate equal to 36.36%. It 
ranks   sadness, anger and surprise with a classification rate 
equal to 54.55%. The reason for the low rates is due to the 
difficulty of detecting the wrinkles regions as shown in Fig. 7. 
Our dataset contains image of persons who did not express 
these emotions with the same manner. Let us take the emotion 
of sadness as shown in Fig. 8. There are persons who express 
the same  emotion when their eyebrows are curved and their 
mouth are tight. However, there are other persons who express 
this emotion with released eyebrows and tight mouths. That is 
why we propose a hybrid system which will better improve 
these rates. 

The hybrid system presents an enhancement of the 
classification rates. It classifies the emotion of joy with a 
classification rate equal to 90%. However, the system of the 
approach of the wrinkles classifies it with a classification rate 
equal to 72.73%. It classifies the anger with a classification rate 
equal to 100% but the wrinkles approach with a classification 
rate equal to 63.44%. Finally, it classifies the fear emotion with 
a classification rate equal to 80%. However, the first approach 
classifies it with a classification rate equal to 36.36%. We have 
become aware that our system made an improvement in the 
emotions of joy, anger, fear and neutral. We have also noticed 
that it is more robust than the first approach. 

 
 

 

 

 
Figure 7. False wrinkles regions detection 

 

 
 

 
Figure 8. Different expressions in the emotion of sadness 

 

 
 

TABLE II.   CLASSIFICATION OF THE CHON-KANADE DATA BASIS WITH FWT 

BY THE WRINKLES APPROACH AND THE HYBRID SYSTEM 

 

Wrinkles Approach 

 

Hybrid System 

joy 72.73 % 90 % 

anger 54.55 % 100 % 

disgust 63.44 % 63.44 % 

sadness 54.55 % 54.55 % 

fear 36.36 % 80 % 

surprise 54.55 % 54.55 % 

neutral 100 % 100  

TABLE III. CLASSIFICATION RATES WITH THE APPROACH DESCRIBED IN 

[6] 

 

 

 

 

 
 

     Table 3 presents the classification rates of the system 

described in [6]. It has classified the class joy with a rate equal 

to 37.5% and the class anger with a rate equal to 62%. Besides, 

it has classified the class disgust with a rate equal to 62.5%, the 

class sadness with a rate equal to 75%, the class fear with a rate 

equal to 50% and the class surprise with a rate equal to 25%. 

However, our system has classified the first class with a rate 

equal to 90%, the second class with a rate equal to 100%, the 

third one with a rate equal to 63.44%, the fourth with a rate 

equal to 54.55% and the fear with a rate equal to 80%. 

 

joy 37.5% 

anger 62 % 

disgust 62.5 % 

sadness 75 % 

fear 50 % 

surprise 25 % 
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V. CONCLUSION 

    The two approaches used in this work to recognize emotions 

are based on the wavelets networks. An algorithm of training 

of these networks based on the 1D Fast Wavelet Transform has 

been proposed and has been implemented.  
Our method of emotion recognition is the combination of two 
approaches. The first one contains four main stages: the 
detection of face’s elements, the location of wrinkles regions in 
the face, the information extraction finally the classification. 
The second one contains also four main stages: detection of the 
elements of the face, localization of the characteristic points, 
tracking of  features points and  classification. Experiments on 
the dataset (Chon-Kanade) are made to evaluate the efficiency 
of our proposed approach. The performances of the Fast 
wavelets networks used for emotion recognition are clear and 
the results obtained are encouraging. The robustness and the 
rapidity of the proposed training algorithm that are based on 
1D Fast Wavelet Transform theory increases these 
performances.   

Our contributions are at the level of the second stage by 
locating automatically the wrinkles regions on the face and at 
the level of classification that we used the Fast Wavelet 
Transform as a classifier. We are looking actually to extend 
this work by recognizing the secondary emotions.  
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