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VEHICULAR 2017

Foreword

The Sixth International Conference on Advances in Vehicular Systems, Technologies and
Applications (VEHICULAR 2017), held between July 23 - 27, 2017 - Nice, France, continued the
inaugural event considering the state-of-the-art technologies for information dissemination in
vehicle-to-vehicle and vehicle-to-infrastructure and focusing on advances in vehicular systems,
technologies and applications.

Mobility brought new dimensions to communication and networking systems, making
possible new applications and services in vehicular systems. Wireless networking and
communication between vehicles and with infrastructure have specific characteristics from
other conventional wireless networking systems and applications (rapidly-changing topology,
specific road direction of vehicle movements, etc.). These led to specific constraints and
optimizations techniques; for example, power efficiency is not as important for vehicle
communications as it is for traditional ad hoc networking. Additionally, vehicle applications
demand strict communications performance requirements that are not present in conventional
wireless networks. Services can range from time-critical safety services, traffic management, to
infotainment and local advertising services. They are introducing critical and subliminal
information. Subliminally delivered information, unobtrusive techniques for driver’s state
detection, and mitigation or regulation interfaces enlarge the spectrum of challenges in
vehicular systems.

We take here the opportunity to warmly thank all the members of the VEHICULAR 2017
Technical Program Committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors who dedicated much of their time and efforts to contribute to
VEHICULAR 2017. We truly believe that, thanks to all these efforts, the final conference
program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the VEHICULAR 2017
organizing committee for their help in handling the logistics and for their work to make this
professional meeting a success.

We hope that VEHICULAR 2017 was a successful international forum for the exchange of
ideas and results between academia and industry and for the promotion of progress in the field
of vehicular systems, technologies and applications.

We are convinced that the participants found the event useful and communications very
open. We also hope that Nice provided a pleasant environment during the conference and
everyone saved some time for exploring this beautiful city.
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Abstract— In recent years, there has been a huge interest in 
Machine-to-Machine connectivity under the umbrella of 
Internet of Things (IoT). With the UK Government looking to 
trial autonomous (driverless) cars this year, connected vehicles 
will play a key part in improving and managing existing road 
safety and congestion, leading to a new generation of intelligent 
transport systems. This is also well aligned to the current 
initiatives by the automotive industry to improve the driver’s 
experience on-board. However, the wireless channels most 
suitable for this application have not been standardized. In this 
paper, we review the wireless channels suitable for vehicle-2-
vehicle (V2V) and Vehicle–to-x (V2x) connectivity.  We further 
present preliminary analysis on the factors that impact the 
Quality of Service (QoS) of connected vehicles. We use the 
open access GEMV2 data to carry out Analysis of Variance 
(ANOVA) and Principal Component Analysis (PCA) on the 
link quality and found that both line of sight and non line of 
sight has a significant impact on the link quality. The work 
presented here will help in the development of connected 
vehicle network (CVN) prediction model and control for V2V 
and V2x connectivity. It will further contribute towards 
unfolding and testing key research questions in the context of 
connected vehicles which may otherwise be overlooked. 

Keywords-QoS; V2V; V2x; ANOVA; PCA; CVN. 

I.  INTRODUCTION  
Improving road safety and traffic management on 

existing infrastructure has huge societal and economic 
impacts. While users’ perception of vehicular experience is 
fast evolving, existing transport infrastructure is still playing 
catch up. There is a disadvantage in using proprietary 
wireless standard as it limits customizability due to the lack 
of open source movement. Therefore, standardization of 
wireless channels is a first step to addressing this challenge 
as it allows for interoperability and user multiplier effect. 
The availability and presence of wireless communications 
and connectivity in vehicles is shaping customers’ on-board 
experience. In the same manner that mobile phones have 
evolved in the last ten years, vehicles are evolving with 
some form of vehicle-2-vehicle (V2V) connectivity. 
According to a market research report, connected vehicles 
will be worth $46.69 billion by 2020 [1]. Connected 
vehicles are defined as a set of moving networked computer 
systems with dozens of electronic control units (ECUs), 
hundreds of sensors and million lines of code [2]. Research 
investigating the suitability of wireless channels is a 

significant starting point to them becoming a reality in the 
near future [3][4]. The benefits of V2V connectivity 
especially in areas of collision avoidance and congestion 
management are huge, V2V is becoming a reality and 
automobile industry is currently working towards 
standardization. 

A number of developed countries are trialling 
autonomous cars on the roads in the near future. Google’s 
cars have driven 1.2 million miles in USA, with Germany, 
China and the UK [5], also looking to open trials. 
Connected vehicles will play a key part in traffic 
management of autonomous cars. Within the next five years 
there will be some form of autonomous driving on UK 
roads. It is therefore important to investigate the best 
wireless channels in this application so as to fully 
understand the challenges and be able to address them 
effectively. This will also help towards the modelling of 
wireless channels for connected vehicles.  

A number of researchers have presented findings both 
on technique [6] and a network model [7]. Petri nets are 
proposed in [6] for such time critical distributed 
communication and control systems. GEMV2, a geometry-
based V2V channel model has been presented in [7], which 
measures link quality by factoring outlines of vehicles, 
buildings, and foliage to distinguish between the three types 
of links; the links are Line of Sight (LOS), Non-LOS due to 
vehicles and Non-LOS (NLOS) due to static objects. In 
addition, the link quality is calculated with the large-scale 
signal variation deterministically and the small scale-signal 
variation stochastically based on the number and size of 
surrounding objects. GEMV2 is freely available to be used 
by researchers. 

 The objective of this paper is to identify and present 
those challenges and opportunities associated with Quality 
of Service (QoS) in connected vehicles and to identify the 
modelling direction for Connected Vehicle Network (CVN) 
by conducting Analysis of Variance (ANOVA) and 
Principal Component Analysis (PCA) on the factors that 
impact link quality.  Here, we define CVN as the network 
between V2V and V2x and where the position and /velocity 
of the vehicle is predicted from the previous vehicle/x. The 
‘x’ in V2x represents vehicle/infrastructure/roadside 
sensors/anything else deemed suitable. The vision for CVN 
is that each vehicle on the road will be able to communicate 
with other vehicles and this set of data and communication 

1Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-573-9
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will support a new generation of active safety applications 
and systems [8]. Wireless technologies and their potential 
challenges in providing vehicle-to-x connectivity are 
presented in [4]. An overview of applications and associated 
requirements of vehicular networks are presented in [9]. 
Internet mobility in vehicular scenarios along with their 
challenges is presented in [10]. With ever increasing 
connectivity and a vision that migrates towards smart cities, 
security issues and the challenges such as propriety 
networks, inter-operability between networks, etc. therein 
are immense. Work in [11] presents some of the security 
challenges in vehicular ad hoc networks (VANET), whereas 
[12] focuses on the four working groups on scientific 
foundations of vehicular networking and presents their 
findings. Connected Vehicle Network is modelled using a 
black-box approach that comprises of vehicles with wireless 
V2V communication using link length estimator to identify 
the number of vehicles in the network [13], whereas [14] 
presented modelling of future state of a vehicle in a platoon 
based on preceding vehicle position and velocity.  

In this paper, we use the data from GEMV2 to carry out 
ANOVA and PCA. Doing so, helps us to better understand 
the QoS relationship between the link quality and the factors 
that impact it. We chose four factors that impact link quality 
as LOS, NLOS, number of neighbours per vehicle and the 
neigh-thresh per vehicle. The parameters are described in 
Section III.   

The work presented in this paper differs from the ones 
listed above since it provides an in depth analysis on the 
various wireless channels available for connected vehicles 
based on our QoS assessment of the GEMV2 data. 
Therefore, the contributions of the paper are two-fold: 

• to present an overview of wireless channel 
requirements in connected vehicles. 

• to present ANOVA and PCA on GEMV2 data to 
understand the impact of line of sight, non line 
of sight, neighbours and neigh-thresh per vehicle 
on link quality. This enables us to present our 
modelling directions for CVN. 

The rest of this paper is organized as follows. Section II 
gives an overview of the connected vehicle channel 
requirements. Section III describes the QoS assessment on 
GEMV2 data, whereas Section IV discusses the research 
directions for CVN modelling. Conclusions and future work 
is presented in Section V.   

II. CONNECTED VEHICLES CHANNEL REQUIREMENTS: 
AN OVERVIEW 

The concept diagram of connected vehicles is presented 
in Figure 1, which illustrates V2V and V2x connectivity 
using various access networks which is in turn connected to 
the core network. The concept behind Figure 1 is that 
connected vehicles will be able to communicate with each 
other and with an intelligent transport system (ITS) using 
different wireless channels such as Wi-Fi, 4G/LTE, etc. QoS 
in such application will be critical as vehicles come out of 
one network into the other especially at handover points.  
Connected vehicles are the building blocks of emerging 

Internet of Vehicles (IoV) and Network of Things (NoT) 
[15], which is defined on five primitives as sensors, 
aggregator, communication channel, external utility and 
decision trigger. All vehicles or ‘x’ will have sensors 
connected that will be able to transmit/receive ‘useful’ 
information. This information is converted by an aggregator, 
defined as a mathematical function implemented in software 
that transforms raw data into some ‘useful’ meaning. This is 
underpinned by the communication channel, e.g., WiFi, 4G, 
etc. The external utility can be a software/hardware and will 
execute processes into the overall workflow of NoT. 
Finally, the decision trigger creates the final result needed to 
satisfy the requirements of NoT.    

 
Figure 1. V2V and V2x concept diagram 

The ITS reference architecture from [16] has been 
adapted and is presented in Figure 2. It is a protocol stack 
inspired from the Open Systems Interconnection (OSI) 
model and defines three layers as ‘access’, which will 
support the wireless access networks/wireless channels, a 
network & transport layer which supports the routing 
protocols, data transfer, etc. Above it sits the facilities layer 
which will support the application/information. Here, we 
define the position/velocity of the vehicle in this layer. The 
layers of application, management and security run across 
both horizontally and vertically and provides cross layer 
commands and information.  

A number of applications ranging from infotainment, for 
example, media downloading to traffic safety applications, 
such as driving assistance co-operative awareness impose 
diverse requirements on supporting vehicular networking 
technologies. There will be a huge emphasis on inter-
networking between the different standards in order to 
achieve seamless communications.  In addition, there are 
different requirements for inter-vehicle (V2V or V2x) and 
intra-vehicles networks. Intra-vehicle is defined as all the 
ECUs within the vehicle communicating to the driver and 
includes infotainment. Hence, all the wireless channels 
described in this section may play a role in the connected 
vehicle application. Therefore, this section provides an 
overview on the wireless channels available and the 
connectivity challenges required in a V2V or V2x 
communication type.  
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Figure 2. ITS reference traffic structure (adapted from [16]) 

A. DSRC/Wave 
Dedicated short-range communications with wireless 

access in vehicular environments (DSRC/WAVE) as 
defined by IEEE 802.11p and IEEE1609 (higher layer 
standard based on IEEE 802.11p) is a key enabling wireless 
technology for both V2V and V2R communications. DSRC 
works in 5.9GHz band with a bandwidth of 75MHz in the 
US and 30MHz in Europe and an approximate range of 
1000m. It is designed for both one way and two way 
communication. DSRC are not compatible in Europe, Japan 
and US. Currently, DSRC is the default broadcast 
communication protocol used. Some limitation of DSRC 
includes its dedicated spectrum in supporting V2V 
communication type [17] and lack of QoS support. Key 
application for DSRC is roadside sensors which transmit 
information about hazardous conditions, road surface and 
distance between vehicles and anti-collision information. 

B. Zigbee 
Zigbee is based on IEEE 802.15.4 specification intended 

for wireless personal area network applications with low 
power and cost. Zigbee also has applications in V2R 
connectivity where the moving vehicle exchanges 
information with the roadside sensors [18]. The Zigbee 
enabled roadside sensors then updates traffic status to an 
intelligent control system seamlessly. It also has application 
in intra-vehicle networking where a small wireless sensor 
network is established between the sensors. 

C. Visible Light Communication (VLC) 
The use of visible light communication (VLC) for V2R 

communication is proposed in [19].  VLC is defined by 
IEEE 802.15.7 standard and can support data rate up to 
96Mb/s through fast modulation of LED light sources [19]. 
It is an emerging area of research given the possibility of 
augmenting existing infrastructure such as traffic lights. 
However, one key limitation of VLC is any poor weather 
conditions such as rain and fog could ultimately degrade its 
communication reliability. 

D. Wi-Fi 
Wi-Fi standards are based on IEEE 802.11 series, 

mainly using the 2.4/5GHz band. A number of automobile 

manufacturers are building new cars with in-built Wi-Fi 
capability, providing infotainment applications. V2V 
connectivity could also foster the integration of bicycles and 
pedestrians into the networks [10] using Wi-Fi. This has a 
huge potential in improving road safety and reducing the 
number of accidents as a result of blind spots.  

TABLE I. SUMMARY OF WIRELESS CHANNELS FOR V2V AND V2X 
COMMUNICATION TYPES 

Wireless 
Channels 

Advantages Disadvantages 

DSRC/WAVE Default broadcast 
network currently 
used 

Limited coverage, 
(~1000m), QoS not 
supported 

Zigbee Mesh network, 
scalable, no need for 
centralized control 

Low and limited data 
rate, not mature security, 
limited coverage (10-
100m) 

VLC Infrastructure 
already there, 1-
2000m range 

Early stages/cost of 
conversion 

Wi-Fi Widely 
implemented, 35m 
indoor and 115m 
outdoor 

Interoperability with 
other protocols 

4G/LTE Existing 
infrastructure, 
several Km range 

Interoperability with 
other protocols 

E. 4G/LTE 
Long-Term Evolution (LTE) is a standard for high speed 

communications for mobile phones and data terminals. The 
standard is developed by 3GPP. The key advantage of LTE-
connected cars [4] is having cars connecting directly to the 
Internet through existing 4G-LTE cellular network. Work in 
[20] presents a hybrid scheme that can achieve seamless IP 
communication over mobile Internet access. 

F. Summary of CVN Channel Requirements 
Table I summarize the various wireless channels, their 

standard requirements and potential advantages and 
disadvantages for V2V and V2x. The current industry trends 
are choosing DSRC and 4G/LTE as the best way to offer 
connectivity between cars. Many critical applications are 
linked to safety applications, e.g., air bag control, automatic 
braking, etc. Inter-operability between these networking 
standards will be an important milestone. Work presented in 
[21] concludes that DSRC configuration choice has an 
impact on safety messages successfully transmitted. In 
addition, as suggested in [22][23], an upper limit on 
information provided to the vehicle may be necessary to 
prevent overloading drivers with information. This poses 
additional requirements and challenges towards the 
standardization of wireless channels for vehicle 
communication. Depending on the communication type e.g., 
V2V or V2x, all of the wireless channels presented in Table 
I will be relevant and the CVN modelling has to take that 
into account.   

III. QOS ASSESSMENT IN CONNECTED VEHICLES 
This section presents the QoS assessment using Analysis 

of Variance (ANOVA) and Principal Component Analysis 
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(PCA) on GEMV2 data for V2V and V2I. This will help us 
in understanding the interaction between the four parameters 
chosen and their impact on the link quality and lay the 
foundation in establishing the modelling direction for CVN. 

A. GEMV2  
GEMV2 (Geometry-based Efficient Propagation Model 

for V2V communication) [7] data is freely available and is 
implemented in MATLAB. GEMV2 measures large-scale 
variation calculated deterministically and small-scale signal 
variation stochastically based on the number and size of the 
surrounding objects. Both the signal variation is measured in 
decibels. We use the GEMV2 data of large-scale and small-
scale signal variation under the influence of four different 
conditions - they are LOS, NLOS, the number of 
neighbouring vehicles and the neigh-thresh per vehicle. The 
data is available for both V2V and V2I. The communication 
channel is IEEE802.11p. 

Table II. ANOVA RESULTS FOR MAIN AND INTERACTION EFFECTS FOR 
V2V & V2I  DATA 

Source Sum of 
Squares 

Degree 
of 
freedo
m 

Mean 
Squares 

F-
statistic
s 

p-
value 

V2V 
LOS 23646.

7 
38 622.283 5.37 0 

NLOS 18100 39 464.102 4 0 
Neighbours 6377.9 41 155.558 1.34 0.082

8 
Neigh-thresh 189.3 4 47.321 0.41 0.802

8 
LOS*NLOS 66.9 1 66.9451 17.73 0.000

7 
LOS*Neighbours 141 3 47.0094 12.45 0.002 
NLOS*Neighbours 24.6 1 24.64.1

3 
6.52 0.021

2 
Neighbours*Neigh
-thresh 

34.4 1 34.3572 9.1 0.008 

V2I 
LOS 340.4 7 48.625 2.5 0.018

1 
NLOS 12669.

6 
20 633.479 32.63 0 

Neighbours 60.3 7 8.614 0.44 0.873
3 

Neigh-thresh 1248.2 6 208.027 10.72 0 
LOS*NLOS 69.4 2 34.71 0.52 0.624

4 
LOS*Neighbours 0 2 0.017 0 0.999

8 
NLOS*Neighbours 33 14 2.357 0.04 1 
Neighbours*Neigh
-Thresh 

0 1 0 0 0.999
5 

 
LOS links have an unobstructed path between 

communicating vehicles, whereas NLOS is obstructed by 
vehicles and buildings. Neighbours is defined as the number 
of transmitting vehicles in the network and neigh-thresh is 
defined as the number of neighbouring vehicles whose 
received power was above the threshold.  

B. ANOVA on GEMV2 Data 
ANOVA was carried out on the GEMV2 dataset. 

ANOVA is chosen as it enables us to understand the 
interaction between the four parameters on link quality. 
Table II presents the results. ANOVA was carried out on 
large-scale signal variation only for both V2V and V2I as the 
interaction between parameters was found to be not as 
significant for small-scale variation.  

Tables II shows the results of the ANOVA. The p-value 
is derived from the cumulative distribution function of F [24] 
and a small p-value indicates that the link quality is 
significantly influenced by the corresponding parameter.  
Between V2V communications, both LOS and NLOS have 
significant impact on the link quality, whereas between V2I 
communications, NLOS is slightly more significant than 
LOS and the Neigh-thresh have a higher impact on link 
quality. However, for V2V, all four parameters have small 
p-values indicating that they all in varying degree are 
significant. However, it is interesting to note that, in V2I, 
the number of neighbours per vehicle is not that significant. 
For V2V, the combined interaction between LOS and 
NLOS and NLOS and Neighbours is most significant. 
Whereas, for V2I, the combined interactions are less 
significant compared to the individual. To better understand 
the interactions, PCA investigation is carried out. 

C. PCA on GEMV2 Data 
PCA was chosen as it reduces the dimensionality of the 

data while retaining as much information as possible. PCA 
involves calculating the eigenvalues and their corresponding 
eigenvectors of the covariance or correlation matrix. 
Covariance matrix is used where the same data has the same 
set of variables and correlation matrix is used in the case 
where data has a different set of variables. In this paper, 
covariance matrix was used because of the same dataset.  

 
Figure 4a. PCA results for V2V 

Figures 4a and 4b show the PCA results for V2V and 
V2I respectively. In addition to the four factors, both large-
scale (Largepower) and small-scale (Smallpower) signal 
variation is used. The horizontal axis represents the first 
principal component and the vertical axis the second. Each 
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of the parameters is represented by a vector. There are six 
components in Figures 4a and the first three components 
account for more than 90% of the variance. Figure 4a shows 
the first principal component contributes largely to LOS and 
NLOS.  

Figure 4b shows the PCA results for V2I. Similar to 
Figure 4a, Figure 4b the first three components account for 
over 80% of the variability. Points on the edge of the plot 
have the lowest scores for the first principal component.  

 

Figure 4b PCA results for V2I 

IV. RESEARCH DIRECTIONS FOR CVN MODELLING  
QoS assessment will enable us to choose parameters in 

modelling the CVN. Our small-scale QoS assessment 
highlighted some of the research challenges and hence 
potential opportunities for further work are as follows: 

(i) Overcoming QoS issues in connected vehicles is 
fundamental to the successful deployment of V2x 
connectivity. The QoS can be affected by networking 
parameters such as bandwidth, delay and latency. In 
addition, parameters such as the distance between 
vehicles, road-side sensors and the speed of the vehicle 
all play a part towards the QoS of the V2x network 
thus integrating connected vehicles into IoT 
ecosystems [25]. QoS will be further divided between 
V2x service reliability for safety related applications 
where parameters such as time-sensitivity during 
message transfer, guarantee of message delivery, etc.  
are highest priorities. While, QoS of on-board 
applications e.g., infotainment will be lower in priority.  

(ii) We also identified that the needs for trade-off between 
the amount of intelligence sitting with the vehicle for 
intra-vehicle connectivity and to that controlled 
remotely via an intelligent control system. Different 
wireless channels will be suitable for inter-vehicle vs 
intra-vehicle connectivity. For example, on-board 
sensors that can sense a motorbike/bicycle within the 
blind spot of the driver can greatly improve road safety 
and reduce accidents.  

(iii) Prediction of CVN will be based on information centric 
network paradigm which is independent of location. 

The CVN will be predicted from the preceding state of 
the vehicle based on position/velocity. 

Figure 5 shows an overview of real time sharing of 
sensor information between vehicles via cloud or V2Cloud 
(via DSRC or LTE-direct). It shows various scenarios of 
connectivity to clouds, ITS, other vehicles, pedestrians, etc. 
The Society of Automotive Engineers (SAE) has established 
communication standards for DSRC for connected vehicles 
(SAE J2735) [26]. This is the first step towards 
standardizing the CVN communication protocols as most 
vehicle manufacturers in the near future will be building 
cars with in-built Wi-Fi capability. An immediate 
application would be to reduce traffic congestion by 
relaying an accident/roadworks/incident to re-route traffic 
thus reducing the overall traffic congestion.  

Therefore, the main research questions that emerge from 
existing literature and our QoS assessment on connected 
vehicles are: 
• What are the QoS issues in V2x networks e.g., what 

impact(s) would weather conditions have on the QoS? 
• What will the network standards for CVN be? 
• Will there be different network protocols within CVN 

e.g., for V2V, V2R, V2I, etc. and what are the 
interoperability challenges here? 

• How does CVN benefit autonomous car evolution? 
• How to enhance security in CVN? 
• What form(s) of connected vehicles will we see in the 

next five years on the roads of most developed 
economies? 

 
Figure 5. An overview of real-time sensor sharing V2Cloud [2] 

V. CONCLUSIONS 
This paper presents QoS assessment from ANOVA and 

PCA on the link quality of connected vehicles. We used data 
from GEMV2. Our analysis shows that for V2V number of 
transmitting vehicles in the network (neighbours) has a 
bigger impact than in V2I on link quality. However, 
parameters of LOS and NLOS are significant in both types 
(V2V and V2I). This will help us determine the direction of 
modelling of the link network for CVN. It further addresses 
QoS challenges in connected vehicles and presents an 
overview of the various wireless channels and their 
applications in connected vehicles scenarios. The key issues 
identified will help lay the foundation for future research 
directions in this area. Some of the challenges that need to 
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be addressed by wireless channels in connected vehicles are 
weather conditions and their impacts, for example how low 
visibility and extreme weather conditions can impact on the 
QoS of the connected vehicle. In addition, cameras and 
ultra-sonic sensors are limited to low distance. The overall 
reliability of the sensor data within connected vehicle 
communication is critical. As suggested in [3], for safety 
management, sensors that can detect fatigue levels of the 
driver by monitoring various bodily conditions can also be 
added. The first commercial vehicles to have onboard units 
installed are expected in summer 2017 from Cadillac [27].  

The data information and filters necessary are also 
investigated, e.g., what is critical, necessary, add-on to 
process in the vehicle and what data to send/receive to/from 
the data centre. The challenge is to maintain the QoS of the 
real-time communication protocol and how to ensure data 
integrity of the process.  With autonomous driving being 
trialled this year in the UK, what role will connected 
vehicles play? These are some of the imminent research 
questions highlighted from our research.  Future direction of 
our research will aim to address the points raised in this 
paper and focus on modelling the CVN with some form of 
control.  
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Abstract—Connected vehicles are the building blocks of the 
emerging Internet of Vehicles (IoV) under the umbrella of 
Internet of Things (IoT) and more recently, Network of Things 
(NoT). This paper applies the NoT concept to IoV networks 
and presents a review of the network models for IoV 
highlighting the research challenges and solutions.  
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I.  INTRODUCTION  
Automobiles are currently undergoing a revolution just 

like mobile phones did ten years ago. Future automobile will 
be expected to communicate with other cars – vehicle-2-
vehicle (V2V), with infrastructure/roadside 
sensors/pedestrians/cyclists/anything else (V2x). The vision 
of smart cities includes connected vehicles amongst many 
other things. It is envisaged that 25 million ‘things’ will be 
connected by the year 2020. In one year, globally 
approximately 1.3 million lives are lost and 7.4 million 
injured in road accidents and 90 billion hours lost due to 
traffic delays [1]. Therefore to improve road safety and 
traffic congestion, connected vehicles offer a very promising 
solution. They also contribute towards the roadmap of fully 
autonomous driving becoming a reality. The emerging 
Internet of Vehicles (IoV) is offering the platform to provide 
real time exchange of information to realize the opportunity 
of improving road safety and congestion. It has huge 
applications in autonomous car revolution, intelligent 
transportation system and smart city.  

The key technologies for IoV are presented in [2], 
guidelines and basic principles of IoV are presented in [3], 
whereas [4] focuses on the solutions and challenges for 
connected vehicles. As IoV revolution takes off, the 
conventional Vehicular Ad hoc Networks (VANETs) are 
changing into IoV as VANET [5] turns the connected vehicle 
into a wireless router or mobile node enabling vehicles to 
connect to each other creating a wireless network between 
them. An in-depth tutorial on vehicular networking is 
presented in [6], whereas [7] presents the challenges of 
integrating connected vehicles to Internet of Things (IoT) 
and [8] presents a vehicular cloud for IoV applications. 
There are a number of challenges within the IoV network 
based on the priority of data exchange messages. For 
example, priority has to be given to safety critical messages, 
whereas on-board messages related to infotainment will be 

lower on that scale. Work presented in [9] proposes an 
abstract network model for IoV based on individual and 
swarm activities. Petri-nets have been used recently in 
vehicular authentication [10], modelling and control of 
vehicular networks [11] and traffic signal analysis in [12]. 
Work presented in [13] models vehicular networks using 
spatio-temporal locality and information-centric networks 
(ICN) are presented in [14] to model the connected 
networks.  Recently, the concept of Network of Things 
(NoT) with IoT has been presented in [15].  In this paper, we 
apply the concept of NoT to the emerging IoV as presented 
by NIST [15] and review the connected network models 
presented in literature identifying the challenges and 
solutions.   

The rest of this paper is organized as follows. Section II 
presents the IoV concept, whereas an overview of the 
network models is presented in Section III. Section IV 
presents the research challenges and solutions for network 
models in IoV. Section V concludes the paper and presents 
future direction of our work. 

II. NOT APPLIED TO IOV  
This section presents an overview of IoV, summarizes 

the wireless channels standards used in V2V and V2x and 
applies the NoT concept to IoV. 

A. IoV Concept  
IoV integrates three networks – an inter-vehicle 

network, an intra-vehicle network and vehicular mobile 
Internet. Therefore, IoV integrates these three networks and 
is defined as “a large-scale distributed system for wireless 
communication and information exchange between V2x 
according to agreed communication protocols and data 
standards” [9].  

An inter-vehicle network is defined as network 
communication generated by the vehicle-borne computer, 
control system, on-board sensors, or passengers that is 
disseminated in the proximity to other vehicles. An intra-
vehicle network is a wireless network between sensors 
inside a vehicle. A review of intra-vehicle networks is 
presented in [16]. The number of sensors is forecasted to 
reach 200 per vehicle by 2020 [1]. Electronic Control units 
(ECUs) are built in the vehicle which communicates to other 
ECUs and sensors wirelessly. Connected vehicles require 
Onboard units (OBUs) to broadcast messages through 
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VANET. Work presented in [17] shows that vehicle density 
has an impact on VANET network metrics. The OBUs will 
contain data such as vehicle location, current time, direction, 
speed, traffic volume remarks, acceleration, deceleration. 
The communication between two or more OBUs is the V2V 
communication and that between an OBU and RSU 
(Roadside Sensor Unit) is V2I. Recently, the Society of 
Automotive Engineers (SAE) has established 
communication standards for connected vehicles (SAE 
J2725) [18] under Dedicated Short Range Communication 
(DSRC) for V2V and V2x. Table I summarizes the various 
wireless communication channels with their requirements 
for typical communication types, e.g. V2V or V2I, etc.  

TABLE I.  SUMMARY OF WIRELESS CHANNEL STANDARDS 

Chann
el 

Frequency 
band 

Bandwi-
dth 

Data 
rate 

Range Comm
unicati
on 
Type 

DSRC/
WAVE 

5.9GHz 75MHz 
in USA 
30MHz 
in 
Europe 

27 Mbps 
(max) 

1000m V2V & 
V2I/R/
x 

Zigbee 2.4GHz/868
MHz 
(Europe) 

2 MHz 20kbps-
250kbps 

10-100m V2I/V2
R 

VLC 
[19] 

400 and 
800THz 

~390THz 10Kbps 
(signals) 
500Mbp
s (LEDs) 

1000-
2000m  

V2I/R 

Wi-Fi 2.4/5 GHz 20/40 
MHz 

54Mbps-
600Mbp
s 

35m 
(indoor), 
115m 
(outdoor) 

V2V  & 
V2x 

4G/LT
E 

700/800/90
0/1800/260
0 MHz in 
Europe 
Supported 
by IMT and 
ITU 

20 MHz 300 
Mbps 
peak 
downloa
d rates, 
75 Mpbs 
upload 
rates 

Worldwi
de – 
limited to 
cellular 
coverage 
zones 

V2V & 
V2x 

 
The sensors in an intra-vehicle communication are 

stationary so a simple star network topology is sufficient. In 
this communication type, the wireless protocols that support 
smaller distance is recommended, e.g. Bluetooth, Zigbee, 
Radio-Frequency Identification (RFID), etc. A vehicular 
mobile network is the cloud-based mobile network that sits 
above both inter-vehicle and intra-vehicle networks. Figure 
1 gives an overview of the V2x connectivity using various 
wireless protocols. The concept behind Figure 1 is that 
connected vehicles will be able to communicate with each 
other and with an intelligent transport system (ITS) using 
different wireless channels such as Wi-Fi, 4G/LTE, etc. and 
integrated with various sensors. Quality of Service (QoS) in 
such application will be critical as vehicles come out of one 
network into the other especially at handover points. 

There have been a number of researchers who have 
exploited both Wi-Fi [20]-[22] and DSRC/WAVE [23]-[26] 

in V2V and V2x communication. Line of Sight was 
achieved in [20][21] but when restricted by obstacles (no 
line of sight) then communication was affected. Work in 
[22] recommend 10MHz for V2V and V2x. Using WAVE 
[23], the environmental effects of antenna height, traffic and 
electromagnetic wave propagation had a severe impact on 
performance. The WAVE (IEEE802.11p) draft proposal is 
presented in [24] and in [25][26] authors confirm the 
viability of WAVE and IEEE802.11 in vehicular 
communication.   

 
Figure 1. Future trends in connected vehicles [27] 

While researchers have presented work on 
communication protocols, future network models of IoV 
needs to be compatible with all wireless protocols 
depending on the communication type e.g. V2V or V2x.  

B. NoT applied to IoV 
The concept diagram of connected vehicles under IoV is 

presented in Figure 2, which illustrates V2V and V2x 
connectivity using various access networks, which is in turn 
connected to the core network. The data is exchanged 
between Intelligent Transport Systems (ITS) and the 
vehicles. We link Figure 2 with NoT as presented by NIST 
[15]. 

 

                                   
 
 
    
                                                                   

                                                   

                                 

                         

                                                      

                
 

ITS Infrastructure 

IEEE 
802.11p 

IEEE 
802.11gb 4G/LTE  

V2V 

V2
x 

Access Networks 

Roadside/x 
sensors 

Internet 
Core Network 

 

Figure. 2 V2V and V2x concept diagram under IoV 
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The NoT [15] defines five primitives as Sensors, 
Aggregator, Communication Channel, External Utility and 
Decision Trigger. All vehicles will have sensors connected 
that will be able to transmit/receive ‘useful’ information. 
This information is converted by an Aggregator, defined as 
a mathematical function implemented in software that 
transforms raw data into some ‘useful’ meaning. Both 
Sensor and Aggregator are shown as Roadside sensors in 
Figure 2. This is underpinned by the communication 
channel e.g. WiFi, 4G, etc. Again, Figure 2 shows the 
wireless channels such as Wi-Fi/4G etc. between V2V and 
V2x. The External Utility can be a software/hardware and 
will execute processes into the overall workflow of NoT. 
Finally, the Decision Trigger creates the final result needed 
to satisfy the requirements of NoT. The External Utility and 
Decision Trigger is combined together and presented within 
ITS in Figure 2.   

TABLE II.  IOV PRIMITIVES 

NIST Primitives Proposed Primitives Feature 
Sensor Sensing Technologies Wireless and wired, 

sensors, RFID,  Aggregate 
Communication 
Channel 

Communication 
Channel 

DSRC/Wave, Zigbee, 
Bluetooth, Wi-Fi, 
4G/LTE 

External utilities Data Processing Data created by 
connected vehicles, 
and how it is 
processed  

Decision Trigger 

 
Based on these NoT primitives [15], we present three 

primitives. We combine the primitives of Sensor and 
Aggregator as just Sensing Technologies, 
Communication Channel and again combine External 
Utility (eUtility) and Decision Trigger as one and call it 
Data Processing as shown in Table II. In Table II, feature 
describes the potential features for each primitive.    

III. IOV NETWORK MODELS – AN OVERVIEW 
This section presents an overview of the four network 

models presented in literature.  

A. Petri-Net 
Petri-nets combine a well-defined mathematical theory 

with a graphical representation of the dynamic behaviour of 
systems. Precise modelling and analysis of system 
behaviour is allowed by the theoretic aspect of Petri nets, 
whereas, the graphical representation of Petri nets enable 
visualization of the modelled system state changes [28].  

Controller Area Network (CAN) communication bus has 
been modelled using petri nets in [10] and used for timing 
analysis. CAN [29] is generally used to transmit control 
traffic between ECUs within the vehicle (intra-vehicle) and 
is very popular in the automotive application as a 
communication bus for event-triggered communication. 
Petri nets offer huge potential for distributed communication 
which will be key in V2x communication type. For instance, 
petri-nets cope smoothly with defining and implementing 
complicated requests in VANET using tokens and measure, 
i.e. the limits of vehicle numbers of RSU groups. 

Figure 3 shows the structure of a distributed control 
system which includes 2 vehicles, 6 devices, 10 programs 
and 12 functions with 10 data sets. 

 
Figure 3. Petri net example of a distributed control system [10] 

B. Information-Centric Networking  
ICN reverses the traditional IP address-centric 

networking into a content centric one enabling the user to 
directly retrieve the content using a “name” without 
referring to the IP address of the node string the content.   

 
Figure 4. Named Data Networking Interest processing at an intermediate 

node [14] 
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 This concept sits well with vehicular networks due to 
poor quality wireless links and the mobility of vehicles, data 
delivery is challenging.  ICN-based VANET concept is 
presented in [14] where ICN-based VANETs can be applied 
in areas of application, mobility and security. For example, 
the VANET data will contain location, time-stamp, etc., so, 
if the road conditions are sought, ICN can match this better 
than name-to-IP-address resolution and thus the vehicle 
does not need to be always connected. The mobility issues 
in ICN are addressed by the use of named data and 
therefore, the anycasting and in-network caching properties 
of ICN allow vehicles to retrieve content from the most 
convenient storage point. Content-based security is 
supported by ICN with protection and trust implemented at 
the packet level rather than at the communication channel. 

In Figure 4, a node follows the algorithm, it first looks in 
its content store (CS) to find a content copy, if a match is 
not found it looks in the pending interest table (PIT) and 
eventually in the forwarding information base (FIB). In 
Figure 4 the Interest/Data exchange refers to a vehicular 
environment.  

 
 

Figure 5. Swarm and Individual Network Model of IoV [9] 

C. Swarm and Individual Network Model 
The model presented in [9] integrates human, vehicle, 

thing and environment. The individual model focuses on 
one vehicle and the swarm model focuses on multi-user, 
multi-vehicle, multi-thing and multi-network scenarios. 
Through swarm intelligence, crowd sensing and sourcing 
and social computing, IoV can provide 
services/applications. Factors such as network partitions, 
route failures, change in channel quality and data rate and 
network load are addressed using swarm intelligence 
computing at the service providing stage. This is shown in 
Figure 5.   

Authors in [9] also highlight that understanding the 
service limits is critical for sustainability i.e. network 
resources under diverse high-dimensional data and limited 
bandwidth of the wireless network. 

D. Cloud, Connection and Clients  
Three major network elements of IoV are identified in 

[30] as cloud, connection and client as shown in Figure 6.  
The ‘cloud’ infrastructure provides a platform for a range of 
wireless access technologies. With the magnitude of traffic 
related information likely to drastically increase, it is ideal to 
handle the information using cloud computing framework. 
‘Connection’, on the other hand, utilises Third Party 
Network Inter Operator (TPNIO) to reduce direct Service 
Level Agreement (SLA) between the operators of the 
networks, enabling seamless roaming without compromising 
the quality and security of network operators. The ‘client’ 
element with the help of Wireless Access Technology 
(WAT) are broadly prioritized and split applications into 
safety and management oriented and business oriented. 

 
Figure 6. The three network elements of IoV [30] 

IV. IOV NETWORK MODELS - RESEARCH CHALLENGES & 
SOLUTIONS 

In Section III, we have presented some of the network 
models from literature. These models were chosen as they 
show the new paradigm of ICN and the concept of how the 
proposed network model can communicate both with 
‘people’ and ‘things’. Petri-net was chosen as it gives the 
flexibility for distributed control. The challenge for any 
network model in IoV is to be able to exchange information 
from V2V and V2x, where x can be a roadside sensor, 
another device or a person. In addition, there may be 
incompatibility among devices, different qualities and 
response time for Internet connections and limited access to 
data processing and storage. There will be additional 
complexity where some vehicles will be connected while 
others not.  

Future and emerging vehicle applications will consume a 
huge amount of sensor data in a collaborative manner. 
Content centric [31] and information-centric networks will 
play a key role. Vehicles move fast, therefore, in a content-
centric networking style, vehicle position, speed and 
direction from the rest of the vehicles are continuously sent. 
Whereas, ICN focusses on what instead of where to fulfil 
primary demands from both content publishers and 
consumers. Vehicular-cloud and ICN will contribute to the 
‘cloud’ to produce advance vehicular services, resource 
sharing and storing. The proposed architecture for ICN – 
Named Data Networking (NDN) [32] has been extended to 
vehicular networks where content is found and not hosts or 
IP addresses.  

ICN seems to be the most favorable network model with 
distributed control. From literature, we have shown petri-nets 
[10] used in a number of IoV scenarios. Researchers are 
leading towards layered architectures [30][33] where 
network is one of the layers in the IoV architecture. The 

10Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-573-9

VEHICULAR 2017 : The Sixth International Conference on Advances in Vehicular Systems, Technologies and Applications

                           21 / 107



revealing of location information has huge concerns in 
vehicle privacy. In addition, location verification of 
neighbouring vehicle is also challenging due to the absence 
of trusted authority in vehicular communication. To capture 
vehicles in line of sight and away from sight presents yet 
another challenge due to the impact of moving and static 
obstacles in the network model.  

Automobiles are undergoing a revolution by changing 
the way we think of the cars. Autonomous driving is trialled 
in developed countries, while fully autonomous driving may 
be a few years away, some cars will be connected in the very 
near future, while others not. This will bring challenges in 
IoV and solutions will have to account for the not connected 
car. A high volume of data will be exchanged in V2x and 
data will split between information-rich and safety-critical. 
Current forms of IP address centric model and control will be 
challenged due to the dynamic environment of the vehicular 
data. Therefore, information-centric networking based on 
distributed control and petri-nets may be the way forward. 
However, in the short term inter-working between existing 
networking technologies and information-centric network 
will be needed. QoS is not guaranteed currently in ICN, and 
to enable that, software defined networks under the umbrella 
of network functions virtualization and vehicular cloud 
networking will be the key enabler.  

The integration of automotive and information 
technology will be promoted as a result of IoV. The biggest 
challenge in IoV implementation is the lack of coordination 
and communication. The push for IoV will generate massive 
data sets. Their analysis will help in the management of 
traffic systems and towards an intelligent transportation 
system. The main interactions are between the vehicle and its 
environment. Hence separate models can be presented in a 
layered architecture. Some of the challenges identified are: 

• Maintaining an accurate line of sight 
• Accounting for vehicles/x that are outside the line of 

sight 
• Position/velocity of the vehicle in order to model the 

dynamic platoon of vehicles 
• Vehicles that are not connected  
• Security considerations and protection from theft 
• Integration of different wireless protocols e.g. 

DSRC, IEEE 802.11abgn Wi-Fi, 4G/5G cellular 
networks, VLC 

• Device-to-Device (D2D) communication (defined as 
direct communication between devices in range 
proximity without the involvement of a network 
infrastructure) [34] based on LTE 

• Safety vs comfort applications 
• Integration with cloud architecture 
• Big data analysis in IoV 
• QoS guarantee – investigate into SDN techniques  

based on the combined information from multiple 
sources rather than individual  

V. CONCLUSIONS 
This paper presents an overview of the network models 

for connected vehicles under the umbrella of IoV and applies 

the concept of NoT to IoV. IoV is emerging and will be 
integrated with information technology. The ‘big data’ 
generated as a result of connected vehicles will be useful in 
shaping the management of vehicles thus improving road 
safety and traffic congestion. The QoS will be split between 
safety critical and lower priority applications. For example, 
comfort subsystems within a vehicle are not safety critical. 
However, suspension and braking system, traction control, 
etc., will be prioritized and require QoS. Research in 
understanding existing network models is a key starting 
point and will enable us in establishing the modelling 
direction.  

IoV is a building block towards the roadmap to 
autonomous cars. IoV will revolutionize cars like mobile 
phones did ten years ago. CAN communication model using 
petri-nets will be further examined for IoV application given 
its low bandwidth with high reliability benefits.  

We will build on this review and the future work will 
focus on proposing network models for connected vehicles 
for IoV.  
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Abstract— In vehicle-to-infrastructure (V2I) 

communications, the challenge regarding how to achieve the 

intended performance at the minimal resource cost has yet 

been well addressed in the recent development of vehicular 

technologies. In this paper, we investigate some data 

transmission schemes, such as cooperative communications, 

for improving quality of service (QoS) in vehicular networks. 

We propose a method that facilitates V2I through vehicle-to-

vehicle (V2V) communications and, for this approach, we 

derive the closed-form expressions of the outage probability, 

throughput, energy efficiency and packet loss rate for four 

different transmission schemes investigated. The QoS 

performances can be optimized by finding appropriate 

transmission schemes with a certain number of relays within 

a given transmission distance. The proposed approach is also 

aimed to achieve the best performance trade-off between 

system reliability and efficiency under various environmental 

conditions.  

Keywords— QoS; V2I; V2V; cooperative communications. 

I.  INTRODUCTION  

In Vehicle-to-Infrastructure (V2I) communication 

networks, mobile users are able to access Internet services 

such as traffic condition broadcast, video streaming, digital 

map downloading, and information of road hazard and 

accident alarm, via fixed roadside units. The most recent 

research in this area has been focused on the vehicular ad-

hoc networks (VANET) [1] [2], including its connection to 

the Fourth-Generation or Long-Term Evolution (LTE and 

LTE-Advance) cellular networks and the provision of good 

solutions to V2I in order to ensure low latency and high 

reliability communication [3].   

IEEE 802.11.p is one of the commonly used standards 

for V2I to support vehicular communications in highly 

mobile, often densely populated, and frequently non-line-

of-sight environments [4] [5]. In addition, the IEEE 

802.15.4 standard, comprising a simple physical (PHY) 

layer and an energy efficient medium access control layer, 

is also designed to support both real-time and contention-

based services and has been considered as a promising 

candidate for Internet of vehicles (IoV) and vehicular sensor 

networks [6]. To tackle the problem of high packet loss rate 

the cooperative communications techniques can be applied 

to enhance transmission reliability by creating diversity [7]. 

In this case, mobile nodes (vehicles) can help each other 

through relaying other node’s data and sharing their limited 

resources, to improve loss performance and increase 

transmission coverage. However, the performance 

enhancement by using relays nodes is constrained by the 

power (energy) budget imposed and high mobility in the 

vehicular network [8]. This issue can potentially impede the 

delivery of quality of service (QoS) in the V2I approach.  
In this work, we investigate both cooperative and non-

cooperative transmission schemes, and intend to reveal how 
these schemes perform in the context of a vehicular network, 
in terms of energy consumption, throughput and packet loss 
rate under different conditions, such as transmission 
distance, relaying method and channel condition (path loss 
exponent). These findings are used to identify proper 
transmission schemes that can optimize the system 
performance for the whole network in a changing 
environment. The proposed approach is unique in the sense 
that it provides an efficient way to find the best transmission 
method for transmission between any V2I links. We propose 
a method that facilitates V2I, which is assisted by vehicle-
to-vehicle (V2V) communications when needed, and 
evaluate the performance of this approach based on the 
models we derive. 

The remainder of this paper is organized as follows. 
Section II discusses the relevance of this research with other 
work. The system models for both cooperative and non-
cooperative transmission schemes for V2I communications 
are presented in Section III. Simulation results produced by 
Matlab and NS-2 and discussions are presented in Section 
IV. Finally, the paper is concluded in Section V. 

II. RELATED WORK  

Cooperative communications have been studied 

extensively for VANETs and two of the most common 

protocols of this technology are Amplify-and-Forward (AF) 

and Decode-and-Forward (DF) [9]. Cooperative or 

polarization diversity is created in these protocols through 

exploiting the broadcast nature of wireless channels and 

using relays to improve link reliability and throughput in a 

vehicular network [10]. In addition, the use of graph theory 

to formulate the problem of cooperative communications 

scheduling in vehicular networks is proposed in [11], in 

order to improve the throughput and spectral efficiency of 

vehicular networks.  
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Enhancing system efficiency is a key issue in applying 

cooperative communications in V2I approaches, depending 

on the connectivity probabilities in V2I and V2V 

communication scenarios in one-way and two-way platoon 

based VANETs [12]. Smart Antenna technology can also 

contribute to the increment of the service coverage and 

system throughput of V2I [13]. The capacity of V2I 

communications can be maximized by an iterative resource-

allocation method [14] and the efficiency of V2I 

communications can be improved by applying a scheme 

called Distributed Sorting Mechanism (DSM) [15]. To 

improve power efficiency in vehicle-to-roadside 

infrastructure (V2I) communication networks, [16] 

proposed a joint power and sub-carrier assignment policy 

under delay-aware QoS requirements. In addition, the 

strong dependence on the environment due to multipath 

propagation is also presented for a distributed energy 

efficient routing method [17].   

Most of the works have demonstrated the possibility of 

improving the system performance of vehicular networks 

by using different methods. However, there is a lack of 

information regarding how to choose a specific 

transmission scheme under different conditions in terms of 

the number of relaying branches and the number of relays 

for a given distance between source and destination nodes, 

in order to find a solution for ensuring the best QoS. 

In this paper, our focus will be the identification of the 

conditions for establishing appropriate transmission 

strategies among different commonly used transmission 

schemes, including both cooperative and non-cooperative 

schemes for V2I communications. Our approach is based 

on the development of analytical models for these 

transmission schemes and the assessment of their 

performances in reliability, energy efficiency and 

throughput. It also reveals the trade-offs between 

cooperative and non-cooperative transmission schemes and 

shows how to utilize this property to achieve the optimized 

performance through adaptive cooperative 

communications. 

III. SYSTEM MODEL 

 In this section, the analytical models of the required 
transmitting power, outage probability, energy efficiency, 
throughput and packet loss rate in the context of a V2I 
network are established for both cooperative and non-
cooperative transmission schemes. Based on these models, 
an adaptive transmission strategy can be developed to 
optimize the system performance. 

 Given a V2I network with N vehicles, for any vehicle-
to-infrastructure pair (V, I), where V ϵ {1, . . . , N}, the goal 
of optimizing the transmission QoS is achieved by 
minimizing the total energy consumed per bit (or energy 
efficiency) with a given outage probability target, 
maximizing the end-to-end throughput, and minimizing the 
packet loss rate based on the transmission distance between 
V2I pairs, i.e. 

 
  𝑀𝑖𝑛 ∑ 𝐸𝑏𝑖                s.t.{poutVI} and 

         𝑀𝑎𝑥 ∑ 𝑆𝑡ℎ𝑖 s.t.{dVI}                  (1) 

where Ebi and  Sthi  are the energy consumed per bit and 

throughput, respectively, of the i-th path between a vehicle 

(V)  and infrastructure (I), poutVI  and dVI  are the fixed outage 

probability target and the total transmission distance 

between V and I. 

Four transmission schemes in the context of V2I are 

identified in Figure1, including single-hop direct V2I (1a), 

multi-hop V2I via V2V (1b), cooperative V2I with a single 

relay (1c), and cooperative V2I with multiple relays (1d). In 

this work, we intend to examine the performances of 

different transmission schemes in terms of energy 

efficiency, throughput and packet loss rate, and to optimize 

them under different environmental conditions.  

We consider a V2I network in which the transmission 

links are subject to narrowband Rayleigh fading with 

additive white Gaussian noise (AWGN) and propagation 

path-loss. The channel fades for different links are assumed 

to be statistically mutually independent. For medium 

access, vehicle nodes are assumed to transmit over 

orthogonal channels through using the service channels 

specified in IEEE801.11p [2], thus no mutual interference 

is considered in this system model. These channels can be 

reused by other vehicle away from a certain distance.   

 

Figure1. Different V2I transmission schemes. 
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A. Non-Cooperative Transmission Scheme  

Consider the transmission scheme for a direct link (V, I) 
as shown Figure 1a where no relaying paths are involved. 
We use PSDir to denote the source transmission power for this 
case. For the direct transmission in the V-I link, the received 
symbol rVI and the spectral efficiency R can be modeled as:            
  
 

)2(+= oVI
α

VISDirVI NshdPr
     

                                    

( ) )3(+1log
2

1
= 2 VISINRR

 
where dVI is the distance and hVI is the channel coefficient of 
the V-I  link, α is  the path loss exponent, s is the transmitted 
symbol with unit power and No is the Gaussian noise. 

The log-normal environment shadowing path loss model 
at a distance dij rom node i and node 𝑗 is given by [18]: 

( ) )4(+log10+=][ 10 σ
o

ij

oij X
d

d
αdPLdBγ

where Xσ  is a zero-mean Gaussian distributed random 

variable with standard deviation σ and with some time 

correlation. This variable is zero if no shadowing effect 

exists. The PL(do)  is the path loss at a reference distance do 

in dB. The Signal-to-Noise Ratio (SNR) of the V-I link is: 

                              
N

hP
SINR

VIVISDir

VI


2

                    (5)                            

where 𝑁= 𝑁0 𝐵 is the noise power spectral density, and 𝐵 is 

the system bandwidth in Hertz. 

An outage occurs when the SNR at the receiver falls 

below a threshold β which allows error free decoding. This 

threshold is defined as β=22Rs-1, where Rs is the required 

system spectral efficiency. The outage probability of the 

single-hop transmission is given by [19]:   
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Energy consumption is largely proportional to the 
requirement of maintaining a certain level of transmission 
reliability or the successful transmission rate. In order to 
maintain a required level of reliability, denoted by U, which 
is related to the reliability of a transmission link, the 
minimum outage probability is defined as: 

                              Upout 1≤                              (7) 

Combining (6) and (7) and taking the nature logarithm on 
the both sides of expression, we have: 
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
                   (8) 

The main objective for the performance optimization of a 
V2I network is to minimize the total energy consumption 
under different environmental conditions. Thus, the transmit 
power required to satisfy the reliability requirement or be 

constrained by the outage probability for the direct 
transmission must be: 

( ) ( )( ) ( )9ln1-2≥
1-1-

2

2
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γh

N
P

VIVI

R
SDir

s       

Therefore, the total consumed energy per bit (J/bit) for 
the direct transmission mode can be expressed as: 

RxTxC

b

CDirAM

bDir PPPwhere
R

PP
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
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,
  (10) 

                        SDirDirAM PP



,                      (11) 

where 𝑃𝐴M,Dir is the power amplifier consumption for direct 
transmission which depends on the drain efficiency of the 
amplifier 𝜂, the average peak-to-peak ratio ξ, and the 
transmit power 𝑃SDir, 𝑅𝑏= 𝑅s𝐵 is the data rate in bits/s, B is 
the system bandwidth, 𝑃C is the power consumed by the 
internal circuitry for transmitting (PTx) and receiving (PRx). 

The throughput Sth and packet loss rate PL can simply be 
defined, i.e. 

            
TimedTransmitteTotal

PayloadceivedTotal
Sth

Re
=           (12) 

  
PacketsSentTotal

PacketsceivedTotalPacketsSentTotal
PL

Re
= (13)            

The multi-hop non-cooperative transmission scheme 
with n (n 1) relays is shown in Figure 1b. Each relay is able 
to detect if the packet was received correctly or not and will 
forward the information to the destination only in the case of 
the packet being correctly received. Otherwise, the packet is 
considered lost.  

Given the outage probability of individual hops, i.e., 

1outVRp (from a vehicle to relay 1), 
21RoutRp (from relay 1 to 

relay 2), …, IoutRn
p  (from relay n to infrastructure), the 

outage probability of the multi-hop link, outMHp , is given by: 

    outRnIRoutRoutVRoutMH pppp  1...111 211  (14) 

With the same mathematical treatment as in (6), outMHp  

becomes:  
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We set the transmit power to be proportional to the distance 

between two communicating nodes. For broadcast 

transmission, e.g., when the source transmits, the longest 

distance, i.e. the distance between the source and the 

destination dsd, is considered. The power minimization 

problem is specified in a similar way to (7) and the total 

consumed energy per bit for the multi-hop direct 

transmission is expressed: 
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where 𝑃𝐴M,MH is the power amplifier consumption for multi-

hop transmission.                                                                 

B. Cooperative transmission Scheme 

 In cooperative transmission, the sender V broadcasts its 

symbol in to all potential receivers including the destination 

I and relays in the current time slot. Two types of 

cooperative transmission schemes are considered here: 1) 

using multiple cooperative relaying branches with one relay 

in each branch (Figure 1c), and 2) multiple relaying 

branches with multiple relays in each branch (Figure 1d). 

The selective decode-and-forward (SDF) relaying protocol 

is used in these two schemes and relays perform 

cooperation when the information from the source is 

correctly received by them. Based on the derivations 

methods used in Subsection III. A, the following close-form 

expressions can be readily obtained. 

1): The outage probability of cooperative transmission 

with multiple (K) relaying branches:  
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2): The lower bound of power for the SDF scheme:  
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   3): The total consumed energy per bit:   
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4): The total consumed power: 
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 The transmit power at relays can be reduced and 

consequently the energy efficiency will be improved by 

implementing the cooperative communications schemes, 

which are particularly suitable for long-range transmission 

- the related results will be shown in Section IV.  

IV. NUMERICAL RESULTS AND DISCUSSION 

 In this section, we examine the performances of 
different transmission schemes through Matlab and NS-2 
simulations in terms of energy efficiency (energy 

consumption per bit), throughput and packet loss rate. We 
then reveal the conditions for selecting the optimal 
transmission schemes through comparisons between them. 
The network settings used for simulation is listed in TABLE 
1. Assume the spectral efficiency Rs in this scenario to be 2 
bit/sec/Hz, and the required system reliability level to be 
0.999. To generate mobility, mobility-files are created in 
ns-2 simulation. In addition, we assume that all the vehicles 
are running at the same speed and keeping the same distance 
with each other.  

In Figure 2 the energy performances of both cooperative 
and non-cooperative schemes are illustrated and compared. 
As we can see, the non-cooperative direct transmission has 
the lowest energy cost than all others transmission schemes 
for short-range (dVI<33m); the non-cooperative 
transmission using multi-hop relays outperforms the direct 
transmission for the range 33m<dVI<43m and, in particular, 
transmission using two intermediate relays (n=2) nodes has 
the lowest energy consumption for this range.  

The cooperative transmission outperforms the non-
cooperative transmission schemes for the range 
43m<dVI<58m, and the transmission using one branch with 
two relays (K=1, n=2) has the lowest energy consumption 
for this range. As distance continuously increases, the 
lowest energy consumption is achieved by transmission 
using two branches with one relay (K=2, n=1) for 58<dVI< 
80m, and by transmission using two branches with two 
relays (K=2, n=2) for dVI>80m.  

 

Figure 3. Overall energy consumption vs number of vehicles 

 
 

Figure 2. Total energy consumed vs total transmitted distance. 
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TABLE 1. SIMULATION PARAMETER 
 

 
As shown in Figure 3, the non-cooperative direct 

transmission has much higher energy consumption than the 
optimum transmission scheme which is chosen based on the 
transmission distance between vehicles and infrastructure.  

The overall system throughput is shown in Figure 4 for 
three different vehicle velocities. The optimum 
transmission schemes clearly outperform the direct 
transmission schemes in all cases due to the impact of 
diversity created by cooperative transmission. It is also 
noticed that the throughput of the optimum transmission 
scheme decreases when the number of transmitting vehicles 
increases. This is mainly due to congestion in medium 
access and increased operation overhead at the nodes that 
are the source, as well as the relay at the same time. 

Figure 5 depicts the overall system packet loss rate for 
direct transmission and optimum transmission schemes 
versus the number of transmitting vehicles for different 
vehicle velocities. As it is shown, the packet loss rate 
increases when the number of transmitted vehicles 
increases for all the transmission schemes, which is caused 
by network congestion and correlated with the 
corresponding performance in throughput as shown in 
Figure 4. It is worth mentioning that the optimum 
transmission schemes have much lower packet loss rates 
than the direct transmission schemes as when relays are 
used the transmission distances between adjacent nodes are 
reduced and, at the same time, the transmission reliability is 
improved due to the diversity generated in cooperative 
communications.  

Parameters Value 

0N −174 dBm 

𝐵 10 kHz 

sR  2 bit/sec/Hz [20]. 

𝑋𝑇𝑃 97.9 mW [20] 

𝑋𝑅𝑃 112.2 mW [20] 

𝜂 0.35 

ξ 0.5 

Packet Size 512 bytes 

fc 5.9 GHz 

α 3 

Simulation time 1000 Sec 

Nodes 10/20/30/40/50 

Velocity 5 km/h, 20 km/h, 60 km/h 

Traffic Agent TCP 

Mac Protocol IEEE 802.11p 

Queue PriQueue with size of 50 Packets  

Propagation model Log-normal shadowing Model (LOS) 

Antenna Omni-directional with height of 1m  

Routing Protocol AODV 

Number of Seed 3 

 

Figure 5. Packet loss rate vs number of vehicles 

 
Figure 4. Overall system throughput vs number of vehicles. 
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Due to the scenario settings in our work where most 
vehicles have a fairly large distance between them and the 
roadside base station, no major difference in performance is 
observed when increasing the velocity of vehicles, as shown 
in Figures 4 and 5. In contrast, as discussed above, the 
performance such as throughput is correlated with the 
number of vehicles which are connected to the same base 
station,  

There are a number of factors affecting energy 
consumption, throughput and packet loss rate in V2I 
networks. Cooperative transmissions utilize additional 
paths and intermediate nodes which may cost more energy, 
but the diversity it creates can save energy by reducing the 
probability of link failure and consequently reducing the 
number of retransmissions. Diversity increases with the 
number of relay branches used but this increase could be 
marginal when the number of branches is large as it is 
difficult to ensure that all the branches are uncorrelated.  

Clearly, to achieve the best energy performance as 
discussed in this paper, proper transmission schemes should 
be selected for the given transmission conditions such as the 
overall distance, dSd, and channel quality in terms of α. The 
findings of this work can assist deciding when and how the 
cooperative or non-cooperative transmission scheme should 
be employed. Based on our investigation, an energy-
efficient transmission strategy can be formed in a V2I 
network by adaptively choosing proper transmission 
schemes under different network and transmission 
conditions. This involves determining the number of 
relaying branches and the number of relays if the 
cooperative scheme is to be used. By doing so, energy 
saving could be significant even with the direct 
transmission scheme in certain conditions, as shown from 
our results. 

V. CONCLUSION 

We have investigated different transmission schemes in 
terms of their energy and throughput performances for V2I 
communications. We have shown that both cooperative and 
non-cooperative transmission schemes can exhibit the best 
performance under certain environmental conditions. The 
optimal transmission scheme can be identified given the 
distance between the source and destination nodes in a V2I 
network. The results presented in this paper can be used to 
form an adaptive transmission strategy that is able to select 
an appropriate transmission scheme in a changing 
environment to maintain the best QoS performance in a 
dynamic way, in terms of achieving the highest throughput 
with a fixed energy budget or the lowest energy cost for the 
given throughput target.  
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Abstract—Routing protocols for vehicular ad hoc networks re-
sort to clustering to optimize network performance. In existing
proposals, cluster-heads are chosen based on various metrics
such as the number of its direct neighbors, the quality of the
links, etc. Other clustering techniques consider the geographic
environment of the roads, and they choose one cluster-head for
each space subdivision. The clustering scheme proposed in this
work combines the information on road configuration, vehicle
mobility and link quality in order to build a structure similar
to vehicular network infrastructure, while relying only on the
vehicles. The evaluations show that this scheme allows creating
and maintaining during a significant time a small number of
stable connected groups, in most cases, just one in each traffic
direction. This clustering scheme can be integrated into any
reactive, proactive, or geographic ad hoc routing protocol in order
to optimize the flooding and simplify route maintenance. And it
allows the routing protocol to operate without any global location
information service.

Keywords–Clustering; Routing protocols; Cooperative vehicles;
V2V; VANET; Performance evaluation.

I. INTRODUCTION

With the wide deployment of 3G/4G infrastructures, new
mobile services are proposed to drivers through smartphones
or built-in car devices. The concept of the connected vehicle
and that of the autonomous vehicle are now effective at least
in real-world testing. The development of both the IEEE
802.11p and the upcoming 5G includes machine-to-machine
direct communications, which also refers to vehicle-to-vehicle
(V2V) or vehicle-to-infrastructure (V2I) communications. In
this context, enhancing vehicular ad hoc network (VANET)
routing protocols is mandatory to ensure that this paradigm
will play its role in future intelligent transportation systems.
The routing protocol can lead to either a flat topology, without
hierarchy [1], or a clustered topology, with a node hierarchy.
Clustering is one important technique that can be used by
ad hoc routing protocols to optimize network management.
A cluster is a virtual division of the network into groups.
Resorting to clusters optimizes the range of packet flooding
by limiting the packet transmission to one or more clusters.

A cluster includes different types of nodes. The group
leader is called “cluster-head”. Its “ordinary member” nodes
are connected to the cluster-head. “Gateway nodes” are mem-
bers of several clusters, thus making a link between them. The

clustering schemes can generate separated clusters (without
gateway nodes) or not. Clustering methods are active, passive,
or hybrid. In active clustering, dedicated control messages are
sent for cluster management. In passive clustering, clusters
are created on demand when data need to be transmitted. In
hybrid clustering, information needed for cluster management
is added to the packets. The clustering size is also characterized
by the number of hops. For instance, in one-hop clusters, each
member node is directly connected to its cluster-head.

Over two decades, many clustering schemes have been
proposed in order to enhance the performance of ad hoc routing
protocols according to various link or node metrics [2]–[4].
Especially in the case of VANET, the road traffic environment
and the velocity due to vehicle mobility are important factors in
the design of a clustering scheme. In order to evolve from the
plethora of existing approaches towards standardized solutions,
the European Telecommunications Standards Institute (ETSI)
has recently published the Geonetworking requirements [5]
that fix the design guidelines of VANET architecture.

This work presents an approach inspired by infrastructure-
based vehicular networks. The proposed hybrid clustering
scheme leads to an emerging structure, a virtual backbone in
the VANET, similar to that obtained with Road Side Units
(RSUs) deployed along the roads equipped for vehicular com-
munications. In this way, any routing protocol that uses this
clustering scheme can operate in both infrastructure-based and
infrastructure-less VANET. When operating in infrastructure-
less mode, the structure built by the proposed clustering
scheme aims to offer a stable link service between the nodes
for the applications, despites the high mobility of the VANET
nodes. In addition, the CBL clustering scheme uses only
the position and velocity information of the closest node
neighborhood. Therefore, unlike most the geographic-based
routing protocols, no global knowledge of the locations of the
nodes is needed, and any global location service that would
require an infrastructure is not necessary. The structure built
by CBL allows the routing protocol supplying unicast and
broadcast message exchange.

The paper is organized as follows. Section II presents
a related work on clustering schemes for ad hoc networks,
especially VANETs. Section III depicts the clustering scheme
designed for VANET in this work. Section IV deals with its
performance evaluation. We finally conclude.
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II. RELATED WORK

Many clustering methods for mobile applications were
first studied for Mobile Ad hoc NETworks (MANETs) [6]–
[10]. The Lowest ID and the Highest Degree methods [6]
offer good performance in MANET, but they do not consider
mobility. An attempt to introduce mobility in the cluster-head
election by considering the distances between the nodes is
achieved through the Mobility Based Clustering method [8].
However, in highly dynamic ad hoc networks, it is necessary
to combine several criteria, which leads to the proposal of the
Weighted Clustering Algorithm [9] based on a weighted sum of
several criteria values. Current studies introduce the notion of
communication interest among devices as an extra parameter in
the Weighted Clustering Algorithm, such as in [11] using the
communication interest among MANET nodes, the physical
proximity, and the energy availability to create coalitions.
MANET nodes are distributed randomly in the space without
favoring a geographical direction. But, VANET nodes are
subject to mobility constraints such as road infrastructure with
specific rules, strong variations in relative speeds between
the vehicles, etc. Therefore, the studies that adapt cluster-
ing schemes to VANETs pay attention to the development
of relatively time-stable clusters. Two main approaches can
be found. The first one does not introduce logical relations
between the clusters, and is based on a cost function [12]–[18],
or a fuzzy logic function [19]. The second approach creates
logical connections between the clusters through an optimal
set of relay nodes [20]–[23], defined as a backbone, in order
to improve the traditional forwarding scheme. However, most
of these studies focus on the way the cluster-head is chosen at
network level, without considering the special features of road
applications in a global system approach.

With this in mind, the Dynamic Backbone Assisted proto-
col [20] uses either the distance or the communication rate
as the metric to elect the cluster-head; [22] the distance;
the BackBone Routing protocol [21] the speed, the traffic
direction, and the quality of transmission; the Connected
Dominating Set-Stable Virtual Backbone [23] the speed, the
distance, and the direction. [23] searches for cluster-heads
having low speeds to stabilize the chain structure. [20]–[22]
consider the transmission range R as a relevance zone where
there is a cluster-head [20], or a cluster-head between two
associated cluster nodes located at borders of R to enable
communication with two other clusters [21], or four cluster-
heads distributed every 1

4R [22]. [23] puts no constraint in
terms of number of cluster-heads. Furthermore, [21] introduces
the notion of upstream and downstream message transmissions.

The scheme proposed in this paper will lead to the con-
struction of a single backbone in each traffic direction, formed
with cluster-heads that are dynamically chosen by the other
nodes in order to form and stabilize a structure over time. As in
[23], no condition will be put on the number of cluster-heads.
Unlike [20]–[23], no thresholds other than temporal thresholds
will be applied. Unlike [11], to obtain application-independent
backbones and to preserve the collaboration between nodes,
the idea of communication interest among vehicles or devices
of vehicles is not considered. Also, the notions of upstream
and downstream relays [18] will be exploited.

III. CBL CLUSTERING ALGORITHM

The Chain-Branch-Leaf (CBL) clustering scheme designed
in this work builds a backbone that will allow both the
communications in close neighborhood, and remote communi-
cations between distant vehicles according to the specific needs
of each application. Communication between close vehicles
will be necessary for on-board functions (sensor functions,
geo-localization, extended perception, etc.) that will have to
share variables periodically (speed, acceleration, positioning
information, etc.) for their inner process. Such variables will
be useful to coordinate the relative movements of vehicles
in future autonomous systems. Communication over long
distance will be necessary for distributed applications that
need to forward messages, upstream or downstream the traffic
flow, to remote vehicles. As an example, forwarding messages
upstream can help prevent a risk of bottleneck, and transmitting
messages downstream can allow vehicles to inform about the
approach of a priority vehicle (police car, fire truck).

A. Assumptions
We assume that each vehicle is equipped with a GPS that

enables self-localization, also that it can determine its speed.
It also has a wireless ad hoc communication card (802.11p for
an example) enabling communication with the other vehicles
up to a certain range in line-of-sight.

B. Definitions
CBL is a hybrid distributed algorithm: each communication

node initiates its own process. It creates a hierarchy between
the nodes in order to build 1-hop clusters so that each node
of a cluster can directly communicate to the cluster-head
without going through another intermediary node. CBL can
be implemented inside any ad hoc routing protocols. It uses
Hello messages such as those supplied by OLSR to build its
hierarchical structure. However, other ad hoc routing protocol
can be used in adding beacon messages to it if such periodic
messages are not already provided.

Eastbound

Downstream packetUpstream packet

LEGEND
Leaf node

Branch node

1-hop cluster

Link chain

Intra-cluster link

Figure 1. Example of a situation on a three-lane one-way highway

Some definitions are specified as follows:

• A branch node (Fig. 1) is a cluster-head node that
is elected by other nodes (branch or leaf). It emits
HELLO messages like every node, but it is the only
one allowed to emit topology control messages (TC),
to forward application messages, and to participate in
the construction of a chain. In order to control the
propagation of a message, based on the application
request specified in the header fields, a branch node
can forward it to:
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◦ its leaf nodes;
◦ upstream branch node;
◦ downstream branch node;
◦ all branch nodes (including branch nodes of

another traffic direction).
Our CBL implementation assumes that these destina-
tion options are coded into the link code of the original
format of the packets defined in OLSR protocol [24].

• A leaf node is an ordinary node which tries to connect
itself to the closest branch node. If no branch node
is detected, the leaf node elects the neighbor moving
with the lowest speed and in the same traffic direction,
as a branch. A leaf node sends both HELLO and
application messages of which it is the originator.

• A chain is a virtual backbone made up of a sequence
of branch nodes. Ideally, one chain should be created
per traffic direction. On longitudinal road context such
as highways, the chains behave as a virtual backbone
similar to the one that should be obtained with an
infrastructure. It offers to its branch nodes a path to
forward application messages over long distance.

• BranchChoice is a field added in the HELLO message
and containing the address of the elected branch to
which the HELLO originator node is connected.

• The Connection Time (CT) is the time during which
two nodes Ni and Nj could communicate if they
kept the same speed. This metric, also called “contact
time”, has been used in [25]–[27]. CT is approximated
using (1). This equation takes into account the po-
sitions of the nodes ([Xi, Yi] for the node Ni and
[Xj , Yj ] for the node Nj) their speeds (Vi for the node
Ni and Vj for the node Nj), and the maximum radio
range (Rmax):

CT =
−(ab+ cd) +

√
(a2 + c2) ∗R2

max − (ab− bc)2

a2 + c2
(1)

{
a = Vicos(σi)− Vjcos(σj) b = Xi −Xj

c = Visin(σi)− Vjsin(σj) d = Yi − Yj

C. HELLO message
Ad hoc network initialization is triggered by the emission

of HELLO messages (the beacons) at node level. The Time-To-
Live (TTL) value of the HELLO messages is set at 1 to contain
its broadcast in the 1-hop neighborhood. At CBL network
initialization, there is no chain, no branch, and every node
are leaf nodes.

The following information concerning the sender node is
added to standard HELLO messages:

• its current location X,Y in Cartesian coordinates (com-
ing from the longitude and latitude in GPS data);

• its current speed V and its steering angle σ, which
provides the node direction (extracted from the on-
board computer or GPS data for example);

• its current type: leaf or branch node;
• the elected branch node (BranchChoice) to which it is

connected;
• the elected upstream branch node to which it is

connected (if type=branch) or empty (if type=leaf);

• the elected downstream branch node to which it is
connected (if type=branch) or empty (if type=leaf);

• the current list of its 1-hop neighbors with link types;
• the validity time timestamp (Vtime) that indicates

the validity period of the information contained in a
HELLO message.

D. Local 1-hop neighbor and node internal variables
When processing HELLO messages, each node creates

and maintains a local table containing the list of its 1-
hop neighbors. We introduce a variable called “Elected” to
distinguish in the table whether the neighbor has elected the
node either as a branch (the neighbor is a leaf) or as a branch
in its chain (the neighbor is a branch). In this case, the variable
“Elected” is set at true. Otherwise, it is set at false. This table
contains the neighbor addresses and for each neighbor: the
link type (UNSPEC if unspecified, LOST if the link is lost,
ASYM if the communication link is unidirectional, and SYM
if the communication link is bidirectional), the timestamp T1
of the last HELLO messages received from the neighbor, the
timestamp T2 when the link became symmetric, its position
(X,Y), its speed (V), its direction (σ), and its type (branch or
leaf). The table also includes for each neighbor the value of
the “Elected” variable.

Each node records and maintains internal variables. These
latter are the addresses of the elected upstream and downstream
branch nodes, the addresses of BranchChoice, and the times-
tamp T3. T3 contains the date of a the last HELLO message
received from any leaf or branch node that elected it as a relay
branch node.

E. CBL scheme
Each reception of a HELLO message by a node Ni

and coming from a neighbor node Nj triggers the following
procedure (Fig. 2).

1) Algorithm 1. Update the 1-hop neighbor table: CBL
scheme uses the same algorithm than the OLSR protocol to
update the 1-hop neighbor table and link type. Moreover, it
checks for each neighbor in the table if the duration elapsed
since the last HELLO message received from it (recorded in

Initialization
after receiving the message HELLO

Algorithm 1 :
Update of the 1-hop neighbor table

Type.Ni = branchAlgorithm 2 :
Turn leaf into branch

Algorithm 5 :
Turn branch into leaf

Algorithm 3 :
Leaf processing

Algorithm 4 :
Branch processing

Type.Ni = branch Type.Ni = branch

END

No Yes

No

Yes

No

Yes

Figure 2. Procedure applied when receiving a HELLO message
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timer T1) is higher than Vtime. In that case, the neighbor is
removed from the table.

2) Algorithm 2. Turn leaf into branch: when a neighbor
Nj has chosen Ni as a branch (the BranchChoice of Nj is set
at the address of Ni), the node Ni turns its type into branch.
Then, Ni updates its timer T3, initializes its BranchChoice to
empty, and writes in its neighbor table that it is elected by Nj .
If Ni was already a branch, it will just add automatically the
node Nj as its elected upstream or downstream branch nodes
to form a chain taking into account its relative position (up-
or downstream).

3) Algorithm 3. Leaf processing: a leaf Ni selects a node
as its branch, then it writes the branch address in its Branch-
Choice variable. When several branch candidates are detected,
some optimizations are introduced in the choice process. In
this work, Ni first looks for branch nodes driving in the same
direction, then it chooses the closer according to the distance.
Notice that two nodes drive in the same direction when:

|σNi − σNj | < σmax (2)

When Ni detects no branch around after a time greater
than Vtime with respect to the timer T2, the node sets in its
BranchChoice the address of the leaf that is driving in the same
direction. Nevertheless, if more than one leaf is a candidate,
then the address of the candidate node having the lowest speed
is put in its BranchChoice. The chosen leaf will become a
branch after receiving a HELLO message from Ni. Selecting
branch nodes with low speeds ensures the stability of the
chain because, according to [23], the lower the relative speed
between the branch nodes, the better the radio communication.

When Ni has Nj address in its BranchChoice variable, if
Nj is still a branch node, Ni updates its time counter T3 with
the last reception timestamp of the HELLO message from Nj .
However, if Ni received no HELLO message from Nj for a
time longer than Vtime, it initializes its BranchChoice to empty
in order to join a new cluster.

4) Algorithm 4. Branch processing: a branch node Ni
participates in the creation of a chain. To this purpose, it
elects an upstream branch and a downstream one from its
current position, taking into account its trajectory direction.
The election process selects the branch nodes that, firstly,
currently exists and that, secondly, have not yet joined a chain
or have chosen Ni as a branch node of their chain.

By keeping the same upstream and downstream branch
nodes for Ni, while Ni location is maintained between them
(no overtaking) and Ni is still in their transmission range
(it receives their HELLO message), the algorithm favors the
stability of the chain.

When Ni detects no branch node either upstream or
downstream, it selects among its 1-hop neighbors the leaf node
driving in the same direction, provided that this latter brings
at least one more link, via its own 1-hop neighborhood, to a
new node previously unknown from Ni. Next, if several leaf
nodes are found, Ni selects, as BranchChoice, the address of
the one that has the highest CT value (see equation 1). This
election will change this leaf node into a branch node after the
reception of the next HELLO message from node Ni. To select
a new branch among leaf nodes, we do not consider a fixed
distance threshold to avoid restricting the scheme to only few
highway contexts. The advantage of using a communication

network metric is to decrease the probability of choosing the
closest node, and therefore the risk of frequently breaking the
chain when vehicles overtake.

Ni updates the “Elected” variable for Nj in its 1-hop
neighbor table: if Nj is connected to Ni, the variable is set at
true and Ni updates its timer T3, otherwise the variable is set
at false.

The branch node Ni checks for the two selected nodes
(upstream and downstream) in its chain the duration elapsed
since it received the last HELLO message from this latter. Ev-
ery neighbor having a duration higher than Vtime is removed.

When the sender Nj is already in the selected nodes
(upstream and downstream) in the chain of Ni, this latter
checks that the position of Nj (upstream or downstream), its
type, and its direction have not evolved, and that Ni address
appears in the selected nodes (upstream and downstream) in
the chain of Nj . If these conditions are fulfilled, Ni updates
the counter T3. If the relative position has changed, it corrects
the position of Nj in the or removes it.

5) Algorithm 5. Turn branch into leaf: a branch Ni goes
back to leaf type when it received no more HELLO messages
from any of the nodes that elected it for a duration above
Vtime. This process refers to the value T3.

IV. PERFORMANCE EVALUATION

This section presents the performance evaluation of the
proposed CBL scheme over varying highway scenarios and
network traffic conditions. SUMO [28] is used in order to
generate the mobility traces of the vehicles over three different
road networks. The clustering scheme itself is modeled with
Matlab.

A. SUMO models
Three different road networks are modeled using the

SUMO simulator:

• R1: 5 km-long three-lane one-way highway;

• R2: 5 km-long three-lane two-way highway;

• R3: 5 km-long three-lane two-way highway, an en-
trance and a highway exit. The exit is located at 1.8 km
from the beginning of the section, while the entrance
is located at 3 km of it.

Three different traffic density cases are considered for this
evaluation. In each case, a ratio of 1/6 trucks and 5/6 cars
is considered. The different traffic densities used are listed in
Table I. In the network R3, 25% of the vehicles arrive via the
highway entrance, 25% of the vehicles take the exit and 50%
of the vehicles just cross the whole road section.
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TABLE I. SCENARIOS AND VALUES OF ROAD TRAFFIC DEMAND

Density Car traffic
(veh/h/direction)

Truck traffic
(veh/h/direction)

R1 R2 R3

Low 500 100 S1 S4 S7
Medium 2000 400 S2 S5 S8
High 4000 800 S3 S6 S9

Where S1 to S9 are the scenarios.

TABLE II. KINEMATIC PARAMETERS FOR CARS AND TRUCKS

Acc Dcc L σ τ MG MS SF SD
Units m/s2 m/s2 m - s m km/h - -
Cars 2 3 5 0.5 1 2.5 150 1 0.1
Trucks 1 2 15 0.5 1 5 130 0.84 0.1

The default car following model included in SUMO simu-
lator is a variant of the Krauß model: each vehicle drives up to
its “desired speed”, while maintaining a perfect safety distance
with the leader vehicle (i.e. the front vehicle). The speed limit
is set at 130 km/h, which corresponds to the legal speed limit
on highways in France. We define two types of vehicles: cars
and trucks. Vehicles are modeled by a set of parameters (the
values are given in Table II):

• Acc: the acceleration capability of vehicles;
• Dcc: the deceleration capability of vehicles;
• L: the vehicle length;
• σ: the Krauß driver imperfection (between 0 and 1);
• τ : the driver-desired minimum time headway;
• MinGap (MG): the offset to the leading vehicle when

standing in a jam;
• MaxSpeed (MS): the maximum velocity of the vehi-

cle;
• SpeedFactor (SF ): the vehicles expected multiplicator

for lane speed limits;
• SpeedDev (SD): the standard deviation of the speed-

Factor;

To achieve realistic car following behavior [29], it is
necessary to use speed distributions for the desired speed.
Otherwise, if all vehicles have the same desired speed, they
will not be able to catch up with their leader vehicle, thus
causing unrealistic situation. Therefore, two other parameters
have been introduced in order to use speed distributions
in SUMO: speedFactor and speedDev. For instance, using
speedFactor = 1 and speedDev = 0.1 will result in a speed
distribution where 95% of the vehicles drive at a speed ranging
from 80% to 120% of the legal speed limit (Fig. 3).

B. Matlab simulation
Simulation time for each of the nine scenarios is 500 s.

Nodes send a HELLO message every 1 s. The thresholds Vtime
are set at 3 s. The free space propagation model is used, with
a transmission range of 500 m.

C. Performance metrics
Seven performance metrics are considered. The average

values reported are picked up when the network is stable
(between 200 s and 500 s):
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FIGURE 3. PROBABILITY DENSITY FUNCTION OF DESIRED SPEED FOR
CARS AND TRUCKS.
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FIGURE 4. STATE OF CHAIN CONSTRUCTION IN THE CASE OF SCENARIO 5
AT TIME T=500S

1) NB Chains: number of chains in the network
2) Branch/Chain: number of branch nodes per chain
3) 1hop/Branch: number of 1-hop neighbors (in the

same traffic direction)
4) Leaf/Branch: number of leaf nodes per branch node
5) Branch time: duration that a node remains a branch
6) Leaf time: duration that a leaf node remains attached

to the same branch node
7) Leaf/Vanet: percentage of leaf nodes in the network

D. Results
The objective of these evaluations is to analyze the struc-

ture created by CBL. Simulating the scenario S5, we observed
that CBL leads to two separate chains, one in each road traffic
direction (Fig. 4).

Therefore, in this paper, only the results of S2 scenario
related to R1 road configuration are commented on, since
this latter is the usual configuration of highway traffic in
one direction (S2 represents the medium of the three studied
densities). However, the results of all the scenarios are in
Table III.

About 70% of the time (Fig. 5), there is only one chain
as targeted for S2 scenario. Sometimes the chains are broken,
mostly due to the changes in the order of the branch nodes
inside the chain, but they are quickly reconstructed. The
cumulative duration when there are more than one chain is
about 30% of the simulation time. It is noticed that chain
breaks increase with the density and the road configuration,
R3 reaching the highest scores due to a lot of vehicles entering
or leaving the road section (see Table III).

When the traffic becomes stable (Fig. 6), after about 150 s
of simulation, there are up to 100 vehicles on the highway.
We see that up to 75% of the nodes are of leaf type, and only
25% are actually branch nodes. This shows the ability of CBL
to optimize the flooding of broadcast traffic since only branch
nodes are allowed to relay it upstream, downstream, or both
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FIGURE 8. NUMBER OF BRANCH NODES PER CHAIN IN THE CASE OF
SCENARIO 2

directions according to application requirements. These results
are confirmed in every scenario (Fig. 7), except in S1, S4, and
S7 where the traffic density is low, and therefore the clustering
is less efficient (more than 50% of branch nodes). Intuitively,
when the network is sparse, the vehicles are more spaced and
there are more isolated nodes that become branch nodes.

Looking at Fig. 8 and 5 together shows that there are about
25 branch nodes when there is only one chain and about 10
branch nodes per chain in the presence of several chains (chain
breaks). Each node has an average of 20 1-hop neighbors
(Fig. 9). The results show that an average of 5 nodes (25%
of the neighbors) choose the same branch node (Fig. 10). A
small number of branch nodes are chosen by 75% of their 1-
hop neighbors, others by only 10% mainly due to their position
(at the end of the chain, etc.). CBL parameters may be tuned
through time threshold value (Vtime) in order to improve the
balance between the number of 1-hop neighbors of a node and
that of the leaf nodes choosing it as their branch.

Each selected node remains a branch about 70 s (Fig. 11).
Even for a vehicle moving at the lowest speed of 80 km/h,
it stays a branch over 1.5 km (3 times the maximum range),
which is a significant distance even on a highway. Moreover,
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FIGURE 9. NUMBER OF 1-HOP NEIGHBORS IN THE CASE OF SCENARIO 2
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FIGURE 10. NUMBER OF LEAF NODES ATTACHED TO A BRANCH NODE IN
THE CASE OF SCENARIO 2
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FIGURE 11. DURATION THAT A NODE REMAINS A BRANCH IN THE CASE
OF SCENARIO 2
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FIGURE 12. DURATION THAT A LEAF REMAINS ATTACHED TO THE SAME
BRANCH NODE IN THE CASE OF SCENARIO 2

TABLE III. MEAN RESULT VALUES FOR ALL SCENARIOS

Scenario 1 2 3 4 5 6 7 8 9
NB Chains 1.65 1.96 2.04 3.29 2.68 3.63 3.36 6.36 9.29
Branch/Chain 13.7 15.9 18.9 12.1 20.4 17.8 9.4 10.4 11.3
1hop/Branch 3.9 18.8 38.6 4.8 21.2 38.2 4.1 17.7 37.8
Leaf/Branch 1.94 4.75 7.03 1.94 4.89 6.84 2.31 3.43 4.42
Branch time(s) 64.4 71.9 70.0 65.1 73 73.5 59.4 53.6 57.7
Leaf time(s) 18.8 20.6 21.3 15.6 22.5 22.6 8.6 23.8 16.5
Leaf/Vanet(%) 28 76 85 25 77 84 46 67 76

See section IV-C for the definition of performance metrics.

each leaf node remains attached to the same branch for 20 s
on average (Fig. 12). It is also known that most V2V safety
applications have a message transmission periodicity ranging
from 50 ms to 500 ms. Consequently, that 70-second time
represents at least up to 40 alerts from a leaf node relayed by
the same branch node to the entire network. These values are
almost the same over all 9 scenarios (Table III).
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V. CONCLUSION AND FUTURE WORK

In the CBL clustering scheme, the vehicles that move at
lower speed in the same traffic direction are good candidates
(branches) for building a stable backbone that we call a chain.
The greater the number of vehicles, the longer the chain. Each
vehicle moving faster is a leaf that attaches itself to a branch
node covering its current location in order to communicate
with the entire VANET. The evaluations show that CBL leads
to a structure that may improve VANET performance regarding
several metrics. First, the branch nodes represent only 25%,
thus allowing optimization of the flooding of broadcast traffic.
Then, among all the neighbors of a given branch, only those
having the better link quality with this latter (25% to 55%)
actually choose it as a branch. The others select other branch
nodes, which will result in a global structure with better link
quality in the VANET. Finally, this study shows that CBL leads
to significant stability since there is only one chain 70% of the
time. A node elected as a branch remains a branch for 70 s,
and it can serve each of its leaf nodes for 20 s. At 130 km/h,
such a leaf would have moved over 720 m while being
connected to the same branch node, which is longer than the
communication range offered by a fixed RSU. As a clustering
approach, CBL can be used in a global VANET architecture
including also V2I communications, which makes it compliant
to ETSI Geonetworking requirements. However, unlike other
geographic routing protocols, CBL is not dependent from any
global location service. Future work will consist in finding op-
timal values of CBL parameters for different traffic conditions,
and in comparing with other clustering schemes.
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Abstract—Latency is an important metric for time-critical
safety applications in vehicular ad-hoc networks (VANETs).
Medium access control (MAC) protocol can be greatly exploited
to achieve low latency. In this paper, we modify the existing
VeMAC protocol frame structure to enhance its latency aspects
for time-critical applications. We introduce additional emergency
slots for transmission of emergency messages so that vehicles
with time-critical emergency messages do not have to wait for
their turn for the transmission of such messages. Our modified
low latency version of the existing VeMAC protocol shows great
improvements in latency for transmission of emergency messages.
We analyze the VeMAC protocol and the proposed protocol
through simulation and show that the proposed MAC achieves
low latency under different scenarios.

Keywords—Vehicular ad-hoc network (VANET); Medium Access
Control (MAC); Vehicle-to-Vehicle (V2V); VeMAC.

I. INTRODUCTION

A vehicular ad-hoc network (VANET) is a network of
moving vehicles, where the vehicles, equipped with suffi-
cient sensing, computation, and communication capabilities,
dynamically form an ad-hoc network without any mandatory
infrastructure. VANETs are a special class of mobile ad-
hoc networks (MANETs), but having unique characteristics
such as high mobility of nodes, dynamic network topol-
ogy, varying communication environment, varying number of
nodes, varying node distribution, etc. VANETs are designed
for the purpose to exchange traffic or accidental information
between vehicle-to-vehicle (V2V) and vehicle-to-road side
unit (V2RSU) networks. VANETs have received tremendous
attention due to plethora of applications they support such as
intelligent transportation system (ITS), traffic information dis-
semination, infotainment, and the Internet connectivity on the
go [1] [2]. Among these, the potential application of VANET
is ITS, where the core objective is to control accidents, reduce
traffic congestion, and improve driving safety in urban areas.

Owing to importance of VANETs and the multitude of
applications supported by the technology, several efforts were
taken to standardize it, FCC allocated 75 MHz spectrum in
the 5.9 GHz band for Dedicated Short-Range Communication
(DSRC) [3] solely for the purpose of V2V and V2RSU
communication. DSRC is widely recognized as the IEEE
802.11p Wireless Access in Vehicular Environments (WAVE)
and is considered the de facto standard for VANETs [4], it is
based on IEEE 802.11 MAC and IEEE 802.11a PHY layer [5].

The prime goal of VANETs is to disseminate safety
and emergency messages, the timely transmission of such
messages is critical to smooth operation of safety applica-
tions. As latency is an important performance metric for
safety/emergency applications and can be controlled through
the medium access control (MAC) layer so this requires for
efficient medium sharing. Thus, an efficient MAC protocol
should ensure high reliability, low end-to-end latency, and high
throughput. Therefore, we analyze and exploit the MAC layer
in reducing the latency for safety/emergency messages in the
context of V2V communication.

In this paper, we propose the emergency enhanced MAC
protocol which is a variant of the VeMAC [6] protocol.
VeMAC is a multichannel TDMA MAC protocol which is
based on ADHOC MAC [7]. The proposed protocol uses
emergency slots to transmit time critical emergency messages
in case of road accidens or collisions among vehicles in
VANETs. Our proposed protocol achieves low latency for
emergency messages under different scenarios and is evaluated
through simulation.

The remainder of the paper is organized as follows. In
Section II, we discuss VeMAC, its working principle, frame
structure and highlight its drawbacks for low latency as-
pects. Subsequently, Section III gives overview of the desired
changes in VeMAC to achieve low latency. In Section IV, we
describe the evaluation details of our proposed MAC protocol
through simulation. We also discuss different real life scenar-
ios for which the protocol is evaluated. Section V discusses
results of the simulation and shows latency improvements
through box plots. Finally, Section VI concludes the paper.

II. RELATED WORK

In this section, we review the related work, especially we
focus on VeMAC. We thoroughly explain VeMAC and its
frame structure.

VeMAC frame structure: VeMAC [6] is a multi-channel
TDMA protocol for VANETs, which utilizes two radios. One
of the radios is always tuned to the control channel c0, while
the other radio can be tuned to one of the service channels.
Each node should acquire exactly one slot on the control
channel. The node holds onto this slot until it does not need
it anymore or until a merging collision occurs. The collisions
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occur if two nodes, with the same slot, enter the same two-hop-
neighborhood due to their Monument. To reduce the number
of collisions, the slots are divided into disjunct sets L, R, and
F as shown in Figure 1. The frame structure is split in two
disjunct sets based on the general direction of movement of
the vehicles. If a node travels in general eastern direction, so
0 − 180◦ degrees of a compass, it would be in the R-subset,
the rest in the L-subset as shown in Figure 2. F is an optional
set for RSUs which has no direction of movement. That way,
vehicles driving in opposing directions are not competing
for the same slot and it reduces the relative speed of nodes
competing for the same slots and thereby increases the network
topology persistence within these sets.

The directions are provided by the GPS unit that each
vehicle is mandatory to be equipped with. With the GPS unit
it is possible to synchronize the frames through the pulse per
second (PPS) signal provided by each GPS receiver. A frame
should start at the beginning of each GPS second.

Figure 1. Frame structure of VeMAC [6].

The VeMAC protocol proposes a time division in a period-
ical frame structure of fixed duration. One frame consists of
100 slots, where the length of one slot is of 1 ms duration,
hence a frame length of 100 ms. Each node should transmit
periodically one message per frame in its allocated slot. The
message consists of a header field, two fields to organize
the allocation of slots on the service channels as well as
one field for exchange of information for high-priority short
applications.

Each node should have a unique random ID to identify the
node. The header of the message of node x includes, amongst
others, the set N(x) which is the set of IDs of the one-hop
neighbors of node x on channel c0, from which node x has
received packets on channel c0 [6] in the previous 100 slots.
With the sets N(y) of each one-hop neighbor y, the node
is able to determine which slots are used by its two-hop
neighborhood. These slots, that the node must not use in
the next 100 time slots, are denoted by T0(x). With this
information, the node builds the set of available slots A(x) =
T0(x) respectively with regard to the directional division, e.g.,
A(x) = T0(x) ∩ R for vehicles driving in eastern direction.
With the provided information the node is able to solve the
hidden-terminal problem.

Node x also determines whether or not all of its one-hop
neighbors received its last broadcast by looking for its ID in
the right slot in all N(y). It thereby constitutes a reliable
broadcast mechanism. Due to the regular transmitting, there

exists an upper bound for transmission of messages of 100 ms.
However 100 ms is a long time in high mobility scenarios.

Figure 2. Division of node per direction [6] showing the distinction for the
L set and R set.

Limitation of VeMAC for emergency messages: In 100 ms,
a car traveling on the highway with the recommended speed of
130 km/h already covers a distance of 3.6 meter and many cars
drive considerably faster on the highway in Germany. While
the 100 ms limit should be sufficient in normal use, it might
be too long for emergency situations where fast responses are
crucial.

III. PROPOSED LOW-LATENCY OPTIMIZED MAC
To reduce the latency in emergency situations, in this paper,

we propose emergency enhanced VeMAC (EEVeMac), which
is variant of the VeMAC protocol, by introducing emergency
slots at the beginning of the L set in slot 0 and R set in slot 50
as shown in Figure 3. They are evenly distributed across the
frame structure to reduce the average distance to any other
slot. The slots are based on the principle of CSMA for the
transmission of time-critical emergency data. In case of an
emergency, a vehicle wants to send time-critical data to notify
other vehicles of its situation. In this way, instead of waiting
for its next allocated slot, the vehicle can use these additional
emergency slots to quickly transmit the messages and avoid
catastrophic situations. With additional slots, vehicles have
three possible slots instead of one to transmit their data during
emergency situations, effectively bringing down the upper
bound latency to 50 ms. While the upper bound latency is
50 ms, the median average is further reduced since a slot
is able to choose from three possible slots for emergency
transmission instead of one.

While the original VeMAC protocol does not define the
exact nature of N(x) for node x, we implemented them in
both VeMAC and EEVeMAC as pair of ID and slot number
to preserve the reliable broadcast mechanism in EEVeMAC.
Through this modification, an ID can be twice in a set. A
receiving node then thereby acknowledges the reception of an
emergency message by including the ID of the sending node in
the emergency slot number in which it received the emergency
message. This implementation decision will extend the length
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Figure 3. Frame structure of VeMAC with emergency slots. The emergency
slots are set at the beginning of the L set respectively the R set.

of the regular message by a maximum of 100 bytes (88 bits
total, 7 bits for representation of numbers up to 128, rounded
up to 8, multiplied by 100 slots).

IV. PERFORMANCE EVALUATION

We evaluate the proposed protocol in OMNeT++ [8] sim-
ulation environment together with Veins [9] and SUMO [10].
Veins is an open source simulation framework for vehicular
network simulation. It bi-directionally couples two softwares:
OMNeT++ is utilized for network simulation and the open
source traffic suite SUMO of the German Aerospace Center
provides the traffic simulation data. SUMO has several car-
following-models and lane-changing-models to reproduce re-
alistic traffic behavior. Veins integrates MiXiM [11] for mod-
eling physical layer effects and provides realistic interference
models. For our simulation we use the two-ray-interference
model provided by Veins [12].
Scenario: The highway interchange Münster south, Germany
was created in SUMO as shown in Figure 4 and provided with
traffic statistic of the state office for road construction NRW
[13] to achieve a realistic traffic scenario.

Two scenarios "straight" and "interchange" with reduced
road traffic and normal road traffic were tested to examine
the influence of node numbers on collisions. In the straight
scenario, only traffic from northern and southern directions
was present; in the interchange scenario vehicles started from
each direction. In each scenario, 20% of cars were presumed
to change from one highway to the other highway with
10% in each direction of the highway. The road traffic was
implemented with the traffic flow functionality of SUMO
which regularly introduces vehicles based on the number of
vehicles per hour. The scenario consists of a car that drives
on the highway in northern direction and wants to change
the highway in western direction on the interchange. It breaks
down on the clover interchange lane and sends an emergency
message. The car drove in north-west direction and hence it
has a regular slot in the first half of the frame structure. In each
scenario, the emergency was set to three different slots. To slot
1, directly after an emergency slot, to slot 25, in the middle
between two emergency slots, and to slot 49, right before an
emergency slot. Each configuration was run with 50 repetitions
to achieve a good confidence interval. In combination with the
other parameters as summarized in TABLE I, this resulted in
600 simulation runs.

North

East

South

West

Figure 4. Interchange Münster south, the car with the emergency tries to
travel from south direction to west direction and breaks down in the clover
interchange line.

TABLE I
OVERVIEW OF SIMULATION PARAMETERS IN THE TWO SCENARIOS.

Parameters Value

Scenario Straight Interchange

Traffic flow from direction North/South North/East/South/West
vehsPerHour (total value) 4645 9476

Use of Emergencyslots False/True False/True
Emergency in Slot 1/25/49 1/25/49

Replications 50 50
Simulation duration 80 sec. 80 sec.

In addition to the aforementioned scenarios, we conducted
a scenario "dense traffic" with additional cars to simulate
extremely dense traffic as it would be expected in urban traffic.
We conducted it with the same parameters as the "Interchange"
scenario, but increased the numbers of vehicles to 13600
vehicles per hour.

V. RESULTS

For the evaluation of EEVeMAC protocol, we measured
two values. The latency from the moment the emergency
occurred to the moment the one-hop neighbors receiving the
emergency message. The second evaluation value consists of
the occurrence of collisions, which were calculated to the
arithmetic average per node. The results showed an overall
improvement of the latency as further explained below.

A. Latency in straight scenario

In the straight scenario, there were 21 nodes in transmit-
ting range of the emergency vehicle at the moment of the
emergency situation. The emergency message took a median
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Figure 5. Evaluation results of straight scenario: On the left the latency results
of EEVeMAC, on the right the latency results of original VeMAC.
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Figure 6. Evaluation results of interchange scenario: On the left the latency
results of the EEVeMAC, on the right the latency results of original VeMAC.

time of 69.99 ms to reach the one-hop neighbors of the
emergency vehicle in the original VeMAC. With EEVeMAC,
with the addition of emergency slots, this value was reduced
to 16.57 ms as shown in Figure 5. If the emergency occurred
in the first slot after an emergency slot, the median latency
was closest to the original protocol with 34.58 ms (VeMAC)
vs. 25.01 ms (EEVeMAC) since there is a good chance that
the regular slot of the emergency vehicle is between the slot
in which the emergency occurs and the next emergency slot.
If there is a regular slot in between the emergency and an
emergency slot, there is no difference between both protocols

as they would both transmit the emergency message in the
regular slot. The improvement occurs in the cases where the
emergency slot is used. The biggest improvement could be
measured with the emergency in slot 49, directly in front
of an emergency slot with 73.79 ms (VeMAC) vs. 0.61 ms
(EEVeMAC) as shown in Figure 8 (a). Without the emergency
slots, the emergency vehicle has to wait at least 50 ms if it
does not have slot 49 as its regular slot. It can not transmit in
the slot numbers 50-99 since the emergency vehicle is driving
in north western direction and hence prefers a slot in the L-
set in slot numbers 0-49 of the frame. With the emergency
right between two emergency slots, the median latency was
improved by 57.61 ms from 81.730 ms in the original VeMAC
to 24.120 ms in EEVeMAC with emergency slots.

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
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Figure 7. Evaluation results of dense traffic scenario: On the left the latency
results of the EEVeMAC, on the right the latency results of original VeMAC.

B. Latency in interchange scenario

The results of the interchange scenario with traffic flow
from each direction showed similar improvements as shown
in Figure 6. In this scenario, 35 nodes were in transmitting
range present during the emergency situation. The median
latency was improved by factor 3 from 48.73 ms (VeMAC)
to 14.66 ms (EEVeMAC). The biggest improvement could be
once again measured if the emergency occurred in the slot right
before an emergency slot 75.61 ms in the original VeMAC
vs. 0.61 ms in the EEVeMAC, the smallest improvement
with the emergency right behind an emergency slot 27.45 ms
vs. 24.7 ms. When the emergency occurred in the middle
between two emergency slots, the median latency still shows
an improvement of 14.6 ms with 38.67 ms measured in the
VeMAC and 24.07 ms in the EEVeMAC as shown in Figure
8 (b).
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(a) Straight scenario - Emergency in slot 1
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(b) Straight scenario - Emergency in slot 25
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(c) Straight scenario - Emergency in slot 49
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(d) Interchange scenario - Emergency in slot 1
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(e) Interchange scenario - Emergency in slot 25
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(f) Interchange scenario - Emergency in slot 49

Figure 8. Overview of evaluation of latency results for the straight scenario and the interchange scenario with the emergency in slots 1, 25, and 49.

C. Latency in dense traffic scenario

In this scenario with additional traffic, 50 nodes were in
range of the emergency vehicle. The results showed overall
similar results as in the normal interchange scenario. The
median latency was measured slightly higher with 16.05 ms
(EEVeMAC) vs. 75.65 ms (VeMAC) as shown in Figure 7.

D. Collisions

The reservation of two slots for transmission of emergency
messages results in a higher expectation of collisions. Instead
of 100 slots for transmission of their regular message, the
nodes only have a maximum of 98 slots to choose from.
Therefore, we also measured the number of collisions. As
a measurement, we took the average number of collisions
per node. The number of collisions increases in the straight
scenario from 0.04575 average collisions per node in the
original VeMAC to 0.04747 average collisions per node in
the EEVeMAC. The results of the second scenario show that
the effect is negligible compared to the effect the numbers
of nodes have. The VeMAC had 0.29483 collisions per node
whereas the EEVeMAC had 0.29096 collisions per node on
average. The average number of collisions increases further
with additional traffic in the dense traffic scenario. In the
simulation runs with VeMAC, 0.52835 collisions occured
whereas EEVeMAC measured 0.66370 collisions.

VI. CONCLUSION

The introduction of emergency slots in VeMAC shows great
improvements for the transmission of high-priority emergency
messages. Instead of median latencies of up to 80+ ms we
achieved in our test configurations a maximum of median
latencies smaller than 25 ms. The latencies were reduced by
factor of 3-4. The median and average latencies were improved
in each study configuration. The reduction of available slots
for regular transmission through the reservation of emergency
slots had negligible effects on the rate of collisions.

Further, in situations where several vehicles try to send
out an emergency message at the same time, competition
emerges and latency increases as the vehicles fail to acquire
the emergency slot. The vehicles can still use their normal
slots to transmit the emergency message which means that
the average latency converges to the maximum latency of
VeMAC, e.g. 100 ms. The performance of EEVeMAC in
emergency situations with two or more involved vehicles
remains to be evaluated. Moreover further research is to be
conducted in regards to the optimal number of emergency
slots and their effect on collision rates.
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Abstract—Increasingly, vehicles will be equipped with information
and communication technologies, e.g., wireless communication
technologies like IEEE 802.11x (Wi-Fi), Bluetooth, mobile com-
munication, etc. These communication technologies enable iden-
tification based on identifier used in communication protocols.
Today, the Vehicle Identification Number, and the license plate
are regarded as vehicle identifier. With new communication
technologies used in modern vehicles secondary vehicle identifier
comes up. This paper analyzes identification of vehicles based on
wireless communication interfaces and presents results of first
real measurements of vehicular Bluetooth and Wi-Fi interfaces.

Keywords–Vehicle Identification; Vehicle Identifier; Wireless
Vehicle Interfaces; Privacy; Vehicle Tracking

I. INTRODUCTION

The IT architecture of vehicles has significantly changed
during the last 10 years. This is shown by the increasingly
availability of components for driving assistance: lane keeping
support, traffic jam assist, automatic parking assistant, remote
parking assistant and so on. This is a prestage of automatic
driving, which is one of the main challenges in automotive
engineering at the moment. Besides driving assistance, modern
vehicles are equipped with wireless interfaces, e.g., Bluetooth
to connect devices (smart phones, tablets, etc.) to the multi-
media component (head-unit) of the vehicle. In addition, head-
units are more and more able to establish a Wi-Fi hot spot to
support internet access for vehicle passengers. Furthermore,
the vehicle-2-vehicle communication technology (V2V) will
be deployed based on IEEE 802.11p technology in the near
future. V2V is one feature of Intelligent Transport Systems
(ITS).

Today, only the Vehicle Identification Number (VIN), and
the license plate are regarded and used as official vehicle
identifier. This paper analyses vehicle identification capabilities
of wireless communication interfaces, first, which can be used
for vehicle identification and tracking. Next, first results of
enforced measurements of vehicular Bluetooth interfaces and
vehicular Wi-Fi hotspots are presented. The communication
interfaces are built in the vehicle to support communication
services for occupants. But we show that these services are
available outside the vehicle and can be misused for unau-
thorized identification and tracking. We only use cheap mea-

surement equipment (partially open source), which is publicly
available. Especially, the applied smart phone measurement
apps can be used by everyone with every modern Android
compatible device for identification of vehicles based on
Bluetooth. The analysis of Secondary Vehicle Identifier based
on Bluetooth and Wi-Fi features is quite new and published
here, first.

The subsequent sections of this paper are organized as fol-
lows: Section II is a description of related work. Subsequently,
identifiers for ITS vehicle stations are presented in Section
III. Section IV describes implemented wireless technologies in
modern vehicles and analyzes identification capabilities. Aim
of the performed tests, used test equipment and investigated
test vehicles are presented in Section V. Results of real
measurements of Bluetooth and Wi-Fi identifier are given in
Section VI. Finally, we summarize our results, and mention
open research issues.

II. RELATED WORK

A classification of vehicle identifier is given in [1], which
is applied in this paper, too. Hwajeng et al. supposed a vehicle
identification and tracking system based on optical vehicle
plate number recognition [2]. Tracking of devices based on
Bluetooth interfaces is already discussed for a lot of applica-
tions, e.g., indoor localization [3] or wireless indoor tracking
[4]. But only in [5], an analysis in Jacksonville, Florida,
to capture vehicle traffic streams is described. Therefore, a
set of Bluetooth receivers was located at the roadside on
specific streets to capture the Bluetooth MAC ID of crossing
vehicles. Besides Bluetooth, IEEE 802.11 compliant devices
were suggested for real-time location tracking in indoor and
outdoor environments [6].

Since the 1th of November 2014, vehicles and motorhomes
have to be equipped with a Tire Pressure Monitoring System
(TPMS) within Europe. They can be separated in direct and
indirect TPMS. Direct TPMS means that specific physical
sensors measure the air pressure of the tires. These sensors
communicate wireless with the vehicle and transmit an iden-
tifier of 28 to 32 bit length. There are different wireless
technologies available for 125 kHz, 315 kHz, and 433 MHz.
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A detection range of up to 40 m for direct TPMS is mentioned
in [7].

Besides the identification of vehicles based on static iden-
tifiers used in communication protocols different feature based
identification methods are suggested. One approach is the
identification of vehicles based on noise features (individual
noise spectrum) [8].

Further identification techniques allow wireless devices
to be identified by unique characteristics of their analog
(radio) circuitry; this type of identification is also referred to
as physical-layer device identification. It is possible due to
hardware imperfections in the analog circuitry of transmitter
introduced at the manufacturing process. A good overview
concerning the physical fingerprinting of different wireless
communication technologies is given in [9].

III. ITS VEHICLE IDENTIFIER

Here, we categorize the available identifiers of vehicles
into two classes. Primary vehicle identifier represent such
identifiers which will be typically regarded today, e.g., the
Vehicle Identification Number (VIN). Secondary Vehicle Iden-
tifier come up with new information technologies used in
modern vehicles.

A. Primary Vehicle Identifier
To date, each vehicle is identifiable based on the distinct

VIN. In some areas, the VIN is integrated as human readable
information in the windscreen of vehicles.

Besides the VIN, vehicles are marked with a licence plate,
which is already used for identification.

With the deployment of the V2V technology vehicles will
be equipped with a long term ECC key pair and an appropriate
certificate [10] [11]. This certificate will become an additional
primary vehicle identifier.

B. Secondary Vehicle Identifier
Modern vehicles are equipped with multi-media compo-

nents (head-unit), which are able to establish communications
with electronic devices of drivers or passengers. Typically,
wireless communication technologies, e.g., Bluetooth, are used
for that purpose.

A Bluetooth multi-media device emits a static 48 bit MAC
identifier. The MAC ID is composed of two parts: the first
half is assigned to the manufacturer of the device, and the
second half is assigned to the specific device. In addition,
each Bluetooth device emits a “User-friendly-name” which is
typically alterable. Bluetooth devices operate in the ISM band
(2.4 to 2.485 GHz).

Moreover, vehicle head-units allow any Wi-Fi equipped
laptop, tablet or mobile phone to access the internet within
the ITS vehicle station while travelling if the head-unit has
mobile communications capabilities. But head-units configured
as access point need a unique Service Set Identifier (SSID) or
network name to connect devices. In addition, each head-unit
needs an unique MAC address.

If vehicles are equipped with mobile communication ca-
pabilities an International Mobile Subscriber Identity (IMSI)
is required. That is an unique ID to identify a mobile device
within the network. In addition, a SIM card with an assigned
mobile phone number is needed for mobile communication.

In [9], physical fingerprinting of wireless transmitter is
investigated. So, a complete feature set for physical finger-
printing of a transmitter is a secondary vehicle identifier. So far
mentioned vehicle identifiers are sufficient for identification all
the time. Furthermore, vehicle identifier with a limited validity
period, e.g., pseudonymous certificates (termed authorization
tickets by ETSI) exist. Pseudonymous certificates come up
with the V2V technology.

Initially, secondary vehicle identifier have no formal char-
acter in contrast to a licence plate or VIN. But it is technically
very easy to capture Bluetooth and Wi-Fi identifiers of a
vehicle shown in Section VI. So, attackers can misuse them
for their purposes.

IV. WIRELESS TECHNOLOGIES

Here in this section wireless technologies, which are ap-
plied in vehicles are described, first. In addition an anal-
ysis concerning identification capabilities based on wireless
communication technologies is given. We only address local
wireless communication technologies, which are quite easy to
detect and omit mobile communications like GSM, LTE, or
5G.

A. Bluetooth
The concept behind Bluetooth is to provide a universal

short-range wireless communication capability using the 2.4
GHz band, available globally for unlicensed low-power uses.
Bluetooth is specified by the Bluetooth special interest group
[12].

1) Technology: Bluetooth provides support for three appli-
cation areas using short-range wireless connectivity:

• Data and voice access points: Bluetooth facilitates
real-time voice and data transmissions by providing
effortless wireless connection of portable and station-
ary communications devices

• Cable replacement: Bluetooth eliminates the need for
numerous, often proprietary cable attachments for
connection of practically any kind of communication
devices. The range of each radio depends on the output
power (up to 100 m)

• Ad hoc networking: A device equipped with a Blue-
tooth radio can establish instant connection to another
Bluetooth radio as soon as it comes into range

In vehicles Bluetooth is used for connecting a smart phone
to the:

• Hands-free phone system
• Vehicular head-unit to use the loudspeaker of the head-

unit to output the music from the smart phone

The Bluetooth architecture is divided into different layers.
It starts with the Radio Frequency (RF) Layer, also termed
physical layer (PHY). To be resistant to disturbance a fre-
quency hopping spread spectrum (FHSS) is used. Bluetooth
devices operate in the ISM band (2.4 to 2.485 GHz). This
frequency range is divided into channels of a bandwidth of
1 MHz. There are 79 useable channels. Three classes of
transceivers are available with different output power: 1 mW,
2,5 mW and 100 mW.

At first, Bluetooth devices have to establish a connection,
termed pairing, to exchange data. This procedure is initiated
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by the master device based on the inquiry process. During this
process Bluetooth devices respond with inquiry reply messages
including BD ADDR and clock rate (CLK), etc. During the
pairing process the jump sequence for sharing the channels
is calculated by the master device and synchronized with the
slave devices.

There exist a range of Bluetooth versions from Bluetooth
1.0a (published 1999) to Bluetooth 5.0 (published 2016).

2) Identification Capabilities: A Bluetooth multi-media
device emits a static 48 bit MAC identifier (BD ADDR). The
MAC ID is composed of three parts: Lower Address Part
(LAP), Upper Address Part (UAP), and Nonsignificant Address
Part (NAP). LAP (24 bit) and UAP (8 bit) are assigned to the
manufacturer of the device, and NAP (16 bit) is assigned to
the specific device. In addition, each Bluetooth device emits a
“User-friendly-name” which is typically alterable. BD ADDR
and the “User-friendly-name” are the primary identifier. In
addition, the data set of a Bluetooth device: CLK, Bluetooth
device profile, and the Host Controller Interface (HCI) can be
used for identification purposes, too (Table I).

B. Wireless Local Area Network (Wi-Fi)

Primary, Wi-Fi is based on the communication standards
which was made for cable based Local Area Networks (LAN),
IEEE 802.11 X.

1) Technology: Briefly spoken, Wi-Fi devices support two
different modes:

• Ad-Hoc mode, termed independent BSS (IBSS): Wi-
Fi devices communicate peer-to-peer. During the com-
munication data pakets are send to all devices of the
network but discarded by the devices if the destination
address does not fit

• Access point mode, termed Basic Service Set (BSS):
All Wi-Fi devices are connected with the access point
(hot spot)

Head-units of modern vehicles provide Wi-Fi hot spots. So
any Wi-Fi equipped laptop, tablet or mobile phone is able to
access the internet within the vehicle while travelling if the
head-unit has mobile communication facilities (GSM, LTE).

Different Wi-Fi Standards exist: IEEE 802.11b / g / a / n /
ac. They differ in the used frequency band (2,4 GHz and/or 5
GHz), and communication speed (1 Mbit/s . . . 6,96 Gbit/s). The
frequency band is splitted into channels (2,4 GHz: 13 channels
with a bandwidth of 5 MHz, whereby 5 channels are needed
to establish a network). In the 5 GHz frequency band a 455
MHz frequency bandwidth is reserved for Wi-Fi to establish
18 different Wi-Fi networks.

One of the management frames in IEEE 802.11 based
Wi-Fis are beacon frames. Beacon frames are transmitted
periodically to announce the presence of a wireless LAN
and contain information about the network. Beacon frames
are transmitted by the access point in an infrastructure basic
service set (BSS). In IBSS network beacon generation is
distributed among the stations.

2) Identification Capabilities: Primary identifier are:

• Basic Service Set ID (BSSID) or MAC address of the
Wi-Fi device and

TABLE I. TECHNOLOGY SPECIFIC IDENTIFICATION FEATURES

Technology First Level Features Second Level Features
Bluetooth MAC ID (BD ADDR) CLK, Bluetooth device profil

“friendly name” Host Controller Interface
IEEE 802.11 X (Wi-Fi) MAC ID (BSSID) Information in Beacon Frames

“SSID”

• SSID (primary name associated with an 802.11 wire-
less local area network with a maximum length of 32
characters)

In addition, information in Wi-Fi beacon frames could be
used for identification, too (Table I).

V. MEASUREMENTS

In this section the performed test cases and the used test
equipment is described.

A. Aim of the Measurements
With the measurements we investigate vehicular Bluetooth

as well as Wi-Fi communication capabilities especially for
identification purposes outside the vehicle. Therefore, follow-
ing measurements, divided into test cases, are performed:
• Test case 1: Radiation characteristics
• Test case 2: Signal strength
• Test case 3: Activity of the transmitter
• Test case 4: Detection of Secondary Vehicle Identifier

in stand still mode of the vehicle
• Test case 5: Detection of Secondary Vehicle Identifier

in driving mode of the vehicle

B. Test Vehicles
The following vehicles were investigated in the following

measurements:
• Skoda Octavia 3: Only used for Bluetooth measure-

ments
• VW Passat B8: Only used for Bluetooth measurements
• Opel Astra 2016 incl. OnStar: Only used for Wi-Fi

measurements
• Opel Insignia Innovation 2016 incl. OnStar: Only used

for Wi-Fi measurements

C. Test Equipment
1) Bluetooth Test Equipment:

• Notebook
◦ ThinkPad X201 with Kali Linux (64 Bit,

version 2016.2), BTScanner version 2.0, and
Kismet version 2016-07-R1

◦ Ubertooth One (firmware git-579f25) with
Ubertooth-Specan-Ui, and Ubertooth-Rx ver-
sion 201-10-R1 [13]

◦ Standard antenna, LogPer Antenna and di-
rectional antenna WIFI-LINK WAVEGUIDE
Antenna PN: WCA-2450-12, 2,4-2,5 GHz, 12
dBi

• Smart phone
◦ Samsung Galaxy S6, Android 6.0.1, Bluetooth-

Scanner app version 1.1.3 (from google play-
store)
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Figure 1. Radiation characteristic of the Octavia Bluetooth device

2) Wi-Fi Test Equipment:

• Notebook
◦ Notebook Lenovo ThinkPad T400, Ubuntu

16.04 LTS and LinSSID version 2.7
◦ USB-Wi-Fi-device: TP-Link TL-WN722N

with standard antenna and directional antenna
WIFI-LINK WAVEGUIDE Antenna PN:
WCA-2450-12, 2,4-2,5 GHz, 12 dBi

• Smart Phone
◦ Huawei P8 lite 2017, Wifi-Analyzer App (from

google playstore)
◦ Samsung S7, Wifi-Analyzer App (from google

playstore)

VI. MEASUREMENTS AND RESULTS

In this section the test results of the performed tests are
desribed.

A. Bluetooth Measurements for the Octavia (and partly Pas-
sat)

1) Test Case 1: As test equipment a Lenovo ThinkPad
X201, with Ubertooth One, Ubertooth-Specan-Ui and standard
antenna is used. Measurements are performed at one position
inside and 8 positions outside the vehicle. The positions and
results are plotted in Figure 1. As we expected, the highest
signal strength of -30 dBm has been detected inside the
vehicle. But also outside the vehicle, a strong signal strengh
has been measured.

2) Test Case 2: As test equipment a Lenovo ThinkPad
X201, with Ubertooth One, Ubertooth-Specan-Ui and different
antennas is used: Standard antenna, LogPer antenna and direc-
tional antenna WIFI-LINK WAVEGUIDE. The test results are
presented in Table II. With all antennas the Bluetooth signal
can always be detected, within a distance of 21 m.

3) Test Case 3: The Bluetooth module of the head-unit
starts with scanning of Bluetooth devices which were already
paired in the past and are registered in the pairing list of the
head-unit after starting the ignition. Scanning is switched off
after the deactivation of the ignition and removal of the key.

TABLE II. SIGNAL STRENGTH OF THE OCTAVIA BLUETOOTH
DEVICE

Distance Standard Antenna LogPer Antenna Directional Antenna
3 m -50 dBm -56 dBm -47 dBm
6 m 53 dBm -60 dBm -51 dBm
9 m -63 dBm -63 dBm -54 dBm

12 m -67 dBm -65 dBm -56 dBm
15 m -71 dBm -68 dBm -60 dBm
18 m -75 dBm -69 dBm -63 dBm
21 m -78 dBm -72 dBm -65 dBm
30 m -75 dBm -68 dBm

Figure 2. Test arrangement for the detection of Secondary Vehicle Identifier
in stand still mode

4) Test Case 4: First, as test equipment a Samsung Galaxy
S6 with the Bluetooth scanner app is utilised. Figure 2 presents
the test setting. The following information about the Bluetooth
device of the head-unit can be captured with the mentioned test
equipment:

Skoda TF
0 0 : 1 7 :CA: D9 : 6B: 7 7 (−65 dBm)
AUDIO VIDEO HANDSFREE
Scan Cycle 199 ( 2 0 . 1 1 . 1 6 1 5 : 0 1 )

SSID “Skoda TF”, BSSID “00:17:CA:D9:6B:77”, the service
“AUDIO VIDEO HANDSFREE” and the “Scan Cycle 199
(20.11.16 15:01)” with date were captured. These information
are readable up to a distance of 24 m (signal strength at this
distance: -83 dBm) (it has to be mentioned that the owner of
the Skoda Octavia has already altered its SSID. “Skoda TF”
is not the factory setting).

The following information are captured from the Bluetooth
device of the head-unit of the Passat up to a distance of 12 m
(signal strength at this distance: -84 dBm):

VW BT 2058
A8 : 5 4 : B2 : FE : 3 0 : 3 5 (−79 dBm)
AUDIO VIDEO HIFI AUDIO
Scan Cycle 25 ( 0 2 . 1 1 . 1 6 1 3 : 1 5 )

From a privacy perspective it is remarkable, that the name of
the automaker is part of the SSID and that the number part
“2058” of the SSID is chosen from the VIN of the Passat.

Next, as test equipment Lenovo ThinkPad X201, Ubertooth
One with Ubertooth-RX is used to perform the same test case.
Subsequent information can be captured if the test equipment
is switched on and a Samsung Galaxy S6 will be connected
to the Octavia head-unit:

s y s t i m e =1479652524 ch =39 LAP=d96b77 e r r =0
c l k n =100728 c l k o f f s e t =1540 s=−35 n=−55 . . .
s y s t i m e =1479652571 ch =39 LAP=68 dae3 e r r =0
c l k n =250437 c l k o f f s e t =5596 s=−21 n=−55 . . .
s y s t i m e =1479652571 ch =39 LAP=68 dae3 e r r =0
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Test equipment
  Smartphone /
     Notebook

Vehicle

Figure 3. Test arrangement for the detection of secondary vehicle identifier
in driving mode

Figure 4. Radiation characteristic of the Opel Insignia Wi-Fi device

c l k n =251217 c l k o f f s e t =5613 s=−16 n=−55 . . .

This information can be captured up to 18 m with the standard
antenna and up to 42 with the directional antenna.

5) Test Case 5: With the test equipment Samsung Galaxy
S6 with the Bluetooth scanner app, subsequent information can
be captured up to a speed of 30 km/h. Figure 3 shows the test
case.

Skoda TF
0 0 : 1 7 :CA: D9 : 6B: 7 7 (−65 dBm)
AUDIO VIDEO HANDSFREE
Scan Cycle 199 ( 2 0 . 1 1 . 1 6 1 5 : 0 1 )

B. Wi-Fi Measurements for the Opel Insignia (partly Opel
Astra)

1) Test Case 1: As test equipment a Lenovo ThinkPad
T400, TP-Link TL-WN722N with standard antenna, and
LinSSID is used. The signal strength of the Wi-Fi access point
(Wi-Fi-AP) has been measured at 8 fix point outside and at 1
point inside the vehicle. The positions are equal to the Blue-
tooth test case. But in contrast to the Bluetooth measurement,
the distance between the vehicle and the measurement tool is
5 m. The results for the Opel Insignia are plotted in Figure 4.
As we expected, the highest signal strength of -22 dBm has
been detected inside the vehicle. But also outside the vehicle,
a strong signal strengh has been measured.

2) Test Case 2: As test equipment a Lenovo ThinkPad
T400, TP-Link TL-WN722N with standard antenna, and
LinSSID on the one side and Samsung S7, and Wifi-Analyzer
on the other side are used. With the TP-Link TL-WN722 and

Figure 5. Radiation characteristic of the Opel Insignia Wi-Fi device

the Samsung S7 the signal strenght are measured in ascending
distances to the vehicle, in direction to the right front door.
The results are plotted in Figure 5. Only little differences in
signal strength can be detected between an active connection
and a non connection of a client to the Wi-Fi-AP of the Opel
Insignia. The measurement sensitivity of the smart phone is
about 10 dBm lower for distances greater 10 m in contrast to
the measurements with the TP-Link. With both measurement
devices the signal of the Wi-Fi-AP can always be detected,
within a distance of 60 m.

3) Test Case 3: As test equipment a Lenovo ThinkPad
T400, TP-Link TL-WN722N with standard antenna, and
LinSSID is used.

General Motor and Opel provide vehicle online connectiv-
ity based on the OnStar service. Only if the OnStar service is
enabled the Wi-Fi-AP of the Opel Insignia can be switched
on. The Wi-Fi transmitter is activated, when the ignition is
started and deactivated when the key is removed from the
ignition lock. An enabling or disabling of the Wi-Fi-AP is
not possible by the driver, with the usage of the configuration
menu implemented in the vehicle (disabling possible with an
appropriate smartphone app).

4) Test Case 4: As test equipment a Lenovo ThinkPad
T400, TP-Link TL-WN722N with standard antenna, and
LinSSID on the one side and Samsung S7, and Wifi-Analyzer
on the other side are used. Figure 2 presents the test setting.
In stand still mode the following Secondary Vehicle Identifier
and additional information has been measured for the Wi-Fi
device of the Opel Insignia, for all distances up to 60m with
both test equipments.

SSID : WiFi H o t s p o t 1760
BSSID : C4 : 4 9 :BB : 2 1 : 9 1 : DE
Frequency : 2437 MHz; 2448−2426 = 22 MHz
Channel : 6
Misc . : WPA2−PSK−CCMP+TKIP , ESS ,

MITSUMI ELECTRIC Co . , LTD

Next, we determine the maximum detection distance for
the Secondary Vehicle Identifier. As test equipment a HP
notebook, TP-Link TL-WN722N with standard antenna, and
a LinSSID on the one side and a Huawei P8 lite 2017 with
a Wifi-Analyzer on the other side are used. The results are
presented in Table III for the Wi-Fi device of the Opel Astra.
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TABLE III. SIGNAL STRENGTH OF THE ASTRA WI-FI DEVICE IN
STAND STILL MODE

Distance Signal strength Signal strength
Huawei P8 lite 2017 TP-Link TL-WN722N

216 m -82 dBm -81 dBm
424 m no signal -91 dBm

TABLE IV. SIGNAL STRENGTH OF THE ASTRA WI-FI DEVICE IN
DRIVING MODE

Speed Maximum signal strength Maximum signal strength
Huawei P8 lite 2017 TP-Link TL-WN722N

50 km/h -60 dBm -55 dBm
100 km/h -71 dBm -50 dBm

If a signal has been detected, then the SSID and the BSSID
can always be extracted. The smart phone detected a signal up
to 216 m, the USB-Wi-Fi-device up to 424 m.

5) Test Case 5: As test equipment a HP notebook, TP-Link
TL-WN722N with standard antenna, and a LinSSID on the one
side and a Huawei P8 lite 2017 with Wifi-Analyzer app on the
other side are used. Notebook with USB - Wi-Fi device and
smart phones operate 1 m above the floor beside the roadway.
Figure 3 shows the principle test case. The results for the Wi-
Fi device of the Opel Astra are presented in Table IV. The
maximum signal strenght has been detected by the USB-Wi-
Fi-device. The measured signal strengths with the TP-Link for
50 and 100 km/h are surprising. We assume that this issue
is caused by the moving vehicle and the sample rate of the
measurement devices of about 1 Hz (vehicle moves 13,9 m/s
by 50 km/h and 27,8 m/s by 100 km/h).

VII. CONCLUSION

As shown in Section VI, it is technically very easy to cap-
ture Secondary Vehicle Identifier based on wireless interfaces
of vehicles, especially Bluetooth and Wi-Fi (even with low
cost equipment shown in this paper). Although, this interfaces
are designed to connect devices of occupants, vehicle identifier
can be detected far away from the vehicle (Wi-Fi 424 m with
a TP-Link device) and high vehicle speed of up to 100 km/h.
This enables the misuse of vehicle identifier for the tracking
of vehicles.

In the context of the upcoming V2V communication our
results are worrying concerning privacy of vehicles and drivers.
The V2V communication is a short range communication
technology with a communication range of about 800 m in
open space. In future, each vehicle periodically broadcasts
Cooperative Awareness Messages (CAM) with a packet gener-
ation rate of 1 up to 10 Hz. A CAM contains a lot of data about
the sending vehicle: current geographic position, speed, driving
direction, etc., at a specific time. One privacy requirement is
that a receiver can not link a CAM to a specific vehicle. Now,
Secondary Vehicle Identifier can be misused to link captured
CAM messages to a specific vehicle [14].

Besides the investigation of wireless Secondary Vehicle
Identifiers, we noticed, that the security configuration of the
Wi-Fi-APs in the examined vehicles should be improved.
For example, neither MAC filtering, invisibility of the SSID
identifier nor adjustable signal strengh, etc., can be set based
on the Wi-Fi-AP configuration menues. A first improvement
is to implement the security features suggested for WiFi-APs

in generell. A comprehensive source for network security is
the BSI IT-Grundschutz Catalogue [15].
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Abstract—The automotive industry relies increasingly on com-
puter technology in their cars, which malicious attackers can
exploit. Latest published attacks have further shown an increased
attack surface by adding wireless interfaces to vehicle on-board
systems. Most of these attacks are based on spoofing or sending
tampered bus messages, which we were able to reproduce over
the last years as well. We found additional vulnerabilities with the
same attack vector in cars of international Original Equipment
Manufacturers (OEMs). The discovered vulnerabilities can be
dangerous to life while the driver doesn’t have any possibilities to
prevent them. Based on this knowledge we developed an approach
to prevent such attacks on Electronic Control Unit (ECU)-level.
In this publication, we introduce a new type of countermeasure
to reduce the attack surface of vehicles with less or no overhead.
Therefore, we concentrate on plausibility checks in a new way, by
employing hard-wired signals to determine the operational state
of the car. As a result, we are hardening the security against
attacks on legitimate functions.

Keywords–Automotive Safety and Security; Vehicular Attacks;
Plausibility Checks.

I. INTRODUCTION

Modern automobiles consist of more than 50 ECUs, which
contain and implement a total of up to 100 million code lines
to control safety-critical functionality. This fact, combined
with the close interconnectivity of automotive ECUs, opens
up new possibilities to attack these systems which impair the
safe operation of the vehicle. The feasibility of such attacks
has been investigated and already demonstrated by several
groups of researchers [1] [2]. Additionally, attacks via access
to the internal vehicle network, that can cause life-threatening
injuries have also been demonstrated in the past [3] [4].

Furthermore, car manufacturers tend to equip their cars
with more entertainment and comfort features using wireless
connectivity. One example is the detection of traffic obstruc-
tions by using Car-2-X communication to process traffic or
general environmental information provided by an ad-hoc
network. In the same way, providers of car-sharing, car-rental
and other fleet based services use cellular networks for the
communication with their backbone. Additionally, manufactur-
ers implement the ability to execute software updates outside of
car workshops, in order to fix problems within a short time [5].
These interfaces potentially provide means to remotely exploit
vulnerabilities, obtain access to the in-vehicle network and
control critical systems from a distance [6] [7].

Especially, with the remote exploitation of the Jeep Chero-
kee [6], Miller and Valasek showed that physical access
through an On-Board Diagnostics (OBD)-Connector is not
mandatory any more. One year after the remote exploitation

of the Jeep they provided an update on what is possible in car
hacking. This time the experts didn’t use a remote connection
for their attacks, but a direct connection to the internal car
network via the OBD-connector. The fundamental approach
was to stop an ECU which is connected to the Controller
Area Network (CAN) in order to send spoofed messages to
another in-vehicular subscriber. As a result, they were able
to execute different functions, e.g., deceleration of the vehicle
or activating the parking assistant in an inappropriate driving
condition. To prevent such misuses, ECUs typically use plau-
sibility checks to validate the requested function with the state
of vehicle. For this purpose ECUs use bus messages to derive
the current state of the vehicle. Unfortunately, these messages
are typically not protected from malicious modifications.

Additionally, our actual research has discovered a weakness
in a safety critical component due to the fact, that this
component provides diagnostic functions for a special use case.
Unfortunately, these functions are available during the regular
operation of the vehicle, potentially leading to life-threatening
injuries. The discovered weakness is based on a requirement,
suggesting a weak algorithm to ensure authentication. More-
over, this requirement is proposed by a standard. Thus, we
consider it as reasonable, that this weakness scales over several
manufacturers.

To prevent such issues, authenticity and integrity of bus
messages has to be ensured and therefore cryptographic meth-
ods can be applied. A typical approach for this is the applica-
tion of a Keyed-Hash Message Authentication Code (HMAC)
on salted messages. This type of cryptographic measure en-
sures the desired protection goals, with an acceptable need of
computational performance, which is a fundamental constraint
in the automotive domain. Nevertheless, there are existing
drawbacks when using HMACs. In particular, the increasing
bus load when attaching an HMAC on each message. Further-
more it requires an extensive key management. Accordingly
to the constraints in the automotive domain like restricted
bandwidth and power, a trade-off between protection level
and required resources is necessary. Unfortunately, this often
leads to a non-implementation of necessary security measures.
In this paper, we propose an approach of using local ECU
signals, in addition to the information which the ECU receives
from bus systems, to perform plausibility checks. In detail, the
contributions of this paper are the following:

Problem: Spoofing and tampering of bus messages in
vehicular networks can lead to safety critical situations. To
prevent these situations, message authenticity and integrity
have to be ensured. Therefore, cryptographic measures can be
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used, but they are often not applicable due to the fundamental
constraints in the automotive domain. Solution: Apply plau-
sibility checks with local ECU signals to verify data integrity
without cryptography. Our Contribution: A novel approach
for plausibility checks with local or directly measured signals
for hardening security in the automotive domain. Moreover, the
approach to secure safety-critical functions with plausibility
checks hardens security with minimal integration effort in the
typical automotive engineering process.

The paper is structured as follows: Section II summarizes
the related work in the area of automotive security measures,
followed by our approach in Section III, which is divided in
methodology and its applicability. Furthermore, we propose
a way to locate suitable signal sources inside vehicles that
are necessary for our approach. This is followed by an appli-
cation example that should be able to prevent the published
exploitation of a passenger vehicle. In Section IV we give a
short summary of our work and present an outlook on how
our approach could be combined with other security measures
in Section IV.

II. RELATED WORK

Automotive manufacturers, suppliers and other organiza-
tions have already recognized the necessity for security mech-
anisms in the automotive domain. For this reason, a cyber
security alliance was founded in the USA. The major objective
of the Automotive Information Sharing and Analysis Center
(AUTO-ISAC) [8] is to enhance cyber security awareness
and the coordination for the automotive domain. Moreover,
the alliance is providing best practices for organizational and
technical security issues to support the developing process
of their members. An additional effort was initialized by
the Society of Automotive Engineers (SAE) with the J3061
guidebook [9], summarizing recommended security practices
that can be applied in the automotive domain. Unfortunately,
the guidebook gives no concrete reference implementations for
possible measures.

A more comprehensive approach for security in cars is
presented by Gerlach et. al. [10]. They propose a multi-
layer security architecture for vehicular communication which
implements different measures. In particular, they propose
digital signatures with certificates as methods for providing
authentication, integrity, and non-repudiation of the received
messages. Due to the underlying asymmetric cryptography,
high-performance ECUs or ECUs with additional Hardware
Security Modules (HSMs) are needed. They further consider
an application of cross-layer plausibility checks [10] as mean-
ingful. Therefore, they establish a single instance in the vehicle
which collects information from any existent source in the
car. The instance is called plausibility checking module and
creates its own independent view of the current vehicle state.
If deviations from normal operation are detected, the instance
reacts by triggering a warning. Unfortunately, the proposed
instance is not implemented in each ECU, hence triggered
counteractions or warnings have to be transferred over the
unsecured bus again.

An additional approach is presented by Dhurandher and his
researchers [11]. They propose an application of reputation and
plausibility checks for Vehicular Ad Hoc Networks (VANETs).
In particular, their proposed algorithm is able to detect and
isolate malicious nodes by the use of sensors. Although they

present an efficient and effective algorithm, the approach is
designed for wireless nodes and their unique characteristics.
Unfortunately, a concept for adaptation to in-vehicle networks
is not given.

III. APPROACH

We consider an application of plausibility checks as ad-
ditional protection mechanism as meaningful, if the relevant
functions are able to change the physical state of the vehicle.
This is partly explained by the fact that for these type of func-
tions sensor values are already exist. As a result, our approach
is applicable for a great set of functions and in particular for
almost all safety-related functions. To decide if a function can
be protected by our approach, some requirements have to be
met. We define these requirements in the following and we
further present an application example. Therefore, we divide
our approach into two parts: (1) required steps to validate if the
selected function can be protected by a plausibility check (see
Figure 1) and (2) a reference implementation for plausibility
checks with local ECU signals. Finally, we give an application
example which is explained in Section III-C).

A. Applicability of Plausibility Checks
To validate if plausibility checks are applicable, a few

requirements have to be checked beforehand. For this purpose,
we define and highlight them as selection steps in Figure 1.

Standard controls
e.g. HMAC

Apply signal based
plausibility checks

b) Function depends
on the state of the

vehicle

End

a) Function is rated
with severity value

S ≥ 1

Start

Yes

Yes

No

No

Figure 1. Methodology for applying signal based plausibility checks.

Figure 1 shows the required steps to identify functions that
are applicable for plausibility checks. Before we can validate
Step a), a hazard and risk analysis has to be performed. This
is a demand of the functional safety standard ISO 26262 [12].
The aim of the analysis is to identify potential hazards of a
function. Furthermore, for each hazard a so-called Automotive
Safety Integrity Level (ASIL) based on three values is calcu-
lated. One of these values is defined as severity, describing
the possible impact of the malfunction related to the selected
function. Thus, we consider a selection of functions able to
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cause hazards with a severity value greater or equal to S1 as
meaningful. In particular, a severity value of S ≥ 1 implies
injuries of vehicle occupants [12] and must be prevented. If
the function is rated with S ≥ 1, the next step is to check,
if the selected function has dependencies on the vehicle state
(moving or standing still, etc.) as shown by Step b) in Figure 1.
If plausibility checks are not applicable, but the function is
rated with S ≥ 1, we deem an application of standard security
controls to be mandatory.

B. Plausibility Checks with Local ECU Signals
To guarantee that signals used for plausibility checks can

not be maliciously modified or sent, we have to implement
protection mechanisms. In particular, we have to ensure the
authenticity and integrity of the used signals. Therefore, we
could apply the already mentioned cryptographic methods with
all their drawbacks. Instead, we chose another way to ensure
the protection of the information assets without the afore
mentioned drawbacks. To explain the approach we take a closer
look into automotive architectures like the one presented in
Figure 2.

<<Gateway>>

Radio

<<ECU>>

ABS 

<<ECU>>

ACC

<<ECU>>

EPS

<<ECU>>

EPB

<<ECU>>

SCM

Chassis CAN (CAN-C)

<<ECU>>

SCLM

<<ECU>>

ESCL

<<Gateway>>

BCM

<<ECU>>

 .

Interior CAN 

(CAN-IHS)

= Wireless interface

= Internal bus connection

= Hard-wired connection

GSM/4G, BT

<<ECU>>

 .

<<ECU>>

 .

<<Sensor>>

Torque

<<Sensor>>

Wheel speed 

<<Port>>

OBD

LIN CAN-Diagnostic 

Figure 2. Part of the electrical architecture of a Jeep Cherokee 2014, based
on the work of Valasek et. al. [6]. As diagram notation we use the UML4PF

profile extension [13].

Figure 2 represents a part of the E/E architecture of a
Jeep Cherokee 2014, which was the attack target of the re-
searchers [6] [14] mentioned in the beginning. The architecture
shows different ECUs and gateways interconnected by three
CAN-Bus systems (CAN-C, CAN-IHS, CAN-Diagnostic), as
well as one LIN-Bus. Furthermore, each wheel has a sensor
measuring the wheel speed which is hard-wired to the Antilock
Braking System (ABS), respectively the Electronic Stability
Control (ESC). This information can be used to derive ECU
local signals for plausibility checks without the need for
cryptographic algorithms. In particular, these sensor values can
indirectly describe the state of the vehicle. With the wheel
speed sensor shown in Figure 2, we can derive whether the

vehicle is moving or not. If the vehicle is on halt, all sensor
values of the wheels have to be zero or vary significantly due
to a spinning wheel. This hard-wired sensor type is only an
example. Additionally, we can combine two or more sensor
values to derive more precise information about the state of
the vehicle. The important point in our approach is that an
ECU with hard-wired sensors can operate as a guardian against
spoofed or tampered signals. In general, it is important that a
safety critical function can be additionally protected by one or
more hard-wired sensor values. By adding this requirement,
an attacker would no longer be able to spoof sensor values
over bus messages, while ECUs can verify the plausibility
of the received values. We are aware that hard-wired sensors
can increase cabling efforts, if an ECU normally doesn’t have
access to any hard-wired sensors. However, the addition of
security techniques is often tied to increased costs.

To be precise, authenticity and integrity are only ensured,
if the attacker is not capable of getting access to the sensors
themselves, requiring him to be in the vicinity of the vehicle.
We assume that the possibility of an attacker accessing sensors
is unlikely in comparison to his ability to send spoofed
messages via CAN [6]. This is reasonable due to the fact
that an attacker has to overcome several physical barriers,
e.g. opening the hood, ECU housing or removing the wire
insulation.

C. Application Example
As an example, we want to discuss the latest Jeep [14]

hack, as well as the attack on the steering system which have
been done. Generally, the vulnerabilities in diagnostic mode,
which the researchers used for disabling the Jeep’s brakes
among other things, are only working if the car is in reverse
and slower than 5 mph. How can we make sure, that the values
received for plausibility checks are valid and not tampered
with? We want to answer this question by the following
examples, based on the already mentioned vulnerabilities and
how our approach would prevent these hacks in the future.

In the first example, the researchers set the real ECU in a
service mode causing it to stop sending messages on the bus.
This step enables them to send their own messages in the name
of the jammed ECU. Electric Power Steering (EPS), which can
be integrated in modern vehicles, e.g., the hacked Jeep series,
requires various input parameters for calculating the electric
steering support. One of these control values is the velocity
of the vehicle. Depending on the current speed and other
parameters, the Steering Control Module (SCM) calculates
the steering torque. Basically, the steering torque support is
decreasing by the SCM, when the velocity is increasing.
Applied to the example of the Jeep hack, we want to show the
determination of the steering torque threshold, which was one
of the conditions the Jeep had to meet, in order to execute the
steering angle change. A request for a high torque support in
vehicle speeds of 30 mph or higher is not legitimate. However,
we have to ensure that the integrity of the velocity value is
given, for example by a hard-wired connection of the wheel
speed sensors to the SCM. For instance, by implementing our
approach, we deem the execution of the function as done in the
hack would have been refused during the plausibility check.

Another attack presented by Valasek and Miller [14] was
the application of the car’s brakes. The exploited function
is normally used to activate the electronic parking brake for
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emergency braking by pressing the parking switch for a longer
amount of time. Thereupon the pump for the ABS and ESC
system gets activated and provides the necessary pressure to
engage the brakes of the car. In this case, our approach is
not applicable because of the missing hard-wired signals. In
particular, an implemented plausibility check would not be
possible, because of the lack of hard-wired signals. Therefore
it can not be differentiated between unintended or intended
emergency braking, because we have only the information
from the bus. In a case like this, where no hard-wired signal
sources available we propose to check the feasibility of adding
a hard-wired connection.

Our own attempts have shown, that the related safety rele-
vant ECU mentioned in the introduction has already connected
hard-wired signals. However, the existent checks do not anal-
yse the use-case correctly. Thus, it would have been possible to
increase the security level simply by using enhanced software
prompts, e.g., logical and/or conjunctions.

IV. CONCLUSION

In this publication, we proposed a new way to implement
plausibility checks for automotive ECUs. The approach is
capable to ensure that signals used for plausibility checks are
resilient against replay and tampering. Furthermore, the ap-
proach uses already available information, like sensor signals,
to verify function requests with the actual state of the vehicle.
Due to the fact, that no cryptography is needed and existent
information is reused, our approach requires less performance
and costs, e.g., no HSM chips, as well as no additional busload
than other security measures. Additionally, we showed an
example implementation of our approach, which is able to
prevent a known attack. We used hard-wired sensor signals
like wheel speed sensors of the ABS to ensure the integrity
of the velocity signal. Furthermore, using the electric power
steering ECU example, we have shown how a function is able
to perform a plausibility check. This is done by a function
request during runtime using characteristic values.

After doing our own research we can confirm that replay
attacks can be performed with minimal effort, if bus systems
like CAN are used. In combination with our findings based
on a safety critical function in an ECU, which is rated with a
severity value of 3, we recommend that such functions should
only be executable by bus messages if they validate the plau-
sibility of the request. Therefore, our approach recommends
using at least two values received from different sources. In
the best case scenario, one source is a hard-wired connection.
Finally, messages for ASIL D functions should not be routed
over gateways, unless there is no other way. This will prevent
relaying malicious messages between different domains.

V. FUTURE WORK

The mentioned vulnerabilities show us the necessity of
additional safeguards for future vehicles. This creates new
challenges for the whole automotive domain, in addition to the
rising amount of interconnected services. Due to this fact, we
are working on a following step including distributed firewalls
techniques to enhance the security level for diagnostic services
and functions which can change the physical state of the car, by
using Stateful Packet Inspection (SPI), as well as Deep Packet
Inspection (DPI). We want to use the approach to distinguish
between different sets of implemented policies depending on

the requested use case, e.g., starting a diagnostic session. For
validating the specific use case the internal firewalls have to
check different hard-wired sensors like wheel speed or seat
occupancy. Thus, the firewalls have to ensure that requested
services are matching to the associated use cases based on the
vehicle state. Additionally, through the use of SPI, we assume
that the firewall would be able to detect anomalies, like the
attack example of jamming an ECU by setting it in boot ROM
mode in order to spoof its control functions influencing the
vehicle movement. We are convinced that plausibility checks
with local signals are hardening the security of a vehicle.
Finally, we’re going to publish detailed information regarding
the weakness in the safety relevant ECU in the near future
and contribute an enhanced approach fixing this type of issue.
Additionally, the mentioned firewall techniques shall also be
evaluated and flow into an additional publication.
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José Santa, Pedro J. Fernández and Antonio F. Skarmeta
Department of Information and Communication Engineering

Computer Science Faculty, University of Murcia
30100 Murcia, Spain

Email: {josesanta, pedroj, skarmeta}@um.es

Abstract—Vehicular communications are a need in future smart
scenarios, since people can spend hours on a variety of transport
means in daily activities. However, most of the current research
deals with the integration of telematics in light vehicles, while two-
wheelers (or equivalent) present especial conditions that reveal a
need for new communication units that allow integrating bikes
and mopeds (among others) into vehicular networks. In this
paper, this gap is solved with a new embedded design provided
with IEEE 802.11p and cellular communications, which can work
as a mobile router and presents a simple but effective interface
for warning services. A key point of the proposal is the bet for
IPv6 as the base network protocol, which will be the essential
in all-connected environments following the IoT paradigm. The
communication unit has been tested in a real driving scenario, and
one-hop results using the 802.11p channel reveal communication
delays bellow 2 ms, packet delivery rates above 50% within a
road stretch of 400 meters, and a maximum throughput of 4
Mbps. These performance values are adequate for a number of
safety, infotainment and exploitation services.

Keywords–Communication unit; Two-wheeler; Performance
evaluation; IPv6.

I. INTRODUCTION

Cooperative Intelligent Transportation Systems (C-ITS) are
demonstrating to improve safety and mobility of common vehi-
cles, as it has been reported in results of European projects like
Drive C2X [1] or FOTsis [2]. These systems stretch the range
of isolated systems powered with sensors to better maintain
contextual information about the surrounding traffic, thanks
to wireless communication technologies. Vehicular networks
have reached a standardization stage and vehicle to vehicle
(V2V) and vehicle to infrastructure (V2I) communications are
considered to save lives and improve travel experience in the
near future. The USA government has stated its deployment
strategy in this line [3], for instance. However, the work in this
area focused on two-wheelers is still limited in the ITS context,
even though European studies remarked the need for further
research in the area of vulnerable road users (VRU) [4]. Bikes,
mopeds and motorbikes have special constraints that make
them a different vehicle group to be integrated in the Future
Internet. Power source, mobility patterns, vehicle dimensions,
communication range, positioning capability, human-machine
interface (HMI) or electronics integration are some of these
particular features. The potential of C-ITS in the two-wheel
segment is clear, but a proper technological platform is needed
to provide effective safety and mobility services.

For C-ITS to happen, a network that interconnects all
the different elements of the road is necessary. In this field,
different standardization bodies have defined its own reference
communication architecture. IEEE have bet on Wireless Ac-
cess in Vehicular Environments (WAVE), whose most relevant

technology in the last years has been 802.11p, also called
Vehicular WiFi, which provides the physical and access layers
of the stack. ETSI and ISO propose an architecture with an
exchangeable access technology, and propose different routing
protocols. What is remarkable in these three proposals is
the presence of the IPv6 protocol, although it has received
a marginal interest and it is mainly considered by these
organizations as a complementary network protocol mainly for
infotainment applications. However, we understand IPv6 as an
essential piece of a vehicular communication stack to integrate
vehicular networks in the Future Internet.

The work described in this paper follows the objective of
providing a communication unit adapted to the special needs
of two-wheelers by also using IPv6 as a reference intercon-
nection protocol. For this, the proposal raises from the synergy
between current ITS standards (ISO/ETSI), Internet protocols
(IETF) and IEEE technologies. The solution is an embed-
ded communication unit for two-wheel vehicles integrating
IEEE 802.11p and 3G wireless technologies in a small-factor
computer, and running a communication middleware based on
IPv6. Apart from the design, the work is especially focused
on the prototype of the platform and the real communication
performance tests.

The paper is organized as follows. Section II places this
work in the research literature. Section III describes the design
and development of the new communication unit for two-
wheelers, while Section IV focuses on the IPv6 communication
middleware integrated. Section V includes the experimental
evaluation of the unit. Finally, Section VI concludes the paper
and describes the next steps of our work.

II. STATE OF THE ART

A proper scientific knowledge supporting the application of
C-ITS technologies in two-wheelers is limited in the literature.
The authors in [5] have recently discussed the importance
of communications for enhancing safety and efficiency of
VRU and, particularly, the protection of two-wheelers. Sev-
eral works in the literature already deal with road safety
regarding pedestrians, which are the ones that barely cite two-
wheelers in the area of vehicular communications. In [6],
a review of systems to protect pedestrians reveals that until
2007 communications were rarely used to create cooperative
systems, and vision, thermal, radar or laser sensors were used
to avoid vehicle collisions with VRU. The proliferation of
lower-delay cellular connections and the wide usage of WiFi
contributed to the appearance of cooperative solutions around
2010. In [7], the base idea of exchanging localization data
among pedestrian mobile phones and car on-board devices is
presented. Here, a 3G link is mainly used, although it is also
discussed the establishment of a WiFi connection between both
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terminals to reduce communication delay. A similar system
is presented in [8] and [9], although they analyze in more
detail the implications of the communication technology used.
The authors in [10] review a communication technology in
the 700 MHz for pedestrian to vehicle communication, which
is far from current USA and EU trend of working in the
microwave band. The solution presented in this paper focuses
on the use of vehicular WiFi technology in the 5 GHz band
for short-range vehicular communications, whose potential for
communications between cars and VRU is discussed in [11],
and cellular networks for ubiquitous access to Internet when
802.11p is not available.

A recent work dealing with the integration of telematics
in bicycles can be found in [12]. It is a preliminary system
concept in which ZigBee is used to improve travel efficiency
through cooperative cruise control in bikes. Although the
communication system is apart from current vehicular stan-
dards, it shows an interesting equipment embedded in the
bike with a haptic interface. In [13], a prototype of connected
motorbike uses a communication device installed in the boot
with vehicular WiFi (5 GHz). This is a reference research in
the motorbike segment, although further work is identified in
a protocol stack lacking support with current trendy standards
in the segment and not considering Internet connection. The
work in [14][15] is focused on light two-wheel vehicles,
presenting a safety system to warn cyclist about the presence
of other vehicles through a visual interfaced embedded in the
helmet. However, as a difference with the present contribution,
it is based exclusively on a 3G/4G connection through the
mobile phone for the case of the bike. The work in [16]
presents a system that also uses a mobile phone for a similar
purpose, although the novelty in this case is found in the
way that regular WiFi is used. Beacon messages are used
to directly embed information about a safety service, thus
avoiding the association. A drawback of this proposal is its
narrow application perspective and the need of using this
especial communication mode of WiFi. A work including
standardized vehicular communication protocols is described
in [17], where motorbikes are equipped with a unit using
an ETSI-compliant communication stack, while bikes use a
especial bluetooth low-power device. Although this work share
with the present contribution the idea of connecting two-
wheelers to the vehicular network, it is focused on especial
protocols for vehicular networks, and thus it sets IPv6 aside.
The proposal in [18] does not integrate up-to-date technologies
in the vehicular segment, but proposes the usage of IPv6 in
the bike domain as a proof of concept.

As can be seen, existent contributions that especially tackle
two-wheelers connectivity are generally based on technologies
and protocols far from dealing with the interconnection of
these transportation means with the rest of the Internet. We
think that IPv6 is the key piece of smart environments (e.g.,
smart cities) and, for sure, of Future Internet architectures
and, for this reason, we present a communication unit able
to integrate two-wheelers in IPv6 networks with a hardware
adapted to this operation scenario.

III. HARDWARE PLATFORM

A new communication unit has been created for the case of
two-wheel vehicles, including necessary communication tech-
nologies and providing a proper software host. The unit was

Figure 1. Hardware design of the communication unit

initially presented in [19], considering a basic communication
middleware for a constrained safety application, and presenting
an initial prototype. The platform has been now improved to
support IPv6 network mobility to act as mobile router and the
prototype has been assembled in its final form, being totally
operational, as it is demonstrated in Section V.

The general architecture of the unit is depicted in Fig-
ure 1. The microprocessor unit (MPU) board contains the base
platform, with the CPU, USB, and communication modules
supporting Ethernet, UMTS (3G), vehicular WiFi, GPS and
regular WiFi, which is mainly used to connect with mobile
devices installed on the two-wheeler or carried by the user(s).
These modules are connected with an appropriate antenna.
The main board is powered by a Lithium battery, given that
the two-wheel vehicle could not include a power supply (e.g.,
bikes). A basic human-machine interface (HMI) is given by an
extra board including LEDs and a Buzzer, which can be used
to execute a basic services based on warnings or for testing
purposes.

A reference prototype of the unit design has been imple-
mented and installed in both a bike and a moped. Figure 2
shows the main parts of the hardware. An overall view of
the platform is included in Figure 2a, where both the main
unit (bottom in black) and the HMI board (upper in blue) are
mounted on an electric moped. Figure 2b shows the hardware
included in the main unit, which includes the functional
modules of the MPU board described above. The unit is
based on the Laguna LGN-20 platform from Commsignia.
The communication board is visible on the top, from where
different cables are connected to the 802.11p, regular WiFi
(802.11n), GPS and 3G antennas. This system mounts an
ARM11 300MHz SoC processor, 16 MB of Flash and 8 GB
of internal storage, and 256 MB of RAM memory. The USB
interface is used to connect with the HMI board. The power
supply used is a 15 volts and 3500 mA lithium battery, which
is able to maintain the unit up more than six hours in the
operation modes used in the tests presented in Section V.
The 802.11p antenna used is a 5.9 Ghz Taoglas Limited
DCP.5900.12.4.A.02 (6 dBi), which has been affixed to the
inner part of the unit enclosure, and it is visible on the upper
right corner in Figure 2b. No 802.11n antennas have been
used for the moment, and the cables are maintained in a foam
piece, but communication with near devices has been possible
without them. The 3G antenna is a common stick used for
WiFi, and it is connected on the lower left corner of the unit.
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(a) Unit mounted on a moped (b) MPU board (c) HMI board

Figure 2. Prototype of the communication unit for two-wheel vehicles

The HMI board includes a set of LEDs and a buzzer. The
prototype is showed in Figure 2c. One of the LEDs is used
to inform about the whole unit status, while the others and
the buzzer are left for application purposes, such as the safety
service for two-wheelers described in [19]. The USB connector
is used to connect the circuit to the main board, as can be
seen in Figure 2a. The GPS antenna has been finally installed
in the same enclosure used for the HMI in order to avoid
interferences with the main unit electronics and improve the
signal reception. This antenna is a PCTEL WS3917, which has
worked correctly in the tests.

IV. COMMUNICATION STACK

The communication stack of the new embedded unit for
two-wheelers has been ported from the one used in the car mo-
bile router presented in [20]. This stack follows the ISO/ETSI
reference architecture specifications [21][22]. Its main design
blocks are depicted in Figure 3. IPv6 connectivity is supported
by the set of elements included within the networking and
transport layer of the unit. Network Mobility Basic Support
(NEMO) [23] is in charge of maintaining IPv6 reachability.
Regarding security, the mobile router is equipped with the
needed elements to secure mobility-related traffic by means
of Internet Protocol Security (IPsec) [24]. Communication
flows can be secured with IPsec once security associations
are stablished with Internet Key Exchange Protocol Version 2
(IKEv2) [25].

The functionality provided by NEMO is useful to maintain
Internet connectivity in C-ITS between all the nodes mounted
on the vehicle and the infrastructure. Thanks to NEMO, mobile
devices connected to the mobile router of the two-wheeler
(e.g., a mobile phone), are reachable through the infrastructure
at the same IPv6 address during the itinerancy of the bike or
moped. Additionally, with the aim of supporting multihoming,
Multiple Care-of Addresses Registration (MCoA) [26] has
been included in our unit. This technology allows us to perform
faster handovers, maintaining initial and target communication
flows up during the transition. However, in order to better
decide the most suitable network at every single location, we
have also included modules from the IEEE 802.21 standard. As
discussed in [20], with this technology it is possible to obtain
seamless handovers by minimizing packet losses during the
process.

Figure 3. Design of the mobile router with extended IPv6 mobility support

CAM [27] and DENM [27] messages are supported by
the communication stack. They can be used to develop ITS
applications, such as the safety application for two-wheelers
presented in [19]. In this work, CAM messages are encap-
sulated in UDP datagrams over IPv6, which are sent to the
all-nodes multicast IPv6 address in a direct V2V fashion.

V. EXPERIMENTAL EVALUATION

The communication unit for two-wheelers has been tested
to assess its performance in real driving settings. Given its
relevance for vehicular applications, the evaluation has been
focused on the 802.11p channel, through a set of one-hop tests.

A. Testbed
The testing scenario was set in the surroundings of the Uni-

versity Centre of Defence at the Spanish Air Force Academy.
For the sake of simplicity, we preferred to move a mobile
router in a car, and maintain static the two-wheeler node, since
the last one has a battery and it is not necessary an external
power supply. Figure 4a shows the open road where the tests
were performed, in which there is direct line of sight between
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(a) Testing location (b) Two-wheeler communication node (c) Mobile router used in the car

Figure 4. Scenario for testing one-hop communications using 802.11p

(a) Two-wheeler to car (b) Car to two-wheeler

Figure 5. Delay tests using one-hop communication with 802.11p

the two-wheeler unit and the car mobile router. The new em-
bedded node was detached from the moped and placed in a box
on the sidewalk, next to the road and elevated 10 cm, as can be
seen in Figure 4b. The HMI board (blue box) was connected
just to check the correct operation of the unit through one
of the LEDs, while the GPS antenna was necessary to geo-
localise the unit. The box was placed at the middle of the road
stretch showed in Figure 4a. The mobile router mounted on a
common car is showed in Figure 4c. This is a Laguna LGN-20
from Commsignia, running a communication stack equivalent
to the one included in the two-wheeler node. The antenna used
is a combined omnidirectional 3G/11p/GPS 7dBi, which was
attached on the vehicle roof with a magnetic base.

The tests have been carried out with three different proto-
cols:

• ICMPv6, to check the delay of the communication
link. A continuous check of the link using the ping6
tool at a rate of 1 Hz and with a payload of 56 bytes
has been performed.

• UDP, to study packet losses. It has been chosen a
transmission rate of 1 Mbps, sending 1230 bytes of
data in each datagram. The iperf tool has been used
to generate this UDP traffic.

• TCP, to study the maximum achievable throughput.

The iperf tool has been used for this again.

Each transmission type was used to pass six times with the
car near the two-wheeler node, and different tests were carried
out to check the car to two-wheeler transmission direction,
and the two-wheeler to car one. Each record of the test was
geo-located by marking it with the GPS position. This way
the results obtained have been averaged in a 10 meter basis,
computing the distance from the car to the two-wheeler node.

B. Results
The delay results obtained in the tests are showed in

Figure 5. As can be seen, a good performance is obtained
within a communication range of near 600 meters. The round-
trip time value obtained in most of the stretch is between 1.5
and 2 ms. Delay peaks are obtained at the edges of the road
stretch until the communication is broken. As can be seen in
the plots, the results gathered in both communication directions
are equivalent, given that the ping6 generates packets that reach
the destination and then come back.

The study of the packet delivery ratio (PDR), which is
measured in percentage of packets that reach the destination
successfully, is showed in Figure 6. As expected, a similar
communication range is obtained here and, although the dis-
tance with the two-wheeler node affect the performance at
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(a) Two-wheeler to car (b) Car to two-wheeler

Figure 6. Packet delivery tests using one-hop communication with 802.11p

(a) Two-wheeler to car (b) Car to two-wheeler

Figure 7. Throughput tests using one-hop communication with 802.11p

distant points, good PDR results are obtained in general within
the road stretch. It can be observed that the two-wheeler to
car case performs better. This is due to the better reception
sensibility of the antenna used for the case of the car.

TCP results are plotted in the two graphs included in
Figure 7. The first noticeable difference with the previous
tests is the communication range decrease. This is attributed
to the features of the communication protocol used, since
TCP needs a successful connection establishment stage prior
to start the transmission. After that, the transmission rate is
adapted according to the detected performance of the link.
Again, it is observed that in the two-wheeler to car case, the
link performs in a steadier way. In any case, the maximum
throughput obtained reaches 4 Mbps in both transmission
directions, which is a good value.

The results obtained indicate a good performance of the

802.11p communication link. The delay and PDR results
assure a good operation of the network for safety services
requiring direct V2V communications. Moreover, the good
throughput of the link enables the cellular network offload
for services, such as video transmission or file downloading,
always when a near roadside unit is available. Nevertheless,
it must be considered that, first, the expected performance
when driving near multiple vehicles using 802.11p would be
impacted by the congestion of the communication channel;
and, second, urban scenarios would imply additional signal
reception issues, due to the rest of vehicles and buildings.

VI. CONCLUSION

The paper describes the work carried out to develop a
communication unit for two-wheel vehicles and its evaluation
under real settings. The design of the unit has been adapted to
the distinguishing features of two-wheelers, such as the need of
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a battery and the space/interface limitations. The hardware pro-
vides cellular and short-range communications, while a proper
middleware has been added to support IPv6 networking. Both
Internet-based and direct V2V communications are possible
and, due to the inclusion of IPv6 protocols, the unit is ready
for novel Future Internet environments, such as smart cities.

The performance tests carried out with short-range commu-
nications demonstrate the capabilities of the unit for connecting
with road-side units or nearby vehicles. The results obtained
indicate that the communication channel presents an RTT delay
of 2 ms for delivery packets, a PDR above 50% within a road
stretch of 400 meters, and a maximum throughput of 4 Mbps.
Given the embedded design of the new unit, these are good
results that assure the operation of the unit for a number of
potential services.

At the moment, we are further evaluating the unit consid-
ering the network mobility capabilities, and our plans consider
the integral adoption of all means of transport in smart envi-
ronments powered by IoT technologies. For this to be done,
especial IoT protocols will be adapted for the vehicle domain
and research efforts are being identified for homogenizing data
recovery and processing.
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Abstract—Due to the development of V2V communication, such
safe driving support as collision prevention and adaptive cruise
control has been achieved. Furthermore, in recent years, in
addition to infrastructure-to-vehicle communication (V2I commu-
nication) and communication with a cloud server using mobile
lines is also possible (V2C communication), and such commu-
nication is generally called V2X communication. Through V2X
communication, vehicle’s peripheral information can be shared
with other vehicles on a cloud server. However, the influence
of inappropriate information on the cloud must be addressed.
By faking vehicle information, a system using a cloud server,
perhaps deliberately causing congestion and/or accidents. In this
research, we propose a method that detects camouflage data
from all of that aggregated data on a cloud server using V2X
communication and utilizing the surrounding vehicle information.
We also analyze possible threats and the requirements for the data
that are sent to a cloud, clarify security, and evaluate the proposed
method’s implementation. We detected 93% of the camouflage
data, and improved the detection rate 100% by increasing the
threshold value of the proposed method and, enhancing the effect
of guaranteeing the data’s reliability. Furthermore, we showed
the false positives of the proposed method and its execution
processing time and examined feasibility.

Keywords–vehicle security; V2X communication; detecting cam-
ouflage data.

I. INTRODUCTION
In recent years, research on automatic driving and V2V

communication is being conducted in the Intelligent Transport
Systems (ITS) field. In addition to providing V2V communica-
tion using the Vehicular Ad hoc Network (VANET), vehicles
can engage in V2I communication with roadside aircraft and
V2P communication with tablets owned by pedestrians. Vehi-
cles can also do V2C communication with a cloud server using
mobile lines, and the kinds of communication we mention
here are generally referred to as V2X communication. While
vehicles perform V2X communication, a cloud server can
collect various kinds of information, and we can create a
Local Dynamic Map (LDM) [1] for cooperative driving from
the collective management of road and vehicle information.
This type of communication sometimes is referred as probe
information systems [2] or floating car data (FCD) [3]. In
addition, various systems and services can be provided, such as
the simplification of such management tasks as summarizing
operation results, analyzing operation trends, summing up
tasks, and simplifying the input of daily reports.

On the other hand, in a system using a cloud server,
camouflage data transfer to a cloud influences a system.

Attacks against safe driving support services using a cloud also
pose a threat because the intentional transfer of camouflage
data to a cloud camouflage acts are on the rise. Attackers
can block roads or cause traffic congestion by sending to a
cloud a camouflage information that pretends to be involved
in an accident. As a type of vehicle disguising acts, various
camouflage acts have been identified, such as camouflaging
both driving and position information as well as the vehicle’s
condition. In this research, we focus on camouflage position
information among all of the data received by a cloud from
vehicles and detect them by mutually monitoring the position
information of vehicles using V2X communication.

II. ANALYSIS THREAT OF TRANSMISSION DATA
There are things researching the detection of malicious ve-

hicles in V2X communication [4] [5], but in reality malicious
vehicles are ambiguous. In this section, we analyze attacks
on vehicle communication and show what kind of malicious
vehicles to be solved in this research.

A. Threats, Requirements, and Resolution example

Table I shows analysis of the transmission data to a cloud
server. The threats include eavesdropping attacks, falsifica-
tions, and spoofing. Spoofing attacks are divided into vehicle
pretense and data camouflage. Vehicle pretense means that
attackers pretend to be other vehicles. For example, even
though one vehicle doesn’t have any trouble, an attacker
pretends to be the vehicle and then calls the police with a
lie that it had an accident. An example of data camouflage is
when a vehicle’s own position information or status is masked.

Security requirements about threats includes confidential-
ity, completeness, node reliability, and data reliability. To
supply confidentiality and completeness, data encryption is
proposed and can be done by a secret key or an ID base cipher.
Node reliability identifies vehicles that are pretending to be
other vehicles. The Public Key Infrastructure (PKI) method,
which is adapted by the vehicles, is one good resolution

TABLE I. ANALYSIS THREATS ABOUT TRANSMISSION DATA

THREAT REQUIREMENT COUNTERMEASURE

Eavesdropping Confidentiality Encryption
Falsification Completeness Encryption

Spoofing Vehicle pretense Node reliability PKI
Data camouflaging Date reliability Target of this research
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Figure 1. PKI to adapt to vehicles
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Figure 2. Problem of settling by this research

because the certificate guarantees vehicles. Data reliability
prevents attackers from camouflaging data. It doesn’t involve
resolution at all.

B. Difference Between Node and Data Reliability

Node reliability means that a cloud server trusts a particular
vehicle and believes that it isn’t pretending to be a different
vehicle. The previous section showed that, PKI measures
adapts to the vehicles to resolve the problem. A cloud might
be able to verify the electronic certification and confirm the
transmitter information by the mechanism shown in Figure 1.

This research focuses on such data camouflages, as de-
scribed in Figure 2 in spoofing acts. Since the data encryption
and PKI don’t confirm whether the received data are cam-
ouflage, the problem, which is resolved by these methods, is
different from the one we focus on in this research. We propose
a method that can handle such examples as when the given
matter, which guarantees the reliability of the data in an act,
camouflages vehicle data.

III. PROPOSAL
In this section, we propose a method to detect camouflage

data from among data sent to the cloud.

A. Outline

Vehicles use V2X communication. When they send their
position information to a cloud server, they also send other
information than just their position. In this research, the cloud
detects camouflage data from the received data using the relay
base station information in V2C communication and peripheral
vehicles in V2V communication. We explain them separately
to simplify the movement outline of proposed technique.

B. Presuppositions

1) A safe channel has been secured by a preliminary
relationship of mutual trust among all vehicles and
the cloud server

2) Vehicles and the cloud have been mutually certified
beforehand.

3) Relationships of mutual trust have been built by a
base station with a cloud server.

C. Definition of Terminology in Proposed Method

• Vehicle ID

The ID used by a vehicle during V2V communication; a public
ID that is different for every vehicle.

• V2C Vehicle ID

The ID used for peculiar questions during V2C communica-
tion. This secret ID is not available to others. V2C Vehicle and
Vehicle IDs are uniquely related.

• Via Base Station (BS) ID

This unique ID in a relay base station for V2C communication.
It adopts bidirectional one time ID signaling, and establishes
its life-time.

• Peripheral Vehicle (PV) ID

The ID received by a vehicle from other vehicles by V2V
communication.

D. Use of Base Station Information in V2C Communication

When sending position information using V2C communi-
cation, a vehicle attaches the V2CVehicleID to its position
information and sends it to the cloud. The relay base station
on the V2C communication, is encapsulated and make a header
from the ViaBSID in the position that was sent from a vehicle.
The V2CVehicleID for all of the vehicles preserve the regis-
tration beforehand in the cloud, which knows a request that
can confirm vehicle’s identify by checking the V2CVehicleID.
The possible communication range covered by a base station’s
area and the ViaBSIDs are also registered with cloud.

Figure 3 indicates an example of base station information
in V2C communication. The vehicles possess V2CVehicleID;
the base stations possess ViaBSIDs. The V2CVehicleIDs are
regarded as either V2CA or V2C B, and ViaBSID, where the
base stations are unique, is made by BS1 or BS2 as simple
explanations. When a vehicle performs V2C communication,
it obtains the information that the cloud will a relay base
station as well as its position information: ViaBSID and
V2CVehicleID.

Figure 4 shows a countermeasure example of a position
data camouflage act. We can detect the position information
that is being camouflaged at another base department using the
relay base station information in V2C communication.

E. Using Peripheral Vehicle Information in V2V Communica-
tion

Vehicles exchange VehicleIDs with nearby vehicles using
V2V communication. A vehicle views the other vehicles other
vehicles in the potential V2V communication area as periph-
eral vehicles. A VehicleID that is received from a peripheral
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Figure 3. Use example of base station information in V2C communication
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Figure 4. Advantage of using base station information

vehicle is regarded as peripheral vehicle information (PVID).
In our proposed technique, only VehicleID information is
exchanged by V2V communication.

When a vehicle sends its position information to a cloud,
the V2CVehicleID, its VehicleID, and the PVID are attached by
V2V communication. The PVID shows a guarantee that nearby
vehicles are in the V2V communication possible area. Figure
5 shows an example of peripheral vehicle information by
V2V communication. Vehicle A communicates with the others
vehicles in the area where V2V communication is possible
and acquires VehicleIDs from Vehicles C and D. Vehicle A
handles the acquired VehicleIDs as PVIDs and verifies their
nearby position with peripheral Vehicles C and D.

Figure 6 shows a countermeasure example of a position
data camouflage act. We assume that a malicious vehicle
camouflaged its position information. The cloud confirms the
PVID sent with the position information from a vehicle,
and compares a vehicle’s position information that is rele-
vant to the PVID with the information of the vehicle that
transmitted. When comparing the position information that
is outside the possible V2V communication area, the cloud
determined that the received position information has been
camouflaged. However when the position information does
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Figure 5. Use example of peripheral vehicle information in V2V
communication
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Figure 6. Advantage of using peripheral vehicle information

not exceed the area, the cloud trusts the received position
information. Vehicles acquire peripheral vehicle information
using V2V communication and mutually monitor it. This helps
the cloud detect camouflage data.

F. Detection Method of Camouflage Data With V2X Commu-
nication

Our proposed technique is a combination of the two
described above by using V2X communication (Figure 7).
The cloud receives not only the position and the VehicleID
information data but also the data attached to the peripheral
vehicles and the relay base station information monitored
mutually by V2X communication. Camouflage data can be
detected through these data, as described in Figure 8.

The V2CVehicleID is used in the first step on Figure 8.
Next, we verified whether the data received by the cloud were
sent from a vehicle. Second, we compared the ViaBSID with
the position information of a transmission vehicle to confirm
whether it exists in the area covered by the relay base station.
When the position information of the transmission vehicle
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Figure 7. Use example of peripheral vehicle information in V2X
communication
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Figure 8. Camouflage data detection procedure to a vehicle send data

exceeds the area covered by the relay base station, we assume
that consistency can’t be maintained, and that the position
information was authorized by camouflage data. A camouflage
act in another base department is stopped by this step. In
the third or fourth stage, camouflage data are detected based
on vehicle information near the transmission vehicle using
a PVID. The third step’s adjustment-lessness occurs when a
vehicle, which doesn’t exist around the transmitter, is regarded
as a peripheral vehicle. It isn’t possible to camouflage another
nearby vehicle because a mutual VehicleID exchanged for
peripheral vehicles by the V2V communication. The position
information of the data, which didn’t reach the prescriptive
number of times, or peripheral vehicles and the data which
couldn’t maintain consistency, are identified as camouflage at
the fourth stage. We can treat a location’s camouflage beyond
the possible V2V communication area and make the data more
credible by setting up specified execution count. The data,
which didn’t meet the condition, violates authorization and
cant’t be trusted in the second, third, or fourth stages.

IV. EVALUATION AND CONSIDERATION
To evaluate the usefulness of our proposed camouflage data

detection method, we calculate the evaluation. And then we

TABLE II. SIMULATION PARAMETER

Simulator Scenargie2.0
Vehicle number 158 [cars] (five of the send camouflage positions.)

Area 1000 [m]× 1000 [m]
Communication mode ARIB STD T109 LTE
Use frequency band 700 [Mhz] 2.5 [GHz]

Communication interval 100 [ms] 1.0 [s]
Radio spread model ITU-R P.1411 LTE-Macro

Base station ground clearance 1.5 [m]

consider the practicality of our proposal from the evaluation
obtained.

A. Simulator

In this paper, we used Scenargie [6] as a simulator to
evaluate the performance of our evaluation of the proposed
method. Scenargie is a network simulator developed by Space-
Time Engineering (STE). By combining expansion modules,
like LTE, V2V communication and, multi-agent simulation
can be constructed. In addition, since communication systems
and evaluation scenarios are becoming more complicated, this
ingenious simulation has greatly reduced the effort required to
create scenarios. Examples include GUI scenario creation, map
data, the graphical information display of a communication
system, and a radio wave propagation analysis function.

B. Evaluation Model

For the evaluation environment, we used a 1 square kilo-
meter square Manhattan model and the simulation parameters
shown in Table II. We set the number of vehicles to 158 [cars]
and the range to 1 [km2] because the average car density
across Japan is 158 [cars/km2]. The ITU-R P.1411 model
is a radio wave propagation scheme that considers road map
information, and radio waves are attenuated based on the shape
of the road, so we compared our model with a two-ray model
using direct waves and reflected waves from the ground. This
model closely resembles reality.

C. Evaluation of Camouflage Data Detection

Figure 9 shows the per-threshold detection rate of the
camouflaged data from data aggregated in a cloud server. A
camouflage data transmitted to a cloud could be detected at
100% by increasing the proposed method’s threshold. How-
ever, when the threshold was low, completely detecting all
of the incorrect data was impossible. The reason is shown in
Figs. 10 and 11. The former shows an example where location
information can be disguised in a possible range within a range
in which peripheral vehicles and the V2V communication
range are possible. In this case, since peripheral vehicles
guarantee camouflage information from a malicious vehicle,
camouflaging the position information becomes possible. Fig-
ure 11 show a collusion between malicious vehicles. Since
they guarantee mutual position camouflage information, there
are trying to fool the cloud into trusting the camouflage data.
In other words, this is an inadequate PVID to help with
data spoofing. These problems can be addressed by increasing
the prescribed number of times (threshold values) shown in
Figure 8. By increasing the threshold values, we can create
the situation shown in Figure 12 and it is possible to limit
deception by malicious vehicles.
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Figure 9. Detect rate of the camouflage data in cloud concentration data　
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Figure 10. Camouflage acts in V2V communication coverage with peripheral
vehicles
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Figure 11. Collusion between malicious vehicles

D. Evaluation of Misdetection Rate

Figure 13 shows the false detection rate (false positives)
of the proposed method based on the average car density in
Japan. The method’s threshold is the amount of information
data of the peripheral vehicles that is necessary for a cloud
to trust the information. In the previous section, we found
that an increase in the threshold improves the detection rate
of the camouflage data. Here, we consider the false positive
detection rate, (false positive), regarding whether a cloud trusts
information on vehicles that are not conducting camouflage
activities. In the simulation environment shown in Table II,
Figure 13 shows that not all 158 cars are doing camouflage
acts and the false positives were measured. By increasing the
threshold value, the false detection rate improved. Increasing
the threshold value in the average Japanese vehicle density
erroneously detects normal communication as abnormal.

Therefore, the false positives under the average vehicle
density environment in Osaka, which has the highest average
car density in Japan, are indicated by Figure 14. In a high ve-
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Figure 12. Restriction on camouflage acts accompanying increase in
information on peripheral vehicles

��������������������	��
���������

� � � � � � � � 	 �


����������	
�����	
�	�����	�������
��	������

�
�
��
�
��
�
�	

	
�
�
��
�

�

Figure 13. False positives by threshold value under Japanese average vehicle
density (158[cars/km2]) environment
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Figure 14. False positive comparison with Osaka average vehicle density
(1128 [cars/km2]) environment

hicle density zone, since much peripheral vehicle information
can be acquired by V2V communication, even if the threshold
is increased, an increase in the false detection rate can be
suppressed. Therefore, we found that the proposed method is
more effective in areas with high vehicle density. Actually, the
influence of camouflage acts of vehicle information is great
in areas with high vehicle density. The proposed method, can
guarantee that the information transmitted by vehicle to a cloud
is better in areas where more peripheral vehicles exist than in
areas with fewer peripheral vehicles. Our proposed method is
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TABLE III. ENVIRONMENT IN THE PROCESSING TIME
MEASUREMENT

OS macOS Sierra
Processor 1.6GHz Intel corei5
Memory 8GB 1600MHzDDR3
Script Python

Data base MySQL

TABLE IV. PROCESSING TIME OF UNJUST MEASURE TO A
VEHICLE OF SEND DATA

Threshold Detected in step2 Detected in Figure 8’s step4 Usual end

1 0.1[ms] 0.31[ms] 0.31[ms]
2 0.1 [0.31,0.53] 0.53
3 0.1 [0.31,0.76] 0.76
4 0.1 [0.31,0.96] 0.96
5 0.1 [0.31,1.2] 1.2
6 0.1 [0.31,1.4] 1.4
7 0.1 [0.31,1.6] 1.6
8 0.1 [0.31,1.8] 1.8
9 0.1 [0.31,2.0] 2.0
10 0.1 [0.31,2.2] 2.2

useful in traffic congestion zones where self-vehicle spoofing
acts have a huge impact.

E. Measurement of Processing Time

In the evaluation environment shown in Table III, the
processing time necessary for the detection of camouflage
data is evaluated by Table IV, based on the detection method
of camouflage data in Figure 8. The processing time of one
vehicle is shown. By using BSIDs, camouflage data can be
detected at the beginning of the processing by the proposed
method, and the processing time becomes relatively fast. In the
detection method using PVIDs, the processing time is different
for each threshold. By increasing the threshold value, the
detection procedure of camouflage data by PVID is repeated.
Even during the repetition, since the processing time changes
depending on whether the comparative data can be found
relatively early or in the final stage, a range was set for the
processing time up to Step 4. A case where no camouflage
data is not detected is defined as normal termination and
the upper limit of the processing time at that threshold is
indicated. As the threshold of the proposed method increases,
the processing time required for normal termination increases.
We must determine the threshold values based on the V2C
communication delay and the allowable range of the delay
times of safe driving support systems.

V. CONCLUSION
In the Intelligent Transport Systems (ITS), using a cloud

server is inevitable. For providing a safe driving support
service using a cloud, camouflaging vehicle information and
spoofing a vehicle are threatening. In this research, we used
V2X communication, obtained information from various ob-
jects, and described measures against vehicle spoofing. We
proposed a method that detects camouflage data from the
information transmitted by vehicles to a cloud. By using the
information of a relay base station in V2C communication and
the peripheral vehicle information using V2V communication,
measures are taken against camouflaging vehicle information.
By increasing the proposed method’s threshold, the detection
rate of camouflage data was improved and vehicle information
was made more reliable. Our proposed method can be adapted
to depopulated regions by changing the amount of the data of

peripheral vehicle information required as the detection rate
improves based on car density. In overcrowded vehicle ares,
we confirmed that our proposed method is the most effective.
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Abstract—Intelligent Transportation System (ITS) is an intelligent
system which can make the road traffic safer, more efficient,
and more comfortable. The prerequisites of ITS are positioning,
perception and networking. Different ITS infrastructures and ap-
plications are built by a large society from academia and industry.
Nevertheless, the state-of-the-art network application simulators
lack the capabilities to access the position and perception related
information. In this paper, we proposed one extension to NS-
3 network simulator and two to DCE application simulator, to
bring the positioning and perception sensors to the simulated
application. Both positioning and perception were designed fully
experimental reproducible, and the simulated perception sensor
can be adjusted to accommodate different types of devices. With
the proposed work, much more scenarios of ITS applications
can be tested, including Position Based Routing, Cooperative
Awareness, etc.

Keywords–Intelligent Transportation System; Vehicular Ad-hoc
Network; Network Simulator; Network Application Simulator; Per-
ception Aware Simulator

I. INTRODUCTION

Intelligent Transportation Systems (ITS) aim at optimiza-
tion of the road traffic by realizing safe, efficient and com-
fortable transportation. Cooperative ITS is a branch of ITS
features sharing the information between nodes to realize their
common objects. Application of Cooperative ITS includes
driver assistance in the near future, however the vehicular
communication also remains essential in autonomous driving
in order to support wider perception of the other vehicles
around a vehicle that cannot be detected by the sensors
equipped in the vehicle.

In order to connect among vehicles and roadside units,
GeoNetworking [1] is employed as one of the network pro-
tocols in the ITS station architecture [2], because the ge-
olocation based routing features the strength in the network
with dynamic topology compared with topology based rout-
ing. GeoNetworking employs position-based routing VANET
(PBR-VANET) to adapt to high-speed movement requirements.
PBR-VANET is a type of VANET routing protocol that uses
the position information of nodes to direct routing. It does
not maintain routing tables or exchange link state information.
Such a routing protocol shows better performance in a highly
dynamic topology, where link states change frequently. How-
ever, the vehicle movement scenarios in the simulations are
“hand-crafted” and not realistic enough nor scalable enough.
We need a network simulator which can provide GPS function,
to make the experiments scalable and realistic.

Cooperative Awareness (CA) Service is a service defined
in the ITS station architecture [3]. It enables ITS vehicles to
report their position through the GeoNetworking, making the
automated driving software on the other ITS station be aware
of the vehicle. Nevertheless, in the deployment period of ITS,

we could not assume every vehicle to be ready for the CA
service. Thus, some transition techniques will be required.

Contributions to CA service can be evaluated in the field
operational tests (FOT). However, the FOTs can take very
expensive devices and human power, which could render the
experiments unscalable. If we come to a realistic perception-
aware simulator, experiments in large fields and large scale
network will become possible.

From the examples above, we know that conducting real
field experiments are costly and not scalable. This is why
a position and perception enabled simulator is essential for
evaluating the ITS researches.

In the different fields, the researchers have invented differ-
ent sorts of simulators, including:

Network Simulators models and simulates different kinds
of network with differnt layers, from wireless radio to
application protocols.

Program / Application Simulators provides reproducible
and scalable simulations of real programs for programmer
to debug.

Transportation Simulators understands real maps. It could
simulate vehicle behaviors on the roads simultaneously
and output their positions for the other simulators.

Different kinds of the simulators are not aware of the other
parts. Network simulators do not know the road and vehicle
information which came from the transportation simulators;
vehicles in the transportation simulators cannot reflect the
feedback from ITS application; application simulators are not
capable of realizing the feedback from the vehicle simulator.
This issue may be caused by the separation of different
research fields: perception simulators are developed by the
robotic researchers; transportation simulators are developed by
vehicle researchers, etc. On the other hand, ITS applications
may have all the portions above involved. Thus, it requires
connections among the different simulators, to make an inte-
grated simulated environment of the ITS application.

For our small step towards the integrated simulated en-
vironment, we propose a framework of realizing positioning
and perception functionalities with the network and application
simulators in this paper. It will enable the simulated appli-
cations to get the position of the vehicles they are deployed
into, which is essential for PBR-VANET. Also, the application
simulator will be equipped with virtual perception sensors,
which made it capable of simulating the Cooperative Aware-
ness applications.

The remainder of the paper is organized as follows.
Section II describes some related works includes Intelligent
Transportation Systems, network and application simulators
and an novel work of obstacle radio propagation extension
for the Network Simulator 3 (NS-3). Section III analyzes the
functionalities should be fulfilled by the VANET application
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simulator and additional requirements to the improvements.
Section IV gives an overview of the new framework with three
parts, to provide the capabilities mentioned above. Section V
and VI details the design and implementation of positioning
and perception respectively. Section VII shows two use cases
with the extensions, one per function. Finally, Section VIII
summarizes our contributions and briefly explores directions
for future work.

II. RELATED WORK

This section presents various related work in two parts:
Intelligent Transportation System and Network Simulators.

A. Intelligent Transportation System
The road network is inter-connected among countries and

there are few barriers and using the network, the vehicles
easily cross country border. For the interoperability among the
countries, cooperative ITS needs to be developed based on the
same architecture, protocols and technologies. Europe has huge
necessity of standardization of Cooperative ITS and European
Commission (EC) published the action plan [4] followed by
ITS standardization mandate [5], to promote the deployment of
these systems in Europe. In US, the Institute of Electrical and
Electronics Engineers (IEEE) is standardizing Wireless Access
in Vehicular Environments (WAVE) architecture in IEEE 1609
family of standards [6] as well as IEEE802.11 variant for
vehicular communication as IEEE802.11p [7]. Cooperative
ITS and vehicular communications became essential for the
cooperation of multiple entities in the road traffic (i.e., vehicles,
roadside infrastructure, traffic control centers) in order to
achieve shared objectives (safety, efficiency, and comfort).

GeoNetworking [1] has been standardized by ETSI as
a network layer protocol. It integrates several Position-
Based Routing (PBR) strategies, including Greedy Forwarding
(GF) [8] (also known as GPSR), which chooses a directly
reachable node that is closest to the destination according to
the GPS location obtained by the Location Service(LS) request
action, to route packets more effectively in vehicular networks.

In the literature, the evaluation of GeoNetworking can be
performed in flexible and large-scale simulated the network
with low cost. However, mere simulations cannot provide
realistic evaluation results for a specific implementation of
GeoNetworking. In contrast, the experimental evaluation using
the implementation in a field operational testbed gives real
results in the deployment phase of GeoNetworking. Though in
practice, it requires a heavy cost to conduct the experiments
regarding time, manpower, space, and expense. To take the
benefits of real field test and simulation, a realistic network
simulator with geo-positioning features is necessary.

In Vehicle-to-Vehicle (V2V) architectures, the “I-am-here”
messages are widely employed to notify the surrounding about
the position of the vehicles. In the ITS station architecture, this
type of message is named as Cooperative Awareness Message
(CAM) [3].

CAMs are messages exchanged in the ITS network be-
tween stations to create and maintain awareness of each other
and to support the cooperative performance of vehicles using
the road network. A CAM contains status and attributes infor-
mation of the originating ITS-S, e.g., time, position, motion
state, activated systems. On reception of a CAM, the receiving

ITS-S becomes aware of the presence, type, and status of the
originating ITS-S.

Due to realistic reasons, such as market penetration ra-
tio, CAM could not be required to be deployed on every
vehicle. This may cause a serious problem because the ITS
stations cannot be aware of vehicles do not equip with ITS
infrastructures. To solve this problem, [9] have proposed an
infrastructure-bases Proxy CAM under some environments. It
employs roadside units (RSUs) to detect non-ITS objects and
generate and broadcast CAMs in the behavior of them.

In the proposal, RSUs are assumed to be equipped with
sensors in charge of object detection. On the contrary, in the
experiment setup, there is only one stereo camera, because of
the limitation of cost and manpower. In other words, the work
needs to be evaluated in large scenarios. The only promising
way to achieve this is the simulation.

B. NS-3 Direct Code Execution
NS-3 is a discrete-event network simulator, which is widely

used in networking researches. NS-3 Direct Code Execution
(NS3-DCE)[10] is an application simulator based on NS3. It
mainly features reproducible experiments and easy debugging.

In the paper, the authors emphasized experiments repro-
ducibility which was defined by [11]: experimentation realism,
topology flexibility, easy and low-cost replication.

NS3-DCE takes a Library Operating System (LibOS) ap-
proach to making a slightly modified Linux kernel network
stack running in the simulated environment. It implements a
standard-compatible POSIX layer for user applications to be
built onto, with no or minor modification. It makes developing
and testing new protocols easier and more predictable. Also,
it achieved a very good performance compared to the other
works such as Mininet.

NS3-DCE have a modified Linux kernel layer and its own
implementation of POSIX layer. Subsequential researchers are
made easy to extend it to realize new functions or improve the
performance.

C. Obstacle and Radio Fading Model in NS-3
Carpenter et al. [12] proposed an obstacle model imple-

mentation for the NS-3, in order to simulate radio shadowing
in the NS-3 environment.

The radio shadowing model is separated into three layers.
First, it uses a polygon to hold the outline of an obstacle (e.g.,
outer walls of a building). Then, it defines the Topology to
handle the set of the polygons, which including the handling
the data imported from OpenStreetMap. Finally, it uses the
Computational Geometric Algorithms Library (CGAL) to cal-
culate the radio shadowing according to the Topology.

In the implementation, it extended the ns-3 in two parts:
the core part and the radio propagation part. Three
main classes are defined as follows:

Obstacle implements the polygon related data structures.
This class is an extension of the core layer.

Topology operates on the set of Obstacles, which includs
handling of the data imported from the OpenStreetMap.
This class is also an extension of the core layer.

ObstacleShadowingPropagationLossModel
extends the standard interface
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PropagationLossModel, which calculate the
path propagation loss by the obstacle information.
It could be plugged into any user program with the
PropagationLossModel compatible interface.

The paper presented a concrete and promising implemen-
tation of the radio shadowing model. However, work only
provides the model for radio shadowing. Thus, we need a
different model for perception calculation. Fortunately, we may
re-use the infrastructures including polygons and topology to
get rid of re-inventing the wheel.

III. PROBLEM STATEMENT AND REQUIREMENTS

In the last section, we have detailed the missing func-
tionalities for network and application simulators and shown
some related works about obstacles. In this section, we will
analyze the issues we’ve found in the last section and detail
the desired functionalities of the system, then define some
additional requirements to our proposal.

A. Position-awareness in application
Obviously, every ITS applications requires knowing the

position of the vehicle, either directly or indirectly.
In order to bring the positioning to the applications, we

need to fill the gap between Network simulator and ITS appli-
cations, by extending the application simulator. Two additional
requirements should be fulfilled.

Keep standardized protocol
Standardized protocols are important because user appli-
cations usually builds according to the standard. If we can
stick with the standard protocols, user applications can
be simulated directly without any changes. This benefits
our user (researcher) on both programming simplicity and
does not require extra testing / debugging regarding the
protocol changes.
In our case, Global Navigation Satellite System (GNSS)
could be selected. Among the GNSSes, the most widely
known and used system is the Global Positioning System
(GPS). Most of the GPS devices follows the “NMEA
0183” standard. NMEA 0183 is an ASCII character and
sentence based protocol running on the serial RS-232
port. It also allows simultaneous listens to a same device,
a.k.a broadcasting. These features made it relatively easy
to be implemented.

Experimental reproducibility
As we described above, experimental reproducibility is
essential to application simulator. Experimental repro-
ducibility requires the simulation to the positioning device
fully determinative. The output of the device should
be completely same between different simulations (and
unrelated simulation configurations). This requirement
may bring extra challenges to the design of the simulated
device.

B. Object-detection functionality in NS-3 and application
In robotics, perception (or machine perception) means the

ability a computer receives the real world data and interpret
them similar humans beings. In the ITS, perception is also
a fundamental requirement, since the autonomous vehicles
should always aware of what happens the around them. In the
most basic period, we narrow the term “machine perception”

into “machine vision”, which itself is based on object-detection
functionality.

Nevertheless, the object-detection function is missing on
both NS-3 and DCE. Thus, we need to implement it from
scratch in NS-3, then provide a simulated sensor interface to
the user program through DCE. Two requirements are defined
in the design, as well as the most basic one: experimental
reproducibility.

Scalable to large-scale scenario
Performance and scalability should be an important con-
sideration. If we come to a factorial complexity (O(n!))
approach, even fastest computers cannot make the simu-
lator scale into hundreds of vehicles. In order to conduct
large-scale experiments, we should optimize the compu-
tational complexity by workaround the time-consuming
part, and make sure it is well scalable.

Able to accommodate different types of sensors
In the market, various types of perception sensors based
on different technologies are developed, including vision-
based, lazer-based, IR-based, doppler-based, etc. Different
types of sensors greatly differ on functionalities and per-
formances. The simulator should be able to accommodate
these types of sensors, to fulfill the requirements of
experimented applications.

IV. OVERVIEW OF POSITION AND PERCEPTION
SIMULATION

In this section, we will discuss how to realize the position
and perception in NS3-DCE and give out our proposals.

Hereby, we define full-simulation and para-simulation
which are similar to the widely-used term full-virtualization
and para-virtualization [13]:

Full simulation
Fully reflect the behavior of the simulatee, which means
the interface to the device and the protocol are completely
identical as the real device. In our case, a full-simulated
device does not require any modification to the user
program.

Para-simulation
A technique to provide an interface to the device, but not
identical to the real underlying hardware. This approach
may boost the performance by bypassing unnecessary
work from the protocol and data representation. In our
case, a para-simulated device requires a user-mode dae-
mon or plugin to the user program to cooperate with.

Figure 1 is a simplified module graph of the NS-3 and
DCE, with the extended modules. Three new modules are
required: GPS and Perception Sensors in the DCE, and
Object Detection in the NS-3.

V. DESIGN AND IMPLEMENTATION OF POSITIONING

In the last section, we proposed a architecture considering
the extension to NS-3 and DCE. This section details the design
and implementation of the positioning module.

A. Position augmentation, stablize and coordinate conversion
In order to generate GPS signal, we need to convert the

cartesian coordinate in the NS3 to the GPS coordinate (i.e.,
latitude and longitude). Several parameters are defined to make
the simulation scalable to different GPS devices.
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Figure 1. NS3-DCE architecture and extended modules

center The center coordinate of the experiment, in (latitude,
longitude).

accuracy The accuracy of the simulated GPS device, in m.

To make the node position more realistic, we did some
data augmentation to add randomness to it. For the exper-
imental reproducibility, the randomization approach should
be fully deterministic. NS-3 provides deterministic Ran-
dom Number Generators (RNGs) including different distri-
butions. In the case, we use a NormalRandomVariable
with σ = accuracy ÷ 3 for the radius and a
UniformRandomVariable with range [−π, π) for the an-
gle.

Then we did a sensor fusion to stabilize the randomized
position using the Kalman Filter Algorithm. The internal
variable of the filter is stored with the state of RNGs in the
DceNodeContext, which is used for keeping the per-node
information, in order to keep the experimental reproducibility
among different experimental setups. Finally, the NS-3 coor-
dinate is converted into GPS coordinate.

B. NMEA full-simulation
We take the fully-simulation approach because of the

requirement of keeping on standard format, i.e., the NMEA
format.

The data flow is shown in Figure 2. A unix character
device /dev/ttyGPS is exposed to the user program.
The device driver is defined in the POSIX layer and
named UnixGPSttyFd. When the device is read by
a program, DCENodeContext::GPSttyRead()
is called. Then the function call another function
DCENodeContext::GetGPSPosition() to get the
“GPS position” from the mobility model in NS-3.

After the DCENodeContext::GetGPSPosition()
got the node’s real position according to the mo-
bility model, it calculates the GPS position as de-
fined in Section V-A. Then the function returns to the
DCENodeContext::GPSttyRead(). Here, the function

DCE

Posix Layer

Node 0 Node NNode 1
...

DCENodeContext::

GPSttyRead()

UnixGPSttyFd

DCENodeContext::

GetGPSPosition()

NS-3

MobilityModel::GetPosition()

MobilityModel::

m_position

Read()

/dev/ttyGPSGPGGA,...

GPGGA,...

(lat, long)

(x, y)

Figure 2. GPS device data flow

generate the necessary GPS flavor NMEA clauses (specifically
GPGGA and GPRMC) and finally return to the caller program.

VI. DESIGN AND IMPLEMENTATION OF PERCEPTION

This section describes an on-going work towards the per-
ception functionality of NS-3 and DCE. According to the
architecture defined in Figure 1, vehicle perception sensor
simulation on the DCE is based on the object detection
function on NS-3.

A. Architecture overview
In NS-3, polygons and some of its operations are sup-

ported through the CGAL by the obstacle extension module
contributed by [12]. Additionally, the module comes with
an approach to import obstacle information from the Open-
StreetMap (OSM). These functions can be reused as a common
infrastructure in NS-3 to represent and handle obstacles, with
several new functions.

On the other side, the vehicles themselves are also poly-
gons. We can define the outline of each type of vehicles as 2D
polygons, and then they can be awared in the calculation. Other
types of objects (e.g., non-its vehicles, non-motor vehicles,
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pedestrians) can be defined as “stub nodes”, i.e., nodes do not
run any protocol stacks or programs on it.

Based on the static obstacle and vehicle outline representa-
tion, the object detection simulation could be realized. When
an object-detection is requested on a sensor, it counts all the
vehicles (including stub ones) which are within or intersects
with its sensing range. Then a line-of-sight check is performed
to check each vehicle in the range is visible, or fully blocked
by either static obstacles or another vehicle at the moment.
Finally, for each visible vehicle, an ID is assigned to it, for
both NS-3 representation and simulated sensor representation.

B. Modeling the sensors
Currently, different types of perception sensors are avail-

able on the market. According to [14], vehicle perception
sensors can be classified into different types, including vision-
based, lazer-based, IR-based, radar, doppler, ultrasonic, induc-
tion loop, magnet field, etc. To accommodate different types
of perception sensors, several sensor parameters are defined:

position Coordinate of the sensors, in (x, y). Follows the
position of the node, if not specified.

range Shape of the sensible region of the device, in one of
the Circle_2, Circular_arc_2, Polygon_2.

min_size Minimum object size (in solid angle) which could
be detected.

accuracy Accuracy of the simulated sensor, in m.
capability Mask of capabilities the sensor has (identify vehi-

cles, classify vehicles, or just count)

For instance, several sensor products could be modeled
with parameters in Table I.

C. The Para-simulation
Different from the position part, we decided to follow the

para-simulation approach for the perception. The reasons are
as follows:

Firstly, the vehicle perception sensors do not have a widely-
used standard protocol: different products require user appli-
cations to communicate in different protocols, and also they
need different routines to achieve the object-detection from
the device data. In this case, extra developing will always be
required for a new type of device, including our simulated
ones.

Secondly, object-detection from the images or point-clouds
are very time-consuming, as well as image generation, if we
use a full-simulation approach. To simplify and speed-up the
simulation, we bypass the Object → Image → Object Detec-
tion routine and directly offer the result of object detection to
the user program. We model different types of the perception
sensors and define several arguments to imitate the behavior
and performance of each sensor.

Node 1

sensord

DCE

Posix Layer

...

NS-3

Read()

/dev/ttySensor0(Encoded data)

(Encoded data)

[(id, lat, long, type), ...]

[(id, x, y, type), ...]

Node 0

sensord

Node N

sensord

UnixSensorttyFd

DCENodeContext::

SensorttyRead()

DCENodeContext::

GetDetectedObjects()

ObjectDetectionModel::

GetDetectedObjects()

Figure 3. Perception sensor device data flow

The data flow is shown in Figure 3. Unlike the GPS
approach described above, we inject a program sensord to
the user environment, which is in charge of communication and
object-detection. Sensord comes with an SDK with libraries
to access the data, like other real sensor hardware does.

The sensord program communicates with the POSIX
layer with the character device /dev/ttySensor0. The
posix layer processes in a similar way as the GPS device, and
finally the request comes to the NS-3 Object detection model.

The model returned the raw data which is presented as
a list of id, x, y, type, and is subject to extend. Then the
DCENodeContext::GetDetectedObjects() function
converts the (x,y) coordinate into the GPS coordinate, with
the help of the utility from GPS model. The function
DCENodeContext::SensorttyRead() encode the data
in json (to keep flexibility to extensions) and return to the
user space daemon sensord. Sensord decodes the data
and return to its subscriber (i.e., the user programs in the same
node).

VII. USE CASES

Here, we show some example that our extensions could be
employed. Both positioning and perception sensing are most
common tasks in ITS. Our work will be useful for various
kinds of scenarios and not limited to the following ones.

A. Position Based Routing
The Position-based routing algorithms are not perfect

enough and needs improvements on different issues. GeoNet-
working is not an exception. We presented a proposal named
“Duplicated Unicast Packet Encapsulation” [15] to improve
the reliability of the GeoNetworking protocol for important
multi-hop messages by employing overlay networking and

TABLE I. PARAMETERS FOR DIFFERENT TYPES OF SENSORS

Sensor Type ZMP RoboVision II Velodyne LiDAR Diamond Phoenix II

Type Stereo camera Laser Radar Induction Loop
Position In-vehicle / Fixed In-vehicle / Fixed Fixed
Range Sector, 80m Circle, 100m Circle / Rectangle, 1m
Min Size 50cm, 10cm ... 10cm, 10cm
Accuracy 30cm ... ...
Capability Identify Identify Classify
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multipath routing. It presents an implementation based on
an open-source ITS network stack, and several (real and
simulated) experiments were conducted on the “Combined
Realistic Evaluation Workflow” [16]. However, the vehicle
movement scenarios in the simulations are “hand-crafted” and
not realistic enough nor scalable enough. With the proposed
work, we can conduct experiments with real street maps, to
make the experiments scalable and realistic.

B. Cooperative Awareness Messages
In order to keep compatibilities with the plain old manual-

driving vehicles, some transition techniques of Cooperative
Awareness Service is required. Kitazato et al. [9] proposed
a preliminary work call “Proxy CAM”. By using perception
techniques provided by sensors, road-side units (RSUs) could
aware of the non-CA-ready vehicles and send CA messages
(CAMs) on their behalf. In the paper, they conducted several
simple and small-scale experiments using three to four nodes.
Apparently, those are far not enough to evaluate the proposal
in a large scenario.

A realistic simulator with sensors enabled could greatly
help the evaluation. We can build flexible scenarios based
on real maps of different cities, and deploy various types of
position sensors on various type of objects, e.g., LiDARs and
stereo visions on the ITS enabled vehicles, dopplers on traffic
lights, induction detection loops under the road.

VIII. CONCLUSION

In this paper, we proposed methods to realize positioning
and perception devices in the application simulator NS3-
DCE. Both work we proposed satisfy the “experimental repro-
ducibility” request, i.e., producing deterministic result among
different simulation runs. Additionally, we attempted to model
different types of perception sensor techniques and bringing
adjustable parameters for flexibility to the users of the simu-
lator.

The design and implementation of perception are not
finished yet. In the near future, we will finish the following
targets:

Update Location Module
We have built a prototype location module with basic
function (i.e., NMEA simulation). The data augmentation
is not implemented yet. We will rewrite the location
module with the data augmentation and other features.

Implement 2D Perception
Currently, 2D perception is in the design period. In the
future, design and implementation challenges may occur.
The challenges should be overcome or workaround.

Evaluation
After the location module is updated and 2D perception
module is implemented, we are able to conduct exper-
iments on it. With the help of the modules, large-scale
experiments using the real world map become possible.
We will evaluate using different applications, maps of
different cities, and different types of the perception
sensors.
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Abstract— The Deep Learning techniques are a powerful tool 

to support the development of all sorts of information 

classification or processing techniques within the area of 

intelligent vehicles, since they are able to emulate the 

performance of the human brain when learning from 

experience. Specifically, the technique of Convolutional Neural 

Networks (CNN) has been successfully used in applications for 

classification and localization of pedestrians and obstacles on 

the road. However, CNN allow not only classification and 

pattern learning, but can be used for regression or modeling, 

like other kind of classical neural networks. The fundamental 

difference of both applications is that, while in classification 

the values of the network output are usually discrete, in 

regression or modeling applications the network can generate a 

continuous output with real numbers, allowing it to emulate 

the output of any type of system that is presented in the 

training set, with all its associated advantages, such as 

generalization and correct characterization of situations that 

have not learned explicitly. This paper presents an application 

of CNN for modeling in Intelligent Vehicles field, whose 

objective is to calculate the navigation parameters of a vehicle 

from the information supplied by a 3D LiDAR mounted on a 

vehicle that circulates in urban areas. Specifically, the 

developed CNN is able to calculate the speed and heading of a 

vehicle circulating in real time from the distance data supplied 

by the LiDAR sensor. The results show that the network is able 

to learn to calculate the speed and the yaw rate from the 

identification of the characteristic points of the environment, 

providing data that can be used to support the navigation of 

the vehicles. 

Keywords - deep learning; autonomous vehicle; odometry; 

LiDAR. 

I.  INTRODUCTION 

Intelligent vehicles are characterized by equipping a large 
number of sensors and computer and communication 
systems, capable of providing all the information required 
for some advanced driving assistance systems, such as 
cooperative systems, specifically on the field of autonomous 
vehicles navigation. This large number of sensors allows 
monitoring the driving environment with high precision, 
even beyond the visual horizon due to the communications 
systems and, at the same time, supporting a safe navigation. 
However, this instrumentation has two fundamental 
problems. On the one hand, the high number of sensors 
(Computer vision, 3D LiDAR, Ultrasounds, Radar, Gyro, 
Compass, GPS, etc.) requires a large investment in these 
vehicles, increasing production costs. On the other hand, 

many of these sensors provide redundant information, which 
may or may not be used by the system, which in many cases 
underuse this data. 

In this way, one of the most widely used sensors in the 
environment recognition of intelligent vehicles is the Laser 
Scanner 3D or LiDAR. This type of sensors usually provide 
an array of points with the distances from the sensor to the 
different elements of the environment in a range of 360º. 
Generally, this accurate information of the driving 
environment is used for the detection of pedestrians, vehicles 
or other obstacles on the road. However, since this precise 
information about the environment is available, it is possible 
to use it for other applications, such as navigation support [1] 
or visual odometry. 

 Visual odometry has been one of the last research fields 
to take part into the autonomous navigation applications. In 
general terms, visual odometry techniques tackle the SLAM 
(Simultaneous Localization And Mapping) problem, 
estimating the vehicle ego-motion and locating it in an 
unknown environment by using perception sensors as main 
source of information. Both estimating an accurate motion 
and tracking the vehicle route are two of the most difficult 
tasks in robotic and therefore in autonomous vehicle 
development. Solving the SLAM problem allows to perform 
critical tasks, such as the autonomous navigation where GPS 
signal can be lost or driving through complex areas, among 
others. In recent years, different visual odometry techniques 
have been developed using computer vision, stereo vision 
[2], LiDAR [3] or a sensory fusion between them [4][5]. 
Each of these algorithms, extract specific features of the 
environment such as flat surfaces, vertical corners, sharp 
angles, etc., from the data supplied by the sensor in each case 
and followed by a matching process between frames. 
Furthermore, in some cases it is necessary to make use of 
external motion sensors (e.g., IMUs, GPS/INS) in order to 
decrease the error. Another solution employed is the “loop 
closure” method when the incremental errors over time 
produce some drift. This implies that it does not work in real-
time. 

On the other hand, one of the most promising techniques 
for application, in multiple domains in general and in 
intelligent vehicles in particular, is Deep Learning. Deep 
Learning comprises a set of intelligent and bioinspired 
techniques based on neural networks with multiple hidden 
layers (usually more than 3). Convolutional Networks, 
autocorrelators, deep belief networks and Long Short-Term 
Memory (LSTM) are the four basic neural network 
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Figure 1.  Convolutional network architecture proposed. 

 

techniques that establish the Deep Learning framework. 
Convolutional layers in a network are specialized in image 
processing and are those that learn the convolutions to 
perform on the input data (image pixels) to filter it or obtain 
relevant features. Specifically, the convolution processes an 
input image to obtain its relevant features. Adding several 
Full Connected traditional layers to the convolutional layers, 
the resulting network is able to identify patterns in the 
images, classifying them as belonging or not to a particular 
class or standard (e.g., pedestrian or car), and are widely 
used as classifiers for camera-based systems in the field of 
intelligent vehicles. 

 Due to all these characteristics, CNN is starting to be 
used in autonomous vehicles applications. As mentioned, 
this type of networks is mainly used in classification and 
pattern learning when the number of outputs is discrete. 
Because of this, several works have implemented CNN 
based system to identify obstacles in autonomous navigation 
[6]. On the other hand, CNN are not only being used for 
classification, but also for estimating the vehicle ego-motion. 
In this way, according to [7], using stereo vision and 
extracting features, is possible to estimate vehicle velocity 
and direction, even though it calculates only discretized 
values. In turn, in [8] LiDAR information is used to estimate 
odometry using regression, which entails, continuous values 
as output. However, in that work, voxel grids are used to 
extract generic features.  

In this paper, a novel application of convolutional neural 
networks within the field of intelligent vehicles is presented. 
Thus, a CNN based system is proposed that is able to 
calculate the speed and yaw rate of a vehicle that circulates 
in urban areas at speeds up to 50 km/h. Specifically, it is 
proposed to use this type of networks using as input the 
information of the point cloud provided by a 3D LiDARIn 
addition, using this type of Deep Learning technique, allows 
a better understanding of the potential that CNNs have. 
Furthermore, this special application for autonomous 
vehicles is crucial, due to the high computational cost of the 
system when using a great number of data and classic 
programming methods. In this way, the CNN used is able to 
supply a precise output of the navigation parameters of the 
ego-vehicle and reduce drastically the computational cost 
once the network model is trained. Pre-training or 
environment features extraction is not previously made. This 

system has been implemented, trained and tested in the 
facilities and with the vehicles of the University Institute of 
Automobile Research (INSIA) of the Technical University of 
Madrid, obtaining results comparable to the data supplied by 
high performance speedometer, GPS and gyroscope. 

The paper is structured as follows, in Section II, the 
architecture of the CNN used is described as well as how the 
training process has been tackled. In Section III, the 
procedure for transforming the raw data to the image-data for 
the network input is adressed. The results of speed and yaw 
rate  obteined in the test dataset are shown in Section IV. 
Finally, in Section V, the conclusion and further works are 
dicussed. 

II. CONVOLUTIONAL NETWORK ARCHITECTURE, 

PARAMETERS AND TRAINING FRAMEWORK 

A. Architecture description 
 

A Convolutional Neural Network is a feed forward 
neural network mainly composed of convolutional layers. 
Those layers are the matrices shown in (1) 

H W C   

Where H and W are spatial dimensions and C the number 
of channels (or channel dimension). 

The architecture presented here is the result of a number 
of trial-and-error steps with different network sizes (both 
number of layers and convolutional networks dimensions), 
learning methods and parameters. The final architecture is 
summarized in Figure 1. The network is made up of six 
layers – four convolutional layers and two fully connected. 

The input to the network is presented as 8×300×2 
images, where the two channels corresponds to the image 
created from the points data captured by the LiDAR at “t” 
and “t-1”. Then, features are extracted through the 
convolutional layers, adjusting the resulting features to the 
final two values (speed and yaw rate) using two fully 
connected layers. 

Each convolutional layer is composed of three or four 
operations or sub-layers: 

• The convolution operation itself, where, given an 
image with the pattern defined in (1), a set of filters 

( N M C   matrices where N≤H and M≤W) 
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traverse the image with a step of 1 extracting 1 value 
for each sub-image. 

• A Rectified Linear Units (ReLUs) [9] network, with 
neurons whose activation function is: 

( ) max(0, )f x x  

Its purpose is to introduce non-linearity to the net. 
Other functions like (3) and (4) can also be used but 
they are much slower in terms of training time than 
ReLUs [9].  

( ) tanh( )f x x  

1
( )

1 x
f x

e



 

• Local response normalization operation [10], whose 
aim is to increase the differences (i.e., improve the 
contrast) between adjacent pixels. 

• Maxpool operation, is a non-linear subsampling 
method where a filter and a step are defined (usually 
a N×N filter with a step of N), replacing each subset 
of that window size by its maximum value. 

The first and second convolution layers have a dimension 
of 3×15×32. The maxpool operator is applied at the end of 
the second layer with a 2×2 dimension with a step of 2, so 
the output is an image of dimensions 4×150×32, that is, 32 
features. Third and fourth convolution layers have a 
dimension of 2×5×64. As with the second layer, a maxpool 
operator of same dimensions and step size is applied at the 
end of the fourth layer so the output for this layer has the 
dimensions 2×75×64, then 64 features. 

The fully connected layers are traditional feed-forward 
neural networks where all the outputs of one layer are 
connected to all the inputs of the next one. In this case, the 
first fully connected layer transforms the 2×75×64 outputs of 
the last convolutional layer to a vector of 512 values. This 
outputs are then transformed into the last 2 values by second 
fully connected network. 

Finally, a learning-with-dropout scheme has been used, 
with a dropout rate of 0.9 (10% of the neurons are removed 
each iteration). The dropout technique [11] is a way to avoid 
overfitting by randomly removing some of the neurons in the 
network each iteration. This way of learning makes the 
neurons not to learn by memory, but sharing knowledge 
among several instead. 

B. Learning operation 

The proposed model was trained using a stochastic 
gradient-based optimization algorithm called Adam [12] 
with a learning rate of 1e10⁻⁵ throughout 3,000 iterations. It 
has been tested with different learning rates: 1e10-3, 1e10-4 
and 1e10-5. With a learning rate of 1e10-3 and 1e10-4, the 
convergence behavior obtained suggested that it was too 
high for the topology of the particular problem. Therefore, it 
has been chosen to use this value of learning rate. 

The network was developed in the Python programming 
language with the help of the TensorFlow library [13] for the 
modelling and parallel training setups. 

For the selected training dataset, this convolutional 
network configuration took 55 hours on a computer with 
GNU/Linux, a Xeon E3-1200 (family) v3/4th Gen Core 
Processor and a NVIDIA GTX 980Ti with 6GB and 2816 
CUDA cores. As mentioned above, the execution time once 
the network is trained, allows the performance in real time. 

III. DATASET AND TESTS 

The architecture of the described network uses raw data 
obtained by the 3D LiDAR as input. This makes possible 
that the implementation of the trained network in the on-
board computer be simpler and not dependent on extra 
sensors. As outputs, this network estimates the vehicle speed 
and its yaw rate. 

In order to create the dataset of the network, a pre-
treatment of the LiDAR data was performed. As ground 
truth, it has been used the speed data available from a 
speedometer and the yaw angle acquired by a high accurate 
Gyro, placed on the vehicle. 

For a neural network training, it is necessary that the 
number of inputs and outputs is the same for all the dataset. 
Furthermore, when using convolution networks, a type of 
images has been developed from where the features are 
extracted. 

The creation of these data-images requires several 
processing steps of the raw data of the laser scanner for each 
frame: 

 

• First, the laser field of view (FOV) range is defined. 
Vertically, the range of vision is set between 3º and  
-11º, dividing the laser points in 8 rows. The 
horizontal FOV comprises two 150° areas located on 
both sides of the vehicle and placed centrally on its 
transverse axis (Figure 2). This range of vision was 
chosen given that it contains the area in which the 
environment perception generates the better amount 
of information for the estimation of odometry. 

 

Figure 2.  Horizontal FOV and its discretization. 
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• The LiDAR sensor used does not guarantee the 
generation of the same number of point in each 
revolution. Thus, in order to obtain the same amount 
of the data in each frame, the horizontal FOV is 
discretized with an amplitude of 1º (Figure 2). The 
distance of the LiDAR-points is acquired and these 
points are classified according to its horizontal angle 
and the channel through they were obtained. For this 
reason, 300 values are acquired in each of the 8 
channel defined previously. This will be the data 
image resolution. In the case that more than one 
point exists for the same “pixel”, the one presenting 
the lowest distance value remains. 

• The disadvantage of LiDAR versus computer vision 
technology concerns the data dispersion when the 
distance is greater. Due to this, obtaining data that 
does not satisfy the conditions of the “pixel” is a 
possibility. Therefore, when a “pixel” with a null 
value is acquired in the image, a linear interpolation 
between the near valid values is done. In addition, as 
mentioned in other works [14], points density per 
length unit is inversely proportional to the distance 
to the sensor. Thus, in order to compensate the 
values distribution, a logarithmic filtering is applied 
in each pixel-value, followed by a normalization 
between 0 and 1, according to the distance. As a 
result, the histogram after this calculation is widely 
distributed throughout the normalized distance range 
(Figure 3). 

 

Figure 3.  Data with and without logarithm applied. 

As a result, in Figure 3 the original normalized data 
is shown in red. This value distribution is 
concentrated in a narrow range (between 0.8 and 1). 
In contrast, the data distribution after apply the 
logarithm to widen along the entire range is 
represented in blue.  

• Finally, two data images are created, one for each 
channel of the network (parameter C in (1)) (Figure 
4). The first corresponds to time “t” and the second 
is the image defined for time “t-1”. The data 
acquisition is at 10 Hz, so the time transition is 0.1 s. 

As outputs, the average speed and the yaw rate 
during the transition time are included. 

 

Figure 4.  Example of data-images in a specific observation. 

Figure 4 represents one of the images create for the CNN. 
The horizontal range of vision discretization results in 300 
divisions, while the data is adquised by 8 channels 
corresponding to the vertical range of vision, defined 
between -11º and 3º. Therefore, the image size is 8×300 
pixels. Each of those pixels is the distance data of the LiDAR 
points after the logarithm has been applied and normalized.  

Neural network training requires a large amount of 
observations. This is why create a dataset for Deep Learning 
applications take a considerable amount of time. As a 
solution for this problem, a "mirror function" was 
implemented. This function doubles the number of 
observations used for training, obtaining twice the number of 
valid samples and taking into consideration new situations in 
the environment. This is possible because the "mirror 
function" calculates the inverse of data-images and their 
outputs, simulating a data acquision performed in a non-real 
scenario whose trajectory is the inverse of the real-scenario. 

IV. RESULTS AND DISCUSSION 

Several data collections were performed and the correct 
behavior for the network training was proven.  

In this case, a route at Campus Sur - UPM has been 
selected, which corresponds to a one-way street with 2 lanes 
and cars parked on both sides of the road (Figure 5). 
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Figure 5.  Urban area selected for the CNN training set. 

Specifically, a data collection for the training set during 
one hour was made, the equivalent to 25.6 km in an urban 
environment. During this data collection, the urban scenario 
had dynamic traffic, tight bends, diaphanous areas, buildings, 
etc. In addition, the driving mode was different throughout 
the entire test, with varying speeds, changing lanes and 
making stops. The training data collection consists of 34,530 
observations, which gives rise to a total of 69,060 samples 
when applying the “mirror function” mentioned above. 

Regarding the dataset test for the network, a different 
route was chosen, where one part corresponded to the same 
zone as the training set and the other part was an unknow 
area. This dataset test comprises 2.85 km or 4,756 
observations. 

Once the network training was finished, the CNN model 
was applied to the dataset test. The results obtained are 
depicted in Figure 6 and Figure 7 for the vehicle speed and 
its yaw rate, respectively. 

Figure 6.  Speed estimation in test dataset. 

 

Figure 7.  Yaw rate estimation in test dataset. 

It can be considered that the estimation of the speed is 
accurate, mainly focusing on the accelerations and 
decelerations, where the value estimated by the network and 
the real value have the same outline, obtaining a Root Mean 
Square (RMS) error after 3,000 epoch of 3.61 km/h. 

Concerning the yaw rate, the estimation is quite precise, 
being better adjusted to the actual data when there are 
concatenated path changes. An RMS of 2.8 º/s is obtained of 
the whole test after 3,000 epoch. 

Both Figure 6 and Figure 7, illustrate that between the 
time instants 150 s and 250 s the estimation of the values and 
the real data differs somewhat more. This is largely due to 
the fact that it corresponds to the unknown area in which it 
had not previously circulated and which did not correspond 
of the training dataset, as previously described. On the other 
hand, the network was able to generalize unknown 
surroundings and the performance in this specific situation is 
reasonably successful. 

It must be mentioned that the RMS obtained are in the 
dataset test and that it is different from the learning RMS, 
which has been 0.92 km/h and 0.94 º/s for the whole training 
set. 

It can be assumed that the network, with a short training 
set, is capable of learning and generalizing. However, the 
CNN should be taught with training sets that include other 
road types to be able to operate in all cases. Not a great 
number of areas, but situations that serve as models. 

V. CONCLUSION 

In this paper, an application of Deep Learning techniques 
to estimate the visual odometry of an autonomous vehicle 
has been presented. Specifically, the information provided by 
a 3D LiDAR has been used as input of a Convolutional 
Neural Network with a novel architecture that is able to 
estimate the values of speed and yaw angle. This system has 
been implemented, trained and tested in the facilities of the 
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University Institute for Automobile Research, using its 
Campus as testbed area. The results of the implementation 
and commissioning of this system is that the CNN is able to 
successfully estimate the output values, generalizing 
correctly when in situations that have not been previously 
learnt by the network. Two conclusions have been achieved 
of the work presented in this paper: on one hand, a novel 
application of CNN for regression in visual odometry has 
been developed. On the other hand, the results of this system 
show that the network need typical road areas to learn how to 
estimate the navigation parameters and, from these data, is 
able to generalize the navigation of different areas not learnt. 

In future works, the main aim will be improving the 
output precision, collecting data of specific environments 
and traffic situations. Also, changes in the network 
architecture here described, are providing useful information 
about the contribution of each layer. For that reason, adding 
additional convolutional layers may improve the overall 
performance. 
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Development of LTE based Railway Wireless Communication Systems: Preliminary 

Experimental Test Results 

 

 

 

 

 

 

 

 

 

 

 

 

 
Abstract— In this paper, we examine the experimental test 

results of LTE based railway wireless communication systems. 

First, the overall system architecture is introduced for railway 

wireless communication systems. Then, the several 

performance measurement results, which include Reference 

Signal Received Power (RSRP), communication coverage, call 

setup time, handover success rate, data delay time, and 

successive packet loss rate are introduced. Based on the 

measurement results, the compatibility of LTE based 

communication systems in railway environments can be 

verified. 

Keywords-railway wireless communications; LTE based 

system; experimental test;performance. 

I.  INTRODUCTION 

In South Korea, several wireless communication schemes, 
i.e., Very High Frequency (VHF), Trunked Radio System-
ASTRO (TRS-ASTRO), and TRS-TETRA, are applied in 
railway communication systems depending on the region. 
Therefore, several mobile terminals are equipped with one 
train to support various communication schemes which may 
not guarantee seamless communication environments. 
Furthermore, the maximum data transmission requirements 
are different depending on communication scheme which 
makes it difficult to transmit a certain data. To overcome 
these limitations and support seamless communication 
environments and deliver high data rate transmission, Long 
Term Evolution (LTE) based wireless communication 
systems have been developed. Recently, LTE scheme is 
considered as next generation of railway communication 
scheme [1][2]. Some performance results of LTE based 
railway communication systems are introduced in [3][4]. 
However, experimental measurement results adopting LTE 
based communication system in practical railway 
environments are not thoroughly introduced. In this paper, 
we introduce the experimental test results of LTE based 
railway wireless communication systems.   

 

II. SYSTEM ARCHITECTURE 

 In this section, we consider system architecture. Fig. 1 
represents the overall system architecture. In general, the 
system consists of Evolved Packet Core (EPC), Digital Unit 
(DU) and Remote Radio Unit (RRU).  

EPC

DU ...

... ... ...
RRU

Point A Point B Tunnel area

Test-bed
(6.3km)Test-bed(28km)

 

Figure 1.  The overall system architecture. 

EPC follows the 3GPP LTE standard structure. However, 
different from the general LTE networks, EPC and DU have 
dual system for emergency scenarios. RRU has also a dual 
system, which enables to transmit signal proper when the 
adjacent RRU is inactive status. Since railway network is 
directly related to the safety of passengers, the main part of 
system consists of dual systems. The train is equipped with 
mobile terminal and on board unit for communication. With 
this architecture, the performance of wireless communication 
is measured in two scenarios: one is open area and the other 
is tunnel area. Then, the Reference Signal Received Power 
(RSRP), communication coverage, call setup time, handover 
success rate, data delay time, and successive packet loss rate 
are measured. The average moving speed of train is 250km/h. 
The frequency band for uplink and downlink is 
718~728MHz and 773~783MHz, respectively.  Therefore, 
each link has 10MHz of bandwidth.  

III. MEASUREMENT RESULTS 

For experimental measurement, we transmit signal 
approximately with 46dBm at the end of User Equipment 
(UE) based on 3GPP standard in [5]. 

A. RSRP and communication coverage 

The reference RSRP value is measured based on 3GPP 
standard, and the reference criterion is greater than or equal -
110dBm. We regard RSRP as “success” if the RSRP satisfies 
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85% of reference value, i.e., -110dBm.  Table I and Table II 
represent measurement results of RSRP. As we can see, if 
the distance between RRU and RRU is greater than 3Km, the 
RSRP is not sufficient.  

TABLE I.  RSRP MEASUREMENT IN OPEN AREA 

Distance between 

RRU and RRU 

Average measured 

value 
Satisfaction rate 

1km -76.10dBm 100% 

2km -88.26dBm 98.8% 

3km -97.18dBm 81.9% 

4km -97.60dBm 77.7% 

TABLE II.  RSRP MEASUREMENT IN TUNNEL AREA 

Distance between 

RRU and RRU 

Average measured 

value 
Satisfaction rate 

0.5km -72.58dBm 100% 

1km -79.05dBm 100% 

1.5km -84.31dBm 100% 

2km -86.61dBm 100% 

B. Call setup time 

For call setup time we measured call setup time for 
emergency call, Push to Talk (PTT) call setup time, and 
group call setup time. We also measured call success rate for 
each case. Table III shows reference value and its 
corresponding measured value. The table indicates that all 
cases represent successful results  

TABLE III.  CALL SETUP TIME 

Test Condition Reference value Measured value 

Emergency call setup time Less than 2 sec 0.109sec 

PTT call setup time Less than 2.5sec 0.108sec 

Group call setup time Less than 2.5sec 0.151sec 

Emergency call succe rate Greater than 99% 100% 

PTT call success rate Greater than 99% 100% 

Group call success rate Greater than 99% 100% 

C. Handover success rate 

We measured handover success rate with the same 
condition of RSRU measurement condition. The criterion for 
successful handover rate is greater than 99%. Tables IV and 
V show that all cases fulfill the handover success rate.  

D. Data delay time 

Data delay time is measured to test the buffering time 
which is caused by several signal flow steps. The successful 
delay time is less than 600ms, where the measured average 
delay time is 28ms. Therefore, the measured data satisfies 
the data delay time criterion. 

TABLE IV.  HANDOVER SUCCESS RATE IN OPEN AREA 

Distance between 

RRU and RRU 
# of trial # of success Success rate 

1km 6 6 100% 

2km 6 6 100% 

3km 6 6 100% 

4km 6 6 100% 

TABLE V.  HANDOVER SUCCESS RATE IN TUNNEL AREA 

Distance between 

RRU and RRU 
# of trial # of success Success rate 

0.5km 2 2 100% 

1km 2 2 100% 

1.5km 2 2 100% 

2km 2 2 100% 

E. Successive packe loss rate 

Successive packet loss rate measures the loss rate when 
the long data packet rate (6000bytes) signal is transmitted. 
The measurement results show that there is no loss although 
long packet is transmitted. 

IV. CONCLUSIONS 

In this paper, we discussed the measurement results of 
LTE based railway wireless communication systems. The 
measurements are carried out by considering various 
performance parameters with practical implementation. The 
results reveal that the LTE based system can support reliable 
communication link in railway environments. 
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Abstract—In Intelligent Transportation System (ITS), communi-
cation with RoadSide Unit (RSU) is expected that weak con-
nectivity of vehicle-to-vehicle communication can be improved
since the power average of RSU is large. However, to deploy
and maintain RSUs is costly. Therefore, it is necessary to
effectively place RSUs within limited cost. Many opportunities
to communicate with vehicles are at intersections with a lot of
traffic volume. However, it is necessary to consider not only
the traffic volume but also a connection relation of the road
network because buildings prevent radio waves. In this paper, we
propose an RSU placement method considering road elements
that affect radio wave spreading. This method consists of two
actions: calculation of RSU placement priority with considering
road elements affecting radio wave spreading and operation of
updating RSU placement priority. As a result of simulation,
our proposal is particularly effective in a scenario considering
information relay because the communication performance of
this method was higher than or equivalent to that of other RSU
placements. Further, it is found that our proposal was possible
to suppress redundant RSU placement by updating operation of
RSU placement priority in a scenario which is not considering
information relay.

Keywords–VANET; RSU; Road elements; Priority

I. INTRODUCTION

Recently, research on Intelligent Transportation Systems
(ITS) that improves the traffic safety and traffic efficiency
by making vehicles communicate with each other has been
actively conducted. In ITS, vehicle communication is classified
into vehicle-to-vehicle and road-to-vehicle communication.
Vehicle-to-vehicle communication can be extended ad hoc
networks easily because ad hoc communication is possible if
only vehicles are equipped with in-vehicle devices dedicated
to communication individually. In particular, ad hoc networks
composed of vehicles are called Vehicular Ad-hoc NETworks
(VANETs), and various applications using this VANET are
being studied in the field of ITS.

In ITS, road-to-vehicle communication is expected to have
high connectivity. Propagation radio waves are blocked by
buildings in the city and connection of VANET is unstable
because vehicles move at high speed. Therefore, the con-
nectivity of the VANET is weak, and there arises problems
such that vehicles can not communicate satisfactorily. On the
other hand, road-to-vehicle communication is expected that
weak connectivity of vehicle-to-vehicle communication can be
improved by base station participating in communication. The
Electronic Toll Collection system (ETC) [1] and the optical
detector [2] that only the vehicles nearest to the RoadSide Unit

(RSU) can communicate are currently being put to practical
use, but in the future, it is expected that it will be possible
to form networks with farther vehicles and RSUs, because a
more robust ad hoc network will be formed by vehicles and
RSUs relaying information.

An effective RSU placement within a limited cost is
necessary since to deploy and maintain RSUs are costly.
Various methods have been proposed for placement of RSUs.
For the purpose of increasing communication opportunities
between the vehicle and the RSUs, particularly many methods
for placement the RSU based on the vehicle traffic volume
have been proposed. Specifically, it is a method of placing
RSUs preferentially at intersections with high traffic volume
[3]. However, in order to achieve effective RSU placement,
RSUs have to be deployed with the metric considering the
other elements as well as the traffic volume. This is because
when assuming information spreading by relaying information,
in order to deploy RSU effectively, it is important to consider
not only the traffic volume but also the other elements of the
road network.

In this paper, we propose an RSU placement method
considering road elements that affects radio signal spreading.
This method consists of two actions: calculation of RSU
placement priority for each intersection with considering road
elements affecting radio wave spreading and operation of
updating RSU placement priority. Evaluation of our proposal
is performed by simulation of information dissemination by
RSUs. We assumed two scenarios, which are assumed packet
relay and not assumed packet relay.

In Section 2, we explain the existing methods of RSU
placement. In Section 3, we describe the proposed method.
In Section 4, we evaluate proposed method using simulation.
We will conclude with Section 5.

II. RELATED WORK

This section explains related research on spreading infor-
mation and background on RSU placement. In ITS, vehi-
cles exchange various information, thereby improving traffic
efficiency and improving safety. Various information to be
exchanged here is assumed in vehicle information, such as
speed and position of surrounding vehicle and itself, safety
information such as where accidents occurred, entertainment
information such as videos. By using this information, the
vehicle can avoid the road where traffic congestion is expected
and avoiding entering the area where the accident occurred.
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The vehicle sends and receives these information by commu-
nication technology. Especially, ad hoc networks constituted
by only vehicles are called VANETs, and various applications
using VANET are assumed.

However, vehicles can not relay packets unless each vehicle
are in a range of communication of each other. So, if density
of vehicles is small or buildings locate where they disturb
radio wave propagation, it is difficult to spread information
by vehicle to vehicle. This is mentioned in papers [4], [5], [6],
[7]. In a specific road structure, information spreading among
vehicle to vehicle has limits because information doesn’t
spread wide enough by relay using Flooding. For this reason,
a connectivity of vehicle to vehicle has a weak point. Then,
RSU which improves the weak point of vehicle to vehicle
communication are attention has been paid.

RSU is an infrastructure for telecommunication in ITS.
Generally, RSU is placed on roads, and send information to
vehicle and receive information from vehicle. It is assumed the
situation that RSU processes information, further communicate
to vehicle at local area. Furthermore, it is assumed the situation
that information received by RSU are processed by server
through backbone network, and RSU sends surround vehicles
the packet which are processed by server. RSU is convenient
but deployment cost is high. Also, it is known that cost is
increased because power is frequently used for maintaining
RSU once deployed. Therefore, it is not realistic to deploy
infinitely many RSUs. It is necessary to effectively arrange a
limited number of RSUs so that they can communicate with
more vehicles.

In order to effectively utilize limited RSU, many methods
of RSU placement are researched. H. Zheng et al. proposes an
algorithm to set up RSU based on traffic volume to distribute
advertisements at stores [8]. For each intersection, calculate
the RSU placement priority high in the order of the traffic
volume, and place RSUs in the place where the vehicle has
many opportunities to receive the information. Similarly, J.
Chi et al. also proposes an algorithm that calculates RSU
placement priority at a high value based on traffic volume [3].
In addition, control is exercised not to deploy an additional
RSU around the intersection where the RSU is deployed. This
is an operation for preventing intersections with high RSU
priority from concentrating in one place. Also, some RSU
placement methods focus on deploying RSUs at highways
[9], [10], [11]. Although these are references related to the
placement of RSU, basically there is no constraint to deploy
RSU at intersections like urban areas, so the concept of RSU
placement priorities for intersections is not mentioned.

There are some analyzing methods of road network struc-
tures [12], [13], [14]. However, they don’t analyze road net-
works from the viewpoint of radio wave diffusion. For this
reason, in order to effectively deploy this RSU, we considered
that it is necessary to consider the influence of static road
elements in the road network on radio wave diffusion in
addition to the traffic volume.

III. PROPOSED METHOD

This section proposes the RSU placement method based
on road elements for information distribution. This method
enables effective RSU placement suppression of redundant
placement of RSU while considering the influence on radio
wave diffusion by road elements. This method performs RSU

placement by two operations. The first is the calculation of
the RSU placement priority and the second is the update of
the RSU placement priority. By calculating the priority of
RSU by considering various road elements including traffic
volume in the placement priority calculation of RSU, it is
possible to select intersections where packets are likely to
be spread as high priority intersections. Road elements are
weighted based on the magnitude of influence on radio wave
spread. In the update operation of the RSU placement priority,
it is an operation to lower the RSU placement priority of
the surrounding intersection based on the position of the
existing RSU. By this operation, the redundant placement of
the RSU can be suppressed, and as a result overlap of the
communication range can be reduced. The pi which express
the placement priority of RSU at intersection i is expressed by
the following equation:

pi = w1
1

tmax
ti + w2

1

smax
si + w3

1

Imax
Ii (1)

where ti is a value of traffic volume at intersection i. si is
a number of connected straight road segments at intersection
i. Ii is a number of connections of the road segment at the
intersection i where the connected road segment has four
intersections at the other end. w1, w2 and w3 are coefficients
for weighting, and we set to be all 1/3. Also, pi is calculated
between 0 and 1. The method of determining (1) is shown
below.

First, in calculating the RSU placement priority, we define
intersections that should be prioritized. Since information to be
distributed by the RSU needs to be received by many vehicles,
it is necessary to set intersections where information spreads in
a wide range. Therefore, road elements that affect the spread
of information to a wide range are adopted as elements for
calculating the RSU placement priority. In order to spread
information extensively, the information transmitted by the
RSU at the intersection have to be extended over long distances
and many roads. The number of road segments connected
to intersections increases, information spreading tends to be
effective. In addition, a straight road works favorably by
spreading information because radio wave spreading is difficult
to block in straight roads. Furthermore, when spreading infor-
mation over a wide range with multiple hops, traffic volume
becomes important because it is necessary to gather a lot of
vehicles for relaying. In addition, it is conceivable that the
angle of the road segments greatly influences the transmitted
information to diffuse far without being blocked by buildings.

In this paper, we analyzed the correlation between road
elements and the number of received cars. The road elements
to be analyzed are summarized in Table. I. These road elements
are classified into fields such as the number of road segments
connected to the intersection, the length of the road segment,
the angle formed by the road segments connected to the
intersection, the angle of the connected road segment itself, the
position of the intersection. For example, n Seg denotes the
number of connected road segments, d A denotes a connection
angle between road segments, and ABS 90 which is the sum of
differences of each connection angle of road segments and 90◦.
The road map to be used this time is the map of Manhattan,
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TABLE I. ROAD ELEMENTS.

classification element
Traffic Volume traffic

Number of road segment
n Seg

n Inter4
p Inter4

Length of road segment
ave Len Seg
total Len Seg

d Seg

Angle of Connection

ABS90
ABS90+

ABS90 + no overlap
ABS180

ABS180 pair
ABS180 pair even

d A

Angle of road segment

n u − deg10
n u − deg5

n Straight
p u − deg10
p u − deg5

p straight
Position center

Figure 1. Correlation Coefficient between Number of Packet Received and
Traffic Volume.

Berlin, Rome, 1500m square areas. Using these areas, we
analyze road elements that affect information diffusion.

Figure. 1 represents a part of the correlation coefficient
between 21 road elements and transitions of reception numbers
for each intersection in each road map. In this paper, the
minimum correlation coefficient to judge is 0.3. From Figure.
1, since road elements traffic, n Straight, n Inter4 are
correlated with the number of received on all road maps, these
road elements are used for calculating the priority. Traffic is
the traffic volume, n Straight is the number of connected
straight road segments, and n Inter4 is the number of road
segments connected with the connected road segment at the
other end of the four intersections. Also, if different road
elements in the same classification are duplicated for RSU
priority calculation, similar road elements may duplicate and
affect the RSU placement priority. Therefore, even if the
correlation coefficient exceeds 0.3, only road elements with the
highest correlation coefficient in the same classification shall
be used for RSU placement priority calculation. Also, from

the Figure. 1, even if the road elements are the same, it can be
seen that the magnitude of the correlation coefficient differs
depending on the road map. In addition, it can be seen that
the magnitude relation with different correlation coefficients
also differs depending on the road map. From these facts, it is
assumed that the magnitude of the weight and the magnitude of
relation between the three road elements are all equal because
they change according to the road map.

The purpose of each operation is to spread the RSU widely.
RSUs should be placed at intersections that are advantageous
for information spreading that can distribute information to
many vehicles, but if one RSU is deployed, the surrounding
intersections can be covered by the RSU. In other words, if
RSUs are simply placed at the intersections which are advan-
tageous for information spreading, the RSUs are concentrated
in part, the RSUs are concentrated in part and the vehicles
receive duplicate and identical information from the multiple
RSUs. This is called redundant RSU placement, which causes
redundant information transmission. In order to perform RSU
placement that uniformly transmits information to the vehicle,
it is necessary to suppress the redundant RSU placement
while taking advantage of the RSU placement priority. As a
concrete method, it is an operation to prevent concentrating
placement of the RSUs to be deployed thereafter by lowering
the RSU placement priority of the intersection within the
communication range of the existing RSU. Updated RSU
placement priority pi new is done using (2):

pi new = pi ×
disRSU

distransmit
(2)

where disRSU is a distance between the intersection i
and the RSU deployed immediately before. distransmit is the
distance at which the attenuation of the priority begins to start.
Since distransmit plays a role of a threshold, this priority
attenuation Equation is applied when the distance between the
intersection i and the immediately preceding RSU is smaller
than distransmit. In other words, it applies when this Equation
distransmit is above disRSU . As the value of the distance
distransmit at which attenuation of the priority is started this
time, a value of 700 experimentally obtained is used.

A value of disistransmit actually deployed the RSU in the
simulation and experimentally observed and adopted a value
that maximizes the number of reception. In this paper, the value
of the simulation is made to conform to the reference[15] in
the case where there is no specific mention. The transmission
power of the radio waves of the RSU and the vehicle was set
to 20 dBm, and the maximum hop number was set to 3. In
the set simulation environment, the information reaches about
350 m from sender with 1 hop at 20 dBm radio field intensity.
Since the maximum number of hops this time is set to 3 hops,
the radio waves transmitted from the RSU can reach up to
1050 m. Therefore, we changed the hop number between 1
and 3 this time, that means distransmit was 350, 700, 1050
respectively.

IV. SIMULATION EVALUATION

We evaluated the performance of our proposal by simula-
tion. To verify the effectiveness of the proposed method, we
compared our proposal with the existing methods that with
existing method of RSU placement methods.
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A. Simulation Set up
Here, we explain the simulation environment. In the sim-

ulation, we used two methods of RSU placement to compare
with proposed method.

• Traffic 1 [8]
An RSU placement method to calculate the placement
priority of RSU at intersection based on traffic vol-
ume. There is no operation to prevent the redundant
arrangement of the RSU, and simply arrange the RSU
in the intersection where the traffic volume is large.

• Traffic 2 [3]
An RSU placement method to calculate the placement
priority of RSU at intersection based on traffic volume.
Perform operations to prevent redundant placement
of RSUs. As a specific operation, set the placement
priority of RSU to a fixed distance around the already
deployed RSU to 0. In this example, the distance to
set the allocation priority of RSU to 0 m is set to 350
m which is the transmission range of 1 hop.

Distance operation to prevent redundant arrangement of
RSUs adopted in proposed method and Traffic 2 does not
necessarily work in the expected direction. This is because
there is a risk that RSU placement at an intersection at which
information spreading to many vehicles originally could be
hindered by these distance operations.

Next, we explain about simulation scenario that we used.
Place N RSUs in the simulation area. The placement of
the RSU is different for each comparison target. Record
simulation results when N RSUs are deployed respectively.
RSUs deployed N in the area transmit packets at the same
time. In the area, 500 vehicles are running at a speed of 15
to 30 km/h. 500 vehicles process received packets based on
scenarios 1 and 2. In scenario 1, 500 vehicles do not relay
packets received from the RSU. It is possible to receive packets
only for vehicles travelling in front of RSUs. The simulation
time is 600 seconds, and the RSUs in the area simultaneously
transmit information 600 times in total, once a second, from
simulation start to simulation end. N varies between 1 and 10.
In scenario 2, 500 vehicles relay the packets received from the
RSU. Even without travelling in front of the RSU, the vehicle
can receive packets from the RSU within the transmission
range and surrounding vehicles’ relay. All vehicles participate
in relaying and relay up to 3 hops. The simulation time is 130
seconds, and the RSUs in the area simultaneously transmit the
information once at the time of the simulation start of 120
seconds. N varies between 1 and 20.

Finally, we explain about the simulation map that we used.
The simulation area uses 1500 m × 1500 m of San Francisco.
It is shown in Figures. 2. In addition, circles marks indicate
RSU placement by proposed method, triangle marks indicate
RSU placement by Traffic 1, and crossing marks indicate RSU
placement by Traffic 2. Simulator uses Scenargie [16] and map
data is acquired from OSM [17]. The packet size is 128 KB,
and the radio wave propagation model uses ITU-R P.1411 [18]
which reflects the influence such as radio wave shielding by
buildings. Detailed parameters are shown in the Table. II.

B. Simulation Results
Here, the results of the simulation are presented. In scenario

1, there is no packet relay by the vehicles, and it is a scenario
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Figure 2. Simulation Area and RSU Placement in San Francisco.

TABLE II. PARAMETERS FOR EVALUATION.

Common Parameters
Simulator Scenargie2.0[16]

Number of vehicles 500
Velocity of vehicles 15∼30 km/h[19]
Propagation Model ITU-R P.1411[18]

Frequency 5.9 GHz
Bandwidth 10 MHz

Communication standard IEEE 802.11p
Mobility Model Random Way Point

Parameters of Scenario 1
Simulation Time 600 s
Number of N 1 ∼ 10

Number of Packet sent 600
Max Hop Count 1

Transmission Power 20 dBm

Parameters of Scenario 2
Simulation Time 130
Number of N 1 ∼ 20

Number of Packet sent 1
Max Hop Count 3

Transmission Power 20 dBm

that receives information only for vehicles passing in front of
the RSU. Therefore, in scenario 1, in order to improve the
reception rate, it is important to deploy RSUs at intersections
where traffic volume is simply high, regardless of the radio
wave spreading range.

The result is shown in Figure. 3. In San Francisco, the
proposed method is the highest reception rate despite the
weight of the traffic volume in the RSU calculation Equation
being lower than Traffic 1 and Traffic 2. Specifically, on
average, our proposal was 7.3 points higher than Traffic 2 and
27 points higher than Traffic 1. This is because San Francisco
is a grid road network structure and every intersection has a
similar road element. Therefore, in San Francisco, the static
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Figure 3. Reception Ratio in Scenario 1.

road elements of the road network such as n Inter4 and
n Straight are nearly equal at every intersection, and as a
result the RSU placement priority calculated in our proposal
is depending on traffic volume which is a remaining element
of the Equation of calculation of RSU placement. Therefore,
the weights of the road elements used for the RSU placement
priority calculation in the three comparison targets in San
Francisco are approximately equal, and the difference in the
reception ratio in this graph generated is the performance of
the RSU placement priority update operation for preventing
redundant RSU placement. In other words, in San Francisco
the weight of the considered road element is equal for all
comparison targets, so here, the performance of the updating
operation of the RSU placement priority can be evaluated.

Traffic 1 that has no updating operation of the RSU
placement priority has the lowest reception ratio among the
comparison targets. The reception rate of Traffic 1 was about
55% even when the RSU was 10 pieces. This is thought to be
due to the concentrated RSU placement because intersections
whose traffic volume is high concentrate in one place. Traffic
2 suppresses redundant RSU placement by the operation of
uniformly setting the priority of intersection within the com-
munication range of RSU to 0. However, the opportunity to
receive information depends on the distance from the RSU.
If it ignores the distance and uniformly set the priority of the
intersection within the communication range to 0 for the reason
because it is within the communication range of RSU, RSU
placement priority of an intersection with high possibility of
working for good will is removed from candidates. Therefore,
Traffic 2 has an average reception rate of 7.3 points lower than
that of our proposal which linearly controls the RSU placement
priority according to the distance.

In scenario 2, information relaying by the vehicle is per-
formed. Therefore, it is important to consider the change of
the radio wave spread range by the road network structure in
order to increase the reception ratio. Since proposed method
considers road elements related to the road network structure
such as n Inter4 and n Straight in addition to the traffic
volume to calculate the RSU placement priority, the reception
rate becomes higher than Traffic 1 and Traffic 2 which consider
only the traffic volume.

The result is shown in Figure. 4. As mentioned in Scenario

Figure 4. Reception Ratio in Scenario 2.

1, San Francisco has a regular road network structure, so there
is no big difference in the road elements of each intersection.
For this reason, the three comparison targets determine the
RSU placement priority based on the traffic volume and RSU
placement priority updating operation. The RSU placement
priority updating operation works when RSUs is placed 2
or more. Therefore, when the number of RSUs is one, the
three comparison targets have the same reception rate. When
the number of RSUs placed is two or more, the reception
ratio varies depending on the performance of the update
operation of the RSU placement priority. Traffic 1 without
updating the RSU placement priority is the lowest throughout
the simulation graph in San Francisco. Traffic 1 converges
with a difference of 20 points compared with Traffic2 and
proposed method. This is thought to be due to redundant RSU
placement occurring by concentrating the RSU at intersections
whose traffic volume are high. Traffic 2 is an RSU placement
priority updating operation of uniformly setting the priority
within the communication range to 0, so the RSU placement
priority updating operation does not perform corresponding to
the distance between RSUs. As a result, the RSU placement
priority updating operation of Traffic 1 is lower than that
of proposed method, and the reception rate of traffic 1 is
lower than that of the proposed method. When the number
of deployed RSUs is 4, our proposal already has a reception
rate of 95%, which shows that the highest reception rate is
obtained throughout the graph about proposed method.

V. CONCLUSION

In this paper, we proposed an RSU placement method
considering road elements for information distribution. This
method consists of calculating operation of RSU placement
priority considering road elements that affected radio wave
spreading and updating RSU placement priority in response
to the distance between the intersection and RSU deployed.
In order to determine an operation of calculation RSU place-
ment priority considering the road elements that influence the
radio wave spreading, we analyzed the correlation with the
number of 21 road elements received for the three cities of
different road network structure. As the result, the number of
straight road segments, the number of neighbor intersections
which have 4 connected road segments and traffic volume
were related to communication performance. In the simulation
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evaluation, we compared our proposal with existing method
of RSU placement methods. In the simulation results, our pro-
posal was the highest of the comparison targets of equivalent
to the highest about the reception ratio in both scenarios with
and without relay. From this result, our proposal is effective
as an RSU placement method.

In the future work, we will research the value of w in (1).
We use 1/3 in the equation, but we have to use accurate value
to evaluate. We think w is variable in using map. So, we will
research the weight of road elements in each maps.
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Abstract—Vehicle-to-vehicle (V2V) messaging plays an important
role in cooperative intelligent transportation systems (CITS),
which are advanced applications addressing the problems of
road transport management. In this regard, the Cooperative
Awareness Message (CAM) protocol is standardized in EU for
V2V messaging. However, V2V messages work well only when
all vehicles have transmitters and work well in short range and
no obstacle. To solve the former problem, the existance of the
non-ITS road users, in the early deployment phase, we previously
proposed a system called Proxy CAM, wherein roadside sensors
detect target vehicles and transmit V2V messages on behalf
of the vehicles. However, the V2V transmission range is still
limited to the wireless range of IEEE802.11p. Therefore, in this
study, we propose a system that delivers CAMs over the Internet
using UDP/IPv6 and LTE in addition to the standard speci-
fication (i.e., the Basic Transportation Protocol/GeoNetworking
and IEEE802.11p). Moreover, we implement the cellular network
component of the system and evaluate its performance in terms
of the packet delivery ratio and packet delay for various distances
and packet frequencies. In our evaluation, we define the average
Proxy CAM update delay and calculate this parameter for
both IEEE802.11p and LTE. We find that using LTE over long
distances is more efficient than using IEEE802.11p.

Keywords–CITS; CAM; LTE; Cellular Network; V2V.

I. INTRODUCTION

The problem of vehicular traffic, particularly traffic jams
and accidents, has become one of the most important issues in
the world today. In this context, intelligent transport systems
(ITSs) have been designed to solve this problem via acquiring
and sharing traffic information from vehicle sensors or other
devices. Examples of ITS include Vehicle Information and
Communication Systems (VICS) [1], which automatically re-
ceive information about traffic jams and road construction from
roadside beacons via FM multiplex broadcasting and electronic
toll collection systems (ETCSs) [2] installed at the entrances
and exits of highways by communicating with vehicles via
radio waves. In particular, ITSs that communicate traffic infor-
mation with other ITSs to improve vehicle safety, durability,
efficiency, and comfort are called cooperative ITSs (CITSs). A
typical CITS consists of an application layer, facilities layer,
network&transport layer, access layer, management layer, and
security layer [3].

A CITS communicates by means of Cooperative Awareness
Messages (CAMs) [4] and Decentralized Environmental No-
tification Message (DENM) [5] protocols. A CAM contains
information on the positions and movements of road users
(vehicles, bicycles, pedestrians) along with other dynamic
information. According to [4], all ITS-installed devices are

encouraged to create and broadcast messages with the use of
CAM, and the desirable frequency range for CAM broadcast-
ing is 1 to 10 Hz. Further, single-hop broadcasting is also
desirable. Upon receiving CAM information, a CITS processes
the CAM to update the Local Dynamic Map (LDM) [6].
The Cooperative Awareness basic service (CA basic service)
in the facilities layer, the Basic Transport Protocol (BTP)
[7]/GeoNetworking(GN) [8] in the network&transport layer,
and IEEE802.11p [9] in the access layer are used to send
and receive CAMs. The CA basic service also manages to
encode and decode CAMs and provide CAM information to
the LDM and application layer, while BTP provides end-to-
end connectionless communication. This protocol is aimed
at transmitting multiple messages from different processes in
the facilities layer at the same time along one packet path.
However, it is to be noted that BTP does not guarantee the
order, integrity, and reliability of packets. Meanwhile, the
GN protocol provides the packet path while IEEE802.11p
specifies the wireless communication system developed for
communication between vehicles. This makes communication
between fast-moving vehicles possible in the frequency band of
5.85∼5.925 GHz. The bandwidth is narrow compared to other
IEEE802.11 series, and therefore, the communication speed is
less, but resistance to multipath propagation is strong.

A CITS cannot function without communicating with other
vehicles; however, there are certain problems with the current
communication protocols. First, the communication protocols
do not cover non-CITS road users such as vehicles with no
CITS and pedestrians. In this regard, it is noteworthy that there
are no CITS products commercially available today in Japan.
Thus, the commercialization of CITS vehicles requires the
system functionality to detect neighboring non-CITS vehicles
and pedestrians. While computer vision can be utilized to solve
this problem, there is a possibility that computer vision cannot
detect vehicles in the case that they are in blind spots. There
are always blind spots at intersections, and vehicles may not
be able to avoid accidents with other vehicles or pedestrians
emerging from such blind spots. Second, IEEE802.11p uses the
frequency band, 5.85∼5.925 GHz. This range of frequencies
is so high that these waves hardly undergo diffraction; thus,
they cannot travel around obstacles. Finally, the signal strength
of such wireless radio systems also decreases with increasing
distance.

In the above context, this study proposes the usage of
cellular networks (UDP/IP) and LTE in addition to the orig-
inal Proxy CAM [10] system’s protocol stack, BTP/GN +
IEEE802.11p, to solve the abovementioned problems. In our
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study, we design a Remote Proxy CAM system that uses com-
puter vision sensors installed along the roadside to generate
Proxy CAMs from the acquired images and broadcasts them
using BTP/GN + IEEE802.11p (as does the original Proxy
CAM system). In addition, the Remote Proxy CAM system
uses a server-client model to send request-based Proxy CAMs
to the client.

In the study, we also implement a prototype of a part of
this system using a cell phone, and we measure the latency
and delivery ratio of the packets. We find that packets using
UDP/IP + LTE exhibit short delay times and high delivery
ratios and function efficiently over long distances.

The contributions of this work are:

• Analysis of problems of Proxy CAM
• Proposal of a communication protocol stack in addi-

tion to the original one
• Prototype implementation of a part of the proposed

system
• Experimental evaluation of the prototype

The rest of the paper is organized as follows. Section II
highlights related works, and Section III analyzes the issues of
Proxy CAM and summarizes the requirements of the solution.
Section IV presents the design of our system along with its
implementation. Section V demonstrates and evaluates the
implementation, and finally, Section VI concludes our paper
and presents our future studies in this direction.

II. RELATED WORKS

In this section, we introduce and discuss two main related
concepts, Proxy CAM and cloud-based pedestrian road-safety.
The Proxy CAM approach is used to generate CAMs by proxy
while cloud-based pedestrian road-safety involves communica-
tion between vehicles and pedestrians using a cellular network.

A. Proxy CAM
In general, when CITS cars broadcast their CAM infor-

mation in the vicinity of obstacles such as buildings, there
is a possibility that the CAMs cannot reach cars the other
side of the buildings, which may lead to accidents. Further,
the presence of non-CITS cars (which cannot broadcast their
CAM information) cannot be detected by CITS cars without
computer vision. To solve this problem, we propose the Proxy
CAM [10] system that works with any vehicle-sensing technol-
ogy. This system consists of a roadside sensor, sensor fusion
database, Proxy CAM generator, and Proxy CAM transmitter.
In our scheme, first, roadside sensors detect vehicles and
acquire their position, speed, acceleration, and other optional
information. Next, the sensors tag each vehicle with an ID
that is sent to the sensor fusion database along with the other
information. Any type of road traffic sensor can be utilized
with the system if it can detect vehicles and acquire the
relevant information. The sensor fusion database receives the
vehicle data and stores it in the sensor fusion local dynamic
map (SFLDM). This database also has the functionality to
identify a single vehicle from the data from multiple sensors
and integrate the data. Next, the Proxy CAM generator uses
the SFLDM and composes Proxy CAMs. Some of the CAM
fields are labeled as ‘unknown’. The Station ID field of the
proxy CAM contains 24 bits set to ‘1’ and 8 random bits.

If the sensor or SFLDM identifies the vehicle information as
that of a previously detected vehicle, the Station ID field of
its Proxy CAM is set to the same value as the one created
previously. Finally, the Proxy CAM transmitters broadcast the
generated Proxy CAMs using the ETSI standard protocols,
BTP/GN in the networking&transport layer, and IEEE802.11p
in the access layer. The CAM transmitters should be installed
at locations ensuring a clear line-of-sight to the vehicles.

B. Cloud-Based Pedestrian Road-Safety

Pedestrians can be detected only with the use of computer
vision by CITS cars because pedestrians cannot create and
broadcast CAMs. However, the accuracy of computer vision
depends on the weather and daylight conditions (day or night).
Thus, to accurately detect the presence of pedestrians, we need
another method. In this regard, in a previous study [11], the
authors used the cell phones of pedestrians to communicate
with CITS cars. However, CITS cars can only communicate
using IEEE802.11p while cell phones do not use IEEE802.11p.
Thus, the authors of the study installed cell phones in CITS
cars, and the phones were connected to the CITS. However,
in cellular networks, broadcasting is not allowed. Thus, the
authors used a cloud server to communicate with pedestrian
and the CITS cell phones. In the scheme, both sets of cell
phones (vehicular and pedestrian) always send their positions
to the server. The pedestrian’s cell phone communicates at low
frequencies because the communication consumes electrical
power and the capacity of the cell phone battery is limited.
The server always verifies the positions of both the pedestrian
and CITS phones. If the two parties approach each other, the
server sends a request to the pedestrian’s cell phone to switch
the communication frequency to ‘high’. After receiving the
request, the pedestrian’s cell phone switches to the designated
high frequency. If the server estimates the possibility of a
collision between the pedestrian and car, it sends an alert
message to both of them.

C. Other Research

Our approach is also inspired by several other relevant
studies, which we briefly present here. In [12], the authors
used power lines to communicate between ITS users and
the transport management system. In [13], Vehicular Ad-Hoc
Networks (VANETs) were utilized for communication, and
the authors designed two VANET sampling protocols named
SAME and TOME to collect vehicular traffic information and
detect incidents in real-time. Further, [14] used parked cars to
forward CAMs from cars on the opposite sides of a building.

III. PROBLEM STATEMENT

In this section, we discuss the problems of Proxy CAM in
detail. Subsequently, we analyze the design requirements for
the solution.

A. Problem

Figure 1 illustrates the operation of Proxy CAM and the
problems of the system. The Proxy CAM device 1) detects the
target vehicle and 2) delivers the proxy CAM to the receiver
over IEEE802.11p. However, the system suffers from two
significant problems, as described below.
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1) Limited wireless range: As indicated by label a) in
Figure 1, we observe that a message cannot be delivered
beyond the wireless range. According to [15], if a car drives
at 60 km/h, IEEE802.11p’s packet delivery ratio (PDR) is
nearly 100% for a received signal strength indicator (RSSI)
value of -85 (about 800 m). However, the authors performed
their experiments on level land in the absence of buildings
and other electromagnetic interference; on the other hand,
urban environments contain buildings and other forms of
electromagnetic waves, which can lead to packet delivery
failure beyond certain distances. Further, [10] have reported
that the packet reach distance is about 60∼70 m if there are
buildings in the environment. Moreover, a CITS vehicle at 60
km/h cannot stop before an intersection. Thus, it is necessary
to widen the coverage of Proxy CAM transmission.

2) Interference and Obstacles: Theoretically, Proxy CAMs
can be received at roads connected to intersections. However,
if a car is in a situation where another obstacle blocks the line
of sight to the CAM transmitter, as indicated by label b) of
Figure 1, it cannot receive Proxy CAMs. Further, if there is a
vehicle such as a truck between a car and Proxy CAM device,
the car cannot receive Proxy CAMs. Therefore, it is necessary
to ensure that the Proxy CAMs surmount such obstacles.
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Figure 1. Overview and problems of Proxy Cooperative Awareness Message
(CAM).

B. Requirements
To solve the abovementioned problems, we designed a

system that uses a new protocol stack in addition to the original
protocol stack, BTP/GN + IEEE802.11p. The following section
lists the requirements of the new system.

1) Message Transmission Coverage: In urban environ-
ments, CAMs should be able to cover a range of distances.
Our system can send CAMs to everyone in the coverage area
regardless of the presence of buildings or large vehicles.

2) Availability: A CAM contains information regarding
neighboring cars. Thus, the unavailability of a CAM for even
5 s can lead to an accident. Consequently, a system should
allow CAMs to be sent any given time. Importantly, the
communication should be stable (i.e., the PDR should be
nearly 100%).

3) Real-Time Information: The position of a vehicle is dy-
namic, and therefore, CITS cars should always obtain updated
information reflecting the real-time situation. That is, the time
between the creation of a CAM and its reception should be
as short as possible. Moreover, delays in sensing and message
transmission must be minimized.

4) Using existing protocol and wireless communication
system: For interoperability among countries, CITSs are de-
veloped based on a given architecture, protocols, and technolo-
gies. From the perspective of practical application, the system
should not use new resources; it should consist of existing
protocols and use wireless communication.

IV. REMOTE PROXY CAM

To satisfy the abovementioned requirements, we designed
the Remote Proxy CAM.

A. System Design

In our system, we use LTE and the cellular network to
satisfy the communication requirements. Since broadcasting
is not allowed in cellular networks, we use unicast com-
munication to access the dynamic vehicular information. We
use IPv6 for the Remote Proxy CAM because it fulfills
the CITS requirements through its extended address space,
embedded security, enhanced mobility support, and ease of
configuration. It also uses UDP because the delivered message
comprises real-time data. By using UDP/IPv6, the packet can
be transmitted over the LTE and a cellular network. Figure 2
shows the protocol stack of the proposed method. The vehicle
with our proposed system receives Proxy CAMs via BTP/GN
+ IEEE802.11p as well as UDP/IPv6 + LTE.
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Figure 2. Protocol stack of Proxy Cooperative Awareness Message (CAM).

Figure 3 shows the overview of the proposed method. First,
a roadside computer vision sensor detects vehicles around the
intersection and creates the corresponding CAMs. Next, the
sensor broadcasts the CAMs. At the same time, the vehicle
sends a Remote Proxy CAM request to the Proxy CAM
device along the vehicle route as per the demand of the ITS
application. When the Proxy CAM device receives a request
message from a vehicle via the cellular network, it sends a
Proxy CAM reply to the vehicle via the cellular network. If
the vehicle receives Proxy CAMs via both IEEE802.11p and
LTE, it updates the LDM entry with the newest information.

Here, we remark that the IP address discovery of the
Proxy CAM device is out of the scope of the paper. Possible
solutions for the IP address discovery include embedding the
IP address in the digital map, downloading the static list of IP
addresses, or resolving the IPv6 address from the geographical
information by means of a DNS-like system.
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1) Vehicle: A vehicle sends a request message for CAMs to
the nearest Proxy CAM device along the vehicle route via the
cellular network using UDP/IPv6 and LTE. If the vehicle does
not receive a CAM response from the Proxy CAM devices
after a given interval, it sends a request again. The vehicle
always checks for CAMs using IEEE802.11p or LTE, and if
it receives CAMs, it updates its LDM with the newest ones.

2) Proxy CAM device: The created CAMs are broadcasted
using standard protocols based on ISO and ETSI. Our broad-
cast uses IEEE802.11p in the access layer and BTP and GN in
network&transport layer. At the same time, the created CAMs
are transmitted to vehicles that have sent requests for CAMs
in the unicast via the cellular network. This communication
uses LTE in the access layer and UDP and IPv6 in the
network&transport layer. Further, this transmission continues
for a specified interval, after which it is terminated. The
transmission is resumed if the Proxy CAM device again
receives a request.
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Figure 3. Overview of Remote Proxy Cooperative Awareness Message
(CAM).

B. System Implementation
We implemented the cellular network part of our designed

system as shown in Figure 4. We used the cellular device, REI
(FTJ161B-REI) manufactured by FREETEL, in our study. We
tethered the cellular device and the receiver through a USB
cable. Our program was written in C language.

1) Transmitter: We used the LGN-20-00 transmitter man-
ufactured by Commsignia Ltd. as the packet transmitter. The
transmitter communicated with the router via a 50-m-long
Ethernet cable in the access layer (Figure 4(a)). The router
and receiver were connected via a 30-m-long Ethernet cable,
and the transmitter was configured to send packets through
the cable in order to measure the reference value of the
delay (Figure 4(b)). These two sets of communications used
UDP/IPv6 in the network&transport layer. We used multicast
for pathway (a) and unicast for pathway (b) in Figure 4. The
transmitter used a single program to send the same packet
along the two paths. In order to realize the Pub/Sub model
based on which the Proxy CAM device sends CAMs via
the cellular network after receiving a request, the transmitter
begins to function after receiving a request packet via pathway
(a). The IP address of the destination in pathway (a) is the
sender IP address in the request packet. As regards pathway
(b), we set the global IP address of the receiver interface in
advance.

2) Router: In our study, we used the PR-400NE man-
ufactured by NTT as the router. The router and receiver
were connected by means of a 35-m-long Ethernet cable. The
firewall did not filter any kinds of IPv6 packets.

3) Reciever: We used the Tier PC Note GTX970M as
the packet receiver. The processors in the device include the
Intel Core i7-4720HQ CPU @ 2.60 GHz×8, with a memory
capacity of 31.3 GB and the OS being Ubuntu 15.04. We
tethered the receiver and cellular device through a USB cable.
We used two programs: one to receive the packets via pathway
(a), and the other to receive the packets via pathway (b). To
realize the Pub/Sub model, we ensured that the receiver sent
a request packet first.
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Figure 4. Network configuration.

V. EVALUATION

We evaluated the implementation of our proposed method
in terms of the PDR and delay. We performed our experiments
in a residential area. In the experiment, first, the transmitter
is set to create sockets for pathways (a) and (b) in Figure 4
and to wait for the CAM request via pathway (a). When the
transmitter receives the request, it sends out a given number of
packets at a predetermined frequency. The size of each packet
is 300 bytes, and there is a number in a certain packet that
identifies it as the first packet. Next, the receiver creates sockets
for pathways (a) and (b) and files to record the result. When
the receiver receives a packet, it obtains the reception time
using the gettimeofday function from sys/time.h and
records the time to the file. After our experiment, we compared
the reception time of the same number packets of the two files
and measured the delay obtained using pathway (a).

We performed our experiments at frequencies of 1, 5, 10,
50, 100, 500, 1000 Hz and distances of 10, 30, and 50 m. To
ensure that the PDR was more than three significant figures and
the experiment time more than 60 s, we set the total number
of packets as 100 for 1 Hz, 300 for 5 Hz, 600 for 10 Hz, 3000
for 50 Hz, 6000 for 100 Hz, 30000 for 500 Hz, and 60000 for
1000 Hz.

A. Packet Delivery Ratio (PDR)
The following table lists the PDR results of our experi-

ments. From the table, we note that the PDR hardly depends
on the frequency and distance. The maximum packet loss rate
is 0.08%. In theory, it can also be said that the distance between
the transmitter and the receiver does not matter because com-
munication occurs between a cellular device and a base station.
This experiment demonstrates that communication between the
transmitter and receiver using the cellular network, UDP/IPv6
+ LTE, is possible nearly 100% of the time regardless of the
frequency and distance.
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Figure 5. Packet delay (10 m).

0.000

0.010

0.020

0.030

0.040

0.050

1 5 10 50 100 500

La
te

nc
y 

(s
)

Frequency (Hz)

Figure 6. Packet delay (30 m).
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Figure 7. Packet delay (50 m).

TABLE I. NUMBER OF RECEIVED PACKETS FOR VARIOUS
DISTANCE WITH USE OF UDP/IPv6 + LTE.

10 m 30 m 50 m
1 Hz (100 pkts) 100 pkts 100 pkts 100 pkts
5 Hz (300 pkts) 300 pkts 300 pkts 300 pkts
10 Hz (600 pkts) 600 pkts 600 pkts 600 pkts
50 Hz (3000 pkts) 3000 pkts 3000 pkts 3000 pkts
100 Hz (6000 pkts) 6000 pkts 6000 pkts 6000 pkts
500 Hz (30000 pkts) 29987 pkts 29980 pkts 29976 pkts

B. Packet Delay
Figures 5,6, and 7 depict the packet delay for different

frequencies and distances. When we performed the experiment
at 1000 Hz, the transmitter could not generate packets every
0.001 s. Therefore, we have excluded the result for 1000 Hz.
The overall results indicate that the delay does not depend on
the distance; it is constant at about 30 ms. As mentioned in the
PDR section, the distance between the transmitter and receiver
does not matter in theory.

Next, we attempt to further understand the implications
of our results. First, to evaluate our results, we defined the
misregistration delay as the time from the transmission of a
CAM from a Proxy CAM device to the reception of the next
CAM at the vehicle. This parameter indicates the difference
in the position of the vehicle in terms of the CAM and the
position of the vehicle in reality. We defined this parameter as
the sum of the CAM reception interval and the packet delay.
The reception interval can be calculated as the product of the
CAM transmission interval and the reciprocal of the PDR. We
defined the PDR as pPCAM , frequency of CAM transmission
as fPCAM , and packet delay as tPCAM−trans. Consequently,
the misregistration was calculated using Equation (1).

1

pPCAM
× 1

fPCAM
+ tPCAM−trans (1)

We calculated the misregistration delay from our results.
We assumed the frequency of the CAM transmission as 10 Hz
for the maximum desirable CAM broadcast frequency of 10

Hz according to [4]. We set the PDR to 1 because the results
indicate that the PDR did not depend on the frequency and
distance; further, the PDR was nearly 1. We also set the packet
delay to 0.03 seconds. With these values, the misregistration
delay was estimated as 0.13 seconds. We did not perform
experiments using BTP/GN + IEEE802.11p, since it is not
legal for application outside Japan. Therefore, we applied the
result of the IEEE802.11b/g protocol as per the field test of
[10]. In this case, the PDR was 90%, 80%, and 75% for
distances of 10 m, 30 m, and 50 m, respectively. For the
packet delay, the distance between the transmitter and receiver
was a maximum of 50 m, and the electromagnetic signals
were considered to travel instantaneously, i.e., the time of
signal travel was 0 s. For these abovementioned values, the
misregistration delay was estimated as 0.11 s, 0.126 s, and
0.133 s for distances of 10 m, 30 m, and 50 m, respectively.
Upon comparing the misregistration delay of UDP/IPv6 +
LTE with that of BTP/GN + IEEE802.11b/g, we concluded
that UDP/IPv6 + LTE and BTP/GN + IEEE802.11b/g perform
equivalently in terms of the performance speed.

C. Analysis on intersection scenario
Here, we discuss how our proposed method improves

pedestrian and vehicular safety at intersections with respect to
vehicle distance and approach speed towards an intersection.
Let us consider the situation that a vehicle is approaching
an intersection with an obstacle close by. To avoid collision
with the obstacle, the vehicle must stop before it enters the
intersection. In this study, we analyzed the distance required
for the vehicle to stop before entering the intersection for the
initial speed of the vehicle. We denoted the distance between
the initial position of the vehicle and the intersection as d,
its deceleration as m, which is assumed constant during the
scenario, initial vehicle speed as υ0, and time interval from
the instant of consideration as t. The safe distance to avoid
collision can be calculated using Equation (2) as follows:

d =

∫ υ0/m

0

υ(t)dt =
1

2
· υ

2
0

m
, (2)

where υ(t) denotes the speed of the vehicle at time t and
υ0 = υ(0) the initial speed of the vehicle. Figure 8 depicts
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this safe distance d as the black solid curve obtained with m
set to 1.0 m/s2.
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Figure 8. Safe stopping distances for various initial distances to intersection
and initial vehicle speeds.

In this figure, the region under the black curve (colored
in red) indicates the unsafe distance-and-speed range, i.e., the
vehicle is moving too fast, and it cannot stop before entering
the intersection. The other four regions lying above the curve
correspond to speeds and distances over which the vehicle
can stop before entering the intersection if it receives a CAM
or the driver sights the object/obstacle beforehand. There are
four possible collision-prevention solutions corresponding to
receiving a CAM or sighting the obstacle. Here, we summarize
the effective distance for each solution. The first solution
corresponds to sighting of the obstacle by the human eye
or computer vision, which works well if the obstacle can
be noticed. In the situation that the obstacle is in a blind
spot, effective preventive action can only be taken when the
vehicle is very close to the obstacle. Therefore, we set the
maximum effective (communication) distance for this case
as 10 m. The second solution corresponds to the use of the
original CAM system. According to Figure 5(b) of [10], the
maximum communication distance for such a system is 30 m.
The third solution considers our Proxy CAM system, wherein
the maximum distance depends on the situation. In the absence
of buildings and other obstacles, CAMs can travel over 800
m([15]). However, the effective braking distance is constrained
by the presence of buildings and other large vehicles such as
trucks or buses. Thus, we set the maximum distance to 50
m for the Proxy CAM case. The final solution considers the
efficacy of our proposed method. This method uses both a
cellular network and LTE. Thus, in theory, the system can work
anywhere on the road (except in long tunnels). Therefore, its
maximum communication distance can be considered as ∞m.

Each of the abovementioned effective distances determines
the safety margins of the intersection with obstacles nearby.
Thus, the safety regions can be classified into the four regions
shown in Figure 8. Human eyes and computer vision are the
poorest solutions; their use can prevent an accident if the vehi-
cle’s position and speed lie in the orange region. The original
CAM system can prevent an accident if the vehicle’s position
and speed lie in the orange and yellow regions. Meanwhile,

the Proxy CAM system can prevent collision if the vehicle’s
position and speed lie in the orange, yellow, and blue regions.
The green region is still unsafe for all three solutions. However,
the proposed method can still prevent accidents corresponding
to the green region because our system can communicate
regardless of the distance. Therefore, our proposed method is
highly effective over existing technologies.

VI. CONCLUSION AND FUTURE WORK

We proposed a system called the Remote Proxy CAM that
uses a cellular network with UDP/IPv6 + LTE in addition to
the original Proxy CAM system protocol stack, BTP/GN +
IEEE802.11p, in order to widen the coverage of the CAM
transmission and improve failure tolerance. To evaluate this
system, we implemented the cellular-network component of
the system and performed various experiments. In the experi-
ments, the transmitter sent packets to the receiver with various
frequencies over different transmitter-receiver distances. Our
results indicated that using the cellular network with UDP/IPv6
+ LTE afforded a high PDR (nearly 100%) and low average
delay of about 30 ms, which indicate that the proposed method
is stable and operates in real-time. This method allows CITS
vehicles to stably and consistently receive CAMs of faraway
vehicles in real-time.

We are planning to focus on three aspects of the system in
our future works. Currently, we have assumed that the vehicle
knows the position and IP address of the Proxy CAM device;
however, our system needs to have a discovery mechanism
for discovering the proxy CAM device. Further, we need to
examine possible solutions for device discovery, such as IP-
address-embedded digital map, download-based solution, or
a DNS-like system, as mentioned in section IV-A. Second,
we require a system that compares the created time of CAMs
across both IEEE802.11p and LTE and then updates LDM
with the newest times. Finally, we performed our experiments
with one receiver while actual situations would require more
receivers. Thus, the proposed method should be tested with
multiple receivers and the signal delay must be investigated.
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Abstract—Recent development in low-power wireless networks
enables us to deploy IoT (Internet of Things) devices in an entire
city with low maintenance and management cost. However, since
such IoT devices cannot have fine-grained location sensors, such
as GPS, types of applications with the IoT devices must be limited.
This paper proposes a method of fine-grained location estimation
for IoT devices in low-power wireless networks, specifically
Wi-SUN (Wireless Smart Utility Network). We leverage public
vehicles, which go around over an entire city almost everyday
with mounting a GPS sensor and Wi-SUN link. The vehicular
devices are used to collect GPS data for learning the relationships
between the radio strength measured at Wi-SUN stations and
the locations of IoT devices. With the learned data, we expect to
estimate the fine-grained location of a Wi-SUN device.

Keywords–Wi-SUN; Localization; Vehicular Network.

I. INTRODUCTION

The increasing concentration of the world’s population in
urban areas places the cities in a spotlight. Indeed, on 2%
of the earth’s surface, cities actually use 75% of the world
resources [1]. These aspects inevitably make the cities impor-
tant actors for the world’s sustainable development strategy.
Especially in developed countries including Japan, problems
on people (e.g., continuousely increasing aging population
and weakened links of communities) and problems on city
infrastructure (e.g., worn roads, bridges and buildings) in
urban areas are considered as one of the biggest social prob-
lems. Moreover, cities must have tenacious and dependable
functionalities against big disasters, such as earthquakes or
typhoons. To solve these problems, ICT (Information and
Communication Technologies) have to be more integrated and
leveraged to support urban life for citizens, municipalities and
businesses. Especially, IoT technology and networks to support
IoT are promising ways to enhancing both awareness of cities’
contexts and responsiveness of activities.

Recent development in wireless ad-hoc network technolo-
gies offers several practical protocols, such as WiFi, Bluetooth,
Zigbee, Wi-SUN [2], LoRa [3] and SIGFOX. Compared to net-
works as fixed infrastructure, ad-hoc networks have advantages
of flexibility and adaptability. Especially, in this research, we
focus on low-power communication protocols, such as Wi-
SUN and LoRa, because low-power consumption is one of
the key requirements for easy maintenance and management
of IoT deployed in a city. To get the benefit of low-power
consumption, IoT devices should not have a high power-
consuming location sensors, such as GPS (Global Positioning
System). However, fine-grained location information is indis-
pensable to support various smart cities applications.

In this paper, we propose a fine-grained location estimation
method in Wi-SUN mesh networks. To achieve the goal,
we leverage public vehicles to collect fingerprint of radio
strength measured at Wi-SUN stations and ground-truth GPS
coordinates for location estimation. Public vehicles, such as
garbage trucks, move around over an entire city almost ev-
eryday. Therefore, we can obtain timely relationships between
radio strength and GPS locations, and adapt the relationship
for Wi-SUN devices to estimate locations accurately. The
contributions of the paper are as follows:

• Addressing the problem for fine-grained location es-
timation in wireless mesh network with low-power
consumption protocols.

• Proposing a method to improve the location estimation
accuracy by leveraging public vehicles.

The rest of the paper are organized as follows. Section II
introduces Wi-SUN mesh networks and the location estimation
problem. We describe our proposed approach for location
estimation in Section III. Section IV makes a brief review of
related work. Finally, we conclude the paper in Section V.

II. LOCATION ESTIMATION PROBLEM IN WIRELESS MESH
NETWORKS

This section firstly introduces Wi-SUN, the adopted wire-
less communication protocol. Then, we discuss the location
estimation problem in Wi-SUN mesh networks.

A. Wi-SUN

Wi-SUN, short for Wireless Smart Ubiquitous Network, is
a wireless specification using IEEE802.15.4g in PHY layer and
IEEE802.15.4e in MAC layer. Wi-SUN is designed to meet the
requirements for M2M/IoT communication, such as low cost,
low power consumption, autonomous operation. Compared to
other LPWA (Low Power and Wide Area) protocols, such as
LoRaWAN or SIGFOX, Wi-SUN supports up to 300 Kbps
bandwidth, and forms not only star topology but also mesh
topology called Wi-SUN FAN (Field Area Network). These
features allow for multiple and redundant connection paths
with high network performance compared to other LPWA
protocols, so that it provides a reliable IoT network service
for smart cities.

In our project, we will deploy a wireless mesh network
with Wi-SUN FAN in Fujisawa city, Japan. In Fujisawa,
like in all the other cities in Japan, emergency municipal
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radio communication stations are installed about every 200
meters for public announcement of emergency information,
such as evacuation. We integrate those stations and Wi-SUN
FAN networks to provide a communication network covering
the entire city. Figure 1 maps the locations of all the radio
communication stations in Fujisawa city. The communication
range of Wi-SUN is around 500 meters, therefore, deploying
Wi-SUN base stations to the stations forms a practical wireless
mesh network over the entire city.

250m

Example of
Radio Station

Figure 1: Locations of emergency municipal radio
communication stations in Fujisawa city, Japan

B. Location estimation in Wi-SUN mesh network

The location is an important information for many appli-
cation scenarios in Wi-SUN and other LPWA protocols. One
of the typical use cases is to watch over elderly people of
dementia; when an elderly is abnormally wandering away from
home, a sensor device with Wi-SUN beacon attached to him,
will detect the abnormality and let care-workers and families
know his locations. Similar applications are also useful for
young children or pets.

Usually, the location of a device in Wi-SUN network
is estimated through identifying which Wi-SUN station is
closest to the device. However, this only estimates the device’s
location as a radius of about 200 meters. This granularity is too
wide when targeting people to be watched over for protection.
To estimate accurate locations, triangulation can be adapted by
measuring Wi-SUN device’s RSSI (Received Signal Strength
Indication) at multiple Wi-SUN stations, the locations of which
are known. However, since signal strength varies greatly in
different environmental conditions (e.g., weather, season and

so on), detailed relationships between RSSI and the locations
should be updated timely. This limitation makes the estimation
of accruate locations very difficult, because there is no suitable
model to updating the relationship in an entire city. We propose
an approach to solve the problem in the next section.

III. IMPROVE ESTIMATION WITH PUBLIC VEHICLES

In this section, we first describe the architecture of the
proposed system and then introduce the idea of vehicle-assisted
location estimation and the automotive sensing platform to be
adopted in our research, respectively.

A. Overview of the proposed system

As shown in Figure 2, we will implement in this research a
system that consists of self-developed Wi-SUN edge devices,
Wi-SUN base stations and vehicular devices with GPS receiver
and Wi-SUN module. The Wi-SUN edge devices will be
attached to users, e.g., young children, the elderly and pets. The
base stations will be deployed to emergency municipal radio
communication stations of Fujisawa city. The devices broad-
cast signals periodically or when requested by base stations. If
a base station is in the vicinity of a edge device, it will be able
to measure the RSSI of the edge device. Via the collaboration
of multiple base stations, it is envisioned that locations of the
edges devices can be estimated via triangulation. The vehicular
devices will be installed into garbage trucks of Fujisawa city
and collect GPS data of their locations to assist the location
estimation of base stations.

R7
R8

R9

Location
FingerprintGarbage Truck

with GPS+WiSUN

R1

R2

R3

R6R4

R5

… Rn

R1 R2 R3 R4 … Rn

RSSI

station

(lat,lon) ={132.331, 38.133}
WiSUN RSSI
GPS location

Data for training

Learning, Classification

omimamori

WiSUN
Device

R5

WiSUN Station

WiSUN RSSI Location
Estimation

Figure 2: System overview

B. Vehicular-assisted location estimation

In outdoor environment, the propagation of wireless signals
may be affected directly or indirectly by weather, seasons,
buildings and so on, so that the wireless signal strength
(RSSI) would be variable over time. In this research, we
propose to use public vehicles, like buses, taxi cars or garbage
trucks, equipped with GPS and Wi-SUN module, to enhance
the accuracy of location estimation at the base stations. In
particular, these vehicles will broadcast their locations, i.e.,
GPS coordinations, as they move around in the city. The base
stations in the vicinity of these vehicles will receive these GPS
data and also measure the corresponding RSSI of these signals
transmitted from the trucks. The GPS data and RSSI data will
be further analyzed to find the relationship between locations
and wireless signal strength, which in turn can be used to
improve the location estimation of our system. It is notable that
since public vehicles typically roam around over their cities
almost everyday, so timely update can be expected.
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(a) (b) (c)

Figure 3: Sensor node of Cruisers.

Figure 4: The coverage of Cruisers. The size of a cell is set
to 100m× 100m. A cell is marked with red color if a truck

of Cruisers visits the grid at least once per three days.

C. Cruisers: an automotive sensing platform

In our past research, an automotive sensing platform called
Cruisers has been deployed to garbage collection trucks in
Fujisawa. The Cruisers platform will be used in this research to
serve as the host of vehicular devices. As shown in Figure 3, a
sensing module containing a GPS receiver and environmental
sensors are developed and installed on the roof of garbage
trucks. The sensor data are read by the small computer with
embedded 3G connectivity, called OpenBloks BX1, and sent
to backend servers over a carrier network.

Figure 5: Fine-grained sensing of Cruisers

The city operates 140 garbage trucks for waste collecting
and 66 of them have been equipped with the platform by
June, 2017. The garbage trucks provide a good coverage on
Japanese cities, since the garbage collecting system in Japan
works in a daily and door-to-door fashion. In Japan, each
house/mansion maintains at least one garbage container located
in a nearby roadside. Following the schedule made by local
government, residents will throw their family waste to the
container in the early morning of each collecting day (i.e., the
days, typically weekdays, that garbage collecting trucks come
to collect waste). Meanwhile, the garbage collecting trucks
operated by local governments are organized to visit these
containers successively to collect house waste.

Based on the GPS data accumulated from Cruisers, it has
been shown that a wide coverage can be achieved [4]. Figure 4
shows the Cruisers’ coverage performance. In Figure 4, the
urban area of the city are divided into a grid of 100m×100m.
A cell is marked with red color if a truck of Cruisers visits
the grid at least once per three days. Since we haven’t fully
deployed the platform to all the garbage trucks, we mainly
cover the southern part of the city. The Cruisers-attached
trucks visit all the residents’ houses in the southern part,
implying it covers the area where residents’ activities are held.
Additionally, with the platform, a fine-grained data collection
can be achieved as shown in Figure 5. The sensory data are
sent to the backend servers in 100Hz. Supposing a truck is

83Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-573-9

VEHICULAR 2017 : The Sixth International Conference on Advances in Vehicular Systems, Technologies and Applications

                           94 / 107



driving at 40km/h, the 100Hz sensing will give us a set of
sensor data for each 11.1cm.

IV. RELATED WORK

The recent progress in ICT like IoT, 5G and LPWA has
inspired a number of wireless mesh network applications in
smart cities. In [5], the authors proposed a wireless mesh
sensor network based on WiFi and discussed its applications
in smart grid, agriculture and environment protection. While
WiFi provides a high bandwidth, its high energy consumption
hinders its application in power-limited scenarios. A routing
protocol was proposed in [6] to use Bluetooth devices to
construct wireless mesh networks. Simulation was also con-
ducted in [6] to show how the proposed protocol outperforms
conventional routing schemes like blood routing in terms of
energy consumption. A data collecting scheme using frame
aggregation of Wi-SUN was proposed in [7] to improve the
data aggregation efficiency of a WSN of smart meters. It
is notable that compared with mature wireless networking
technologies, like WiFi and cellular communication, LPWA
technologies like Wi-SUN, LoRa and SIGFOX achieve long
range communications as well as low power consumption,
making them promising options for smart cities.

Node positioning is a fundamental problem in power-
limited wireless networks where a GPS module is not practical
due to its high power consumption. While node positioning
has been widely explored in wireless sensor networks [8] and
cellular networks [9], node positioning in Wi-SUN networks
remains a not well investigated area. On the other hand, WiFi-
based approach has also been proposed to enhance GPS service
in indoor environment [10]. It is envisioned that while the
methods and experience obtained from previous research are
helpful, the wireless radiation in the proposed network will
be more sensitive to environment factors like weather, so that
new estimation methods are required to address these issues.
Finally, how to effectively utilize vehicular nodes to improve
the estimation accuracy is also an interesting problem.

Automotive sensing is a novel sensing technology where
sensors are installed into vehicles to utilize vehicles’ mobility
to conduct urban sensing. Besides our work [4][11], a couple of
applications have also been proposed in the literature. In [12],
the authors equipped nuclear radiation sensors to agricultural
vehicles to detect nuclear pollution on farmland at Fukushima,
where a nuclear leakage accident occurred after the Great East
Japan earthquake. The authors of [13] used smartphones stood
on the dashboard of a car to detect good view of flowering
cherries along roadside. An on-demand air quality monitoring
system using public vehicles was proposed in [14], where
the authors studies how to adapt the monitoring behavior of
sensors in order to accumulate sufficient information of air
with a relatively few number of vehicles.

V. CONCLUSION

The paper propose a method to estimating fine-grained lo-
cations in Wi-SUN mesh networks. To solve unstable RSSI in
outdoor environment, we propose to leverage sensorized public
vehicles for collecting relationships between RSSI and GPS
locations. By providing accurate locations, various applications
will be inspired. As the first step, we have developed an au-
tomotive sensing platform called Cruisers. We will implement

and delpoy all the components of the system, and evaluate its
location estimation accuracy and feasibility in Fujisawa city.
Through our research, vehicles should play an important role
not only in wireless mesh network but also to support fine-
grained location estimation. Thus, our study will open up a
new networking model of vehicle-integrated functional city
networks to support various smart city applications.
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Abstract— Reliable and efficient transportation system in 

smart cities relies on effective integration of connected and 

autonomous vehicles. Although there has been a lot of 

improvements in this technology, additional support from the 

emerging unmanned aerial vehicles (UAVs) are needed to 

streamline the future transportation systems' capabilities. This 

paper investigates the problem of data routing in UAV-assisted 

vehicular ad hoc networks (VANETs) composed of multiple 

flying nodes and intelligent cars aiming at exchanging 

messages through the dynamic network topology. The 

introduction of UAVs can offer multiple advantages to the 

routing process thanks to their free mobility and enhanced 

channel quality but, at the same time, they are subject to many 

limitations including their limited batteries and positioning 

issues. This paper provides a comprehensive survey about the 

advantages and challenges related to the use of UAVs in data 

routing in VANETs. Then, it discusses some existing routing 

protocols for connected vehicles supported by UAVs. Finally, 

the paper introduces the idea of combining routing protocols 

with UAV locations and/or path adjustment solutions to enable 

efficient data routing for delay-tolerant applications. 

Keywords- Connected vehicles; data routing; intelligent 

transportation systems; unmanned aerial vehicle. 

I.  INTRODUCTION 

Intelligent transportation system (ITS) constitutes one of 
the most important key components of future smart cities [1]. 
Reliable and efficient ITS is necessary to ensure safe and 
smarter transport networks. This requires the integration of 
multiple technologies, such as advanced wireless 
communication, computational, and sensing techniques to 
exchange and collect accurate and real-time information 
about the traffic and state of the transport network. 
Connected vehicles play an essential role in rendering the 
driving experience safer and more efficient. Using embedded 
communication capabilities, the vehicles can autonomously 
inform their neighbors about their status and motion 
parameters to mitigate any danger in the roads and avoid 
traffic jams [2]. The collected information can also be 
forward via cellular networks or deployed road side units 
(RSUs) to the traffic operator in order to monitor and control 
the transport networks.  

Research in connected vehicles has witnessed significant 
advances over the last decade [3]-[5]. The most tackled issue 
in such scenarios is the mitigation of the instability of the 
wireless links connecting these mobile vehicles. Several 
routing algorithms have been proposed in the literature 
optimize the exchange and collection of data in these 

vehicular ad hoc networks (VANETs). However, the 
performances of connected vehicles remain limited due to 
the short ranges of the communication links, their random 
mobility, and fast dynamic topology change [6]. Therefore, 
there is still a need to support the intelligent vehicles with 
other road and transportation components. To this end, 
micro-unmanned aerial vehicles (micro-UAVs), aka drones, 
can be efficient candidates with great potentials to support 
the ground vehicles to overcome their limits and improve the 
quality of service of diverse ITS applications. Hence, UAV-
assisted VANETs are henceforth the leading solution for 
data exchange and collection in ITS. 

In this paper, we investigate the data routing process in 
UAV-assisted VANETs. In Section II, we will highlight the 
advantages and challenges related to the employment of 
UAVs in ITS. Afterwards, in Section III, a brief survey 
summarizing the developed data routing techniques with an 
emphasis on the UAV mobility impact is presented. Next, in 
Section IV, we investigate a particular scenario where we 
propose our joint routing path selection and UAV 
positioning solution. Finally, we conclude the paper in 
Section V. 

II. ADVANTAGES AND CHALLENGES OF UAVS IN DATA 

ROUTING 

Supporting connected vehicles by UAVs offer potential 
gains to enhance the performance of data exchange. UAVs 
can play an important role in routing the data between the 
different ground nodes due to the following advantages: 

 Channel Quality: Thanks to their placement flexibility 
especially at high altitudes, UAVs can provide reliable line-
of-sight (LoS) communication links with the ground vehicles 
[7]. Indeed, the higher the altitude is, the more the 
probability to establish LoS links occur. In this way, the 
system throughput of this air-to-ground (A2G) or ground-to-
air (G2A) link is enhanced allowing the transmission of 
higher amount of data during the routing process. Moreover, 
transferring data from UAV to UAV is much more efficient 
than using traditional V2V communications through ground-
to-ground (G2G) channels. Indeed, air-to-air (A2A) channels 
are subject to lower path loss and shadowing effects, which 
offer better channel quality. Hence, exchanging data between 
two ground nodes through multiple flying UAVs is much 
more efficient than using traditional methods. 
Mathematically, the free-space path losses in dB of A2A and 
G2G links corresponding to a LoS and non-LoS (NLoS) 
channels can be written as follows: 
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          𝑃𝐿𝐴2𝐴 = 𝑃𝐿𝐿𝑜𝑆 = 10𝛾 log10 (
4𝜋𝑓𝑐𝑑

𝐶
) + 𝐿𝐿𝑜𝑆 ,        (1) 

        𝑃𝐿𝐺2𝐺 = 𝑃𝐿𝑁𝐿𝑜𝑆 = 10𝛾 log10 (
4𝜋𝑓𝑐𝑑

𝐶
) + 𝐿𝑁𝐿𝑜𝑆 ,       (2) 

where 𝛾 is the path loss exponent, 𝑓𝑐 is the carrier frequency, 
𝑑 is the Euclidean distance separating the two nodes, 𝐶 is the 
speed of light, and 𝐿𝐿𝑜𝑆  and 𝐿𝑁𝐿𝑜𝑆  are two additional 
attenuation terms for the LoS and NLoS environments, 
respectively, such that 𝐿𝑁𝐿𝑜𝑆 ≫ 𝐿𝐿𝑜𝑆. It should be noted that 
other path loss models can be adopted. 

Regarding the A2G links, their path losses can be written 
as a linear function of the LoS and NLoS path losses 
weighted by the probability of having a path loss connection 
denoted by 𝑝𝐿𝑜𝑆. The A2G path loss is written as follows: 

          𝑃𝐿𝐴2𝐺 = 𝑃𝐿𝑜𝑆 𝑃𝐿𝐿𝑜𝑆 + (1 − 𝑝𝐿𝑜𝑆)𝑃𝐿𝑁𝐿𝑜𝑆 .        (3) 

An expression of the path loss probability 𝑝𝐿𝑜𝑆  has been 
derived in [8] as follows: 

                           𝑝𝐿𝑜𝑆 =
1

1+𝛼 exp(−𝛽(𝜃(ℎ,𝑑)−𝛼))
,        (4) 

where 𝛼  and 𝛽 are constants which depend on the 
environment and 𝜃 denotes the elevation angle and is given 

by 𝜃 =
180

𝑝𝑖
sin−1 (

ℎ

𝑑
)  where ℎ  is the UAV's altitude. From 

this expression, we can deduce that UAV placed at high 
altitude will increase the probability of having a LoS link and 
hence, improving the channel condition. At the same time, it 
may increase its distance with ground node. A tradeoff 
between the altitude and the distance separating the 
communicating has to be achieved to enhance the channel 
quality. 

 Free Mobility: Thanks to their three dimension (3D) 
mobility, UAVs can offer additional degrees of freedom to 
enhance the data routing. Indeed, they can cover larger areas 
with the ability to transmit collected data in real-time or store 
it on-board for future use. Moreover, unlike vehicles that 
have to move according to road directions or fixed road side 
units (RSU), UAVs can be placed at any location in order to 
establish direct connectivity with other nodes. This flexibility 
allows these flying nodes to connect other out-of-range 
nodes and act as relays for their communications. Therefore, 
placing UAVs in optimized locations and/or efficiently 
planning their paths would contribute in enhancing the data 
routing process in UAV-supported VANETs. This 
constitutes one of the major challenges in data routing 
through the flying nodes. In addition, to the traditional path 
selection task that has to be performed in the VANET 
dynamic topology, placing and/or moving the UAVs to 
ensure better support to the routing path represents another 
objective that has to be jointly optimized. In such scenarios, 
balancing between path selection using traditional routing 
protocols and UAV positioning is a non-trivial task mainly 
for moving UAVs. 

The free mobility can also be subject to certain 
limitations. First, UAVs are not necessarily employed to 
route data. In most of the cases, they are used for other tasks, 
such as traffic monitoring or collecting images or videos. 
Hence, they can participate in the data routing procedure, 
i.e., the secondary task, if the objective of the primary task is 
not affected. Therefore, the support offered by the UAVs 
might be limited in space and time. For instance, UAVs 
cannot freely move out of certain regions defined by the 
operator or related to the primary task. Moreover, relaying 
UAVs may not be always available due to their limited 
primary task engagement or allocated energy budget. Finally, 
the UAV mobility has a negative effect on the channel 
quality. Indeed, high Doppler spread can be observed when 
both the UAV and car are mobile. This may limit the 
performance of the routing process. 

 Battery-Limited Nodes: Unlike vehicle nodes, UAVs are 
battery powered and require frequent to-and-fro trips to 
reload their batteries, which may affect their contributions in 
the data routing process [9]. Hence, the energy consumption 
of UAVs has to be taken into account during the data routing 
optimization procedure to ensure seamless communication 
between the nodes. In addition to the energy of the 
communication interface, additional and relatively more 
important energy is consumed to ensure the hovering and 
forward flight of the UAVs. Hence, the UAVs that are 
selected to participate in the routing procedure need to have 
sufficient energy to complete the data transfer. This may 
impact the transmit power level of the UAVs, affect their 
communication range, and limit their mobility. 

III. DATA ROUTING TECHNIQUES AND USE-CASES 

In UAV-assisted VANET, UAVs and ground vehicles 

can contribute to the data routing procedure where messages 

can be exchanged through air, ground, or both. The path 

selection is dependent on the objective of the process, such 

as the reduction of the total transmission time or the 

conservation of the link stability. Some of the applications 

in ITS allow some delay in the data transfer. Hence, the data 

routing procedure can be adapted to the type of applications 

which can be classified to delay-intolerant applications and 

delay-tolerant applications. In the sequel, we briefly discuss 

the routing protocols that can be applied in UAV-assisted 

VANET and the challenges corresponding to the tolerance 

of applications. 

A. Routing Protocols 

Several routing protocols involving UAVs have been 
discussed in literature [10]-[12]. Most of them are applied to 
Flying Ad hoc Networks (FANET) only. The routing 
protocols are classified as proactive, reactive, hybrid, and 
geographic routing protocols. The first protocol category 
assumes either fixed routing tables loaded to the UAVs 
before operation or periodically refreshed tables where the 
latest updates are considered to transfer the data. These 
protocols assume low topology variation even if the UAVs 
are in motion. The use of fixed routing tables requires a fixed 
topology. This can be applied for a group of nodes (UAVs 
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and/or ground vehicles) having coordinated movement 
which is not the regular case in UAV-assisted VANET. For 
low frequencies of routing tables update, the protocols' 
performances can significantly degrade due to the very 
dynamic topology of the network and the distributed control 
of the nodes and their mobility. Optimized link state routing 
protocol (OLSR) is one of the prominent algorithms that are 
used in VANETs and FANETs. However, several extensions 
of OLSR have been presented in the literature to cope with 
the nodes mobility and high signaling overhead problems. In 
[13], directional antennas and cross-layer schemes based on 
flight information of UAVs have been added to the 
functionalities of the traditional OLSR in order to enhance its 
routing table’s updates. A fast OLSR protocol has been 
proposed in [14] to meet the need of highly dynamic 
topology. This leads to a considerable increase in the 
signaling overhead especially for the in-motion node. The 
authors of [12] have proposed a predictive OLSR protocol 
using Global Positioning System (GPS) information to 
measure the quality of wireless links between nodes. The 
movement of UAVs are predicted based on their past 
mobility and speed. The routing tables are then pre-
constructed based on these predictions. The performances of 
all these OLSR extensions remain dependent on the routing 
tables’ accuracy and the stability of the links connecting the 
nodes.  

The second routing protocol category known as reactive 
protocols proposes to discover paths for data transfer on 
demand. With such protocols, periodic messages are avoided 
but a delay has to be considered in order to establish the 
routing path before the data transmission. In addition to that, 
these protocols are designed for wireless mesh networks 
where a source needs to find a routing path to transfer its 
data to a target destination. Ad-hoc On-demand Distance 
Vector (AODV) is one of these reactive protocols where the 
source is aware about the next-hop information only [15]. 
Hybrid protocols represent a combination of proactive and 
reactive protocols. This protocol category will lead to more 
efficient performances but may cause additional delays in 
order to discover route in addition to extra signaling 
overhead. 

The geographic routing protocol is a position-based 
routing protocol assuming that each node is aware of its 
neighbors' geographic locations [16]. The data transfer is 
performed such that each node selects its closest neighbor to 
the destination such that the distance to destination is 
reduced. In some cases, this greedy behavior of the algorithm 
fails to find a next hop closer to the destination. In such a 
scenario, face routing can be applied to help in finding 
another route to be followed by the geographic routing 
protocol. Although these greedy protocols do not require 
routing tables, their achieved routing paths remain 
suboptimal and may require higher number of hops before 
reaching destination compared to other categories. 

B. UAV Path and/or Location Adjustment for Data Routing 

The aforementioned algorithms, which are originally 
designed and applied to MANETs and VANETs, are applied 
for delay-intolerant applications where the objective is to 

find a route as fast as possible to deliver data. The total 
routing operation time, which is consisted of the route 
construction time and the data transfer time, is in the order of 
milliseconds. In such scenarios, the routing process requires 
the existence of communication links between some of the 
nodes such that the data can be routed. However, in many 
cases and especially in ITS, seamless routing paths might not 
be found due to deficient communication links between two 
or multiple nodes. Therefore, shifting the locations of some 
nodes can enhance the link quality and allow the discovery 
of routing paths. In UAV-assisted VANET, dedicated UAVs 
can be controlled by the operator to ensure connectivity. The 
operator may decide to place UAVs in precise locations to 
act as relays for other ground nodes. Another scenario could 
correspond to the case when relaying is not the principle task 
of UAVs. In such cases, UAVs can modify their current 
locations or their initial paths if they are in motion to support 
other nodes. For on-demand applications, the path or location 
adjustments of UAVs can lead to additional delay in the 
order of seconds and possibly minutes due to the flying time 
corresponding to the UAVs shift. Hence, such routing 
process involving UAVs path or location adjustment can be 
applied for delay-tolerant applications.  

In Figure 1, we illustrate examples of some routing 
scenarios involving UAVs. In Figure 1(a), the UAV collects 
information about a particular event in the transport network. 
The data is routed through flying and ground vehicles 
already deployed in the area as direct communication links 
exist. Delay-intolerant applications require the existence of 
such topology to enable successful routing. Notice that the 
absence of ground vehicle 1 causes the failure of the routing 
process due to long distance separating UAV 1 and UAV 2. 
Hence, in order to overcome this issue and enable successful 
routing, one possibility based on location adjustment is 
shown in Figure 1(b). In this case, UAV 2 shifts its location 

Figure 1.  Examples of routing scenarios in UAV-assisted VANETs. 
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from position (2a) to position (2b) in order to establish a 
direct link with UAV 1 without breaking up its link with 
UAV 3. This location adjustment will certainly cause certain 
delay in the routing due to the motion of the UAV but 
remain a good solution for applications tolerating a certain 
delay. If the distance separating UAV 1 and UAV 3 is very 
long such that it is not possible to find a location for UAV 2 
where it can establish direct communication links with its 
peers, UAV 2 seeks close location to UAV 1 to collect the 
data and then, return next to UAV 3 to forward it as shown 
in Figure 1(c). Finally, another special case of routing is 
given in Figure 1(d). One or multiple UAVs act as data 
collectors where each UAV has to follow a particular path to 
collect and store necessary information from various 
locations then, go back and send the data to the sink. Many 
use-cases related to this type of applications exist in ITS. In 
the following, we cite few of them: 

 Flying Accident Report Agent: In this case, one or a 
set of UAVs fly to the accident's‎ location‎ to ‎get ‎a ‎detailed‎ 
report‎ about the accident. The collected information need to 
be sent to the related authorities. When reaching the 
accident's location, the UAV can exploit the ground vehicles 
to transfer the data. Other UAVs can also support the ground 
nodes in the routing process. They UAVs can be partially 
shifted to be located between out-of-range nodes to allow 
them transfer their data. 

 Flying Road Side Unit: Enabled with Dedicated Short 
Range Communications (DSRC), the UAV will be used as a 
flying road side unit that can fly to a specific location to act 
as a V2X RSU (e.g., extend communication link at corners) 
or to broadcast useful information, such as traffic situation in 
the surrounding area, and suggest alternative detours. In this 
case, UAV path planning approaches can be developed to 
determine the locations of UAVs through which it has to 
pass by to collect the data from ground vehicles. Data 
routing approaches and clustering algorithms can be 
combined together to find how data can be efficiently 
collected in traffic network using UAVs. 

 Flying Police Eye: The UAV will provides the police 
agent with a top view video streaming to better assess the 
traffic around and easily detect specific traffic violations. If 
the UAV is not directly communicating with police vehicle 
then, data routing is required through the UAV-assisted 
VANET. 

Joint optimization of the data routing procedure in UAV-
assisted VANET using traditional routing protocols and 
UAV path and/or location adjustments is a new trend 
research direction that has to be investigated in academia and 
industry. The mobility of UAVs represents, at the same time, 
an advantage and a challenge that has to be well studied. 
Mechanisms enabling efficient coordination and routing 
among UAVs and close ground vehicles need to be 
developed while taking into account the specific 
characteristics of 3D mobile environment, the energy 
limitation, and the application objective. In the following 
section, we investigate an example of data routing in UAV-
assisted VANET involving the adjustment of some UAVs' 
locations to ensure an efficient data routing for delay-tolerant 
application. 

IV. SELECTED EXAMPLE AND SIMULATION RESULTS  

In this section, we provide an example of data routing 
involving location adjustments of UAVs for delay-tolerant 
applications. In the framework, we consider a multiple-UAV 
network where each UAV is executing a certain task related 
to a primary application. Some of the UAVs are selected to 
participate to a secondary task, i.e., data routing, in order to 
transfer data from a source to a destination. In case of the 
absence of direct communication link, some UAVs are 
shifted to ensure seamless transmission. The participating 
UAVs are chosen according to their battery state, mobility 
range tolerated by the primary application, and the channel 
quality. The objective is to minimize the data transfer time, 
denoted by 𝑇𝑡𝑟, from the source to the destination which is 
the sum of the total transmission time in addition to the 

mobility time denoted by 𝑇𝑛
𝑓

. To this end, the following 
mixed integer nonlinear programming problem is 
formulated: 

  
The decision variables of the optimization problem given in 

(5)-(6) are the binary matrix 𝝐, the binary vector 𝝅, and the 

matrix 𝑿𝒇. The entries 𝜖𝑛𝑚of the matrix 𝝐 denote the states 
of the links between UAV 𝑛  and UAV 𝑚, ∀𝑛, 𝑚 ∈
{1, … , 𝑁} where 𝑁 is the number of UAVs in the network. 
The parameters 𝜖𝑠𝑛 and 𝜖𝑛𝑑  indicate the states of the link 
between the source and a UAV 𝑛 and the UAV 𝑛  and the 
destination, respectively. The entries of 𝝅  are binary 
variables indicating whether the UAV 𝑛 is moving from an 
initial location to another to support the data transfer. If yes, 

𝜋𝑛 =1. Finally, the entries of the matrix 𝑿𝒇  correspond to 
the coordinates of the new locations of 𝑁 UAVs. Note that 

𝑋𝑛
𝑓

= 𝑋𝑛
0 where 𝑋𝑛

0 are the initial locations of the UAV 𝑛.  In 
(5), the first term indicates that the data transmission begins 
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when all the UAVs have reached their new locations. The 
other terms correspond to the transmission time over the 

selected path where 𝑇𝑐
𝑥𝑦

 is the communication time needed 
to send the message from node 𝑥  to node 𝑦 . The 
communication time depends on the size of the message and 
the achieved throughput per each selected link. 

Constraint (6) indicates that the total energy consumed 

by the UAV during the shifting (𝐸𝑛
𝑓
), the data transmission 

(𝐸𝑛𝑚
𝑐 ), and the reception (𝐸𝑛𝑚

𝑟 ) has to be less than the 
available energy in its battery allocated to the secondary task. 
In other words, we assume that, for each UAV, the operator 
assigns a certain amount of energy for the secondary task 
that we denote by �̅�𝑛. Constraint (7) indicates that, a UAV 

cannot be shifted with a distance 𝐷𝑛 higher than �̅�𝑛  in order 
to guarantee the safe operation of the primary task. The data 
flow conservation is guaranteed by constraint (8), which 
forces a UAV that received a data to forward it to other 
UAVs. Constraint (9) ensures that a data is transmitted to 
only one UAV and, with constraint (10), cyclic transmission 
within a single link is disabled. Cyclic data routing over the 
whole network is avoided by jointly imposing the constraints 
(8)-(10). Hence, a UAV will not receive the message twice 
or more during the routing. The equality constraints in (11) 
force the source to transmit the data and the destination to 
receive it. Finally, constraint (12) indicates that the data 
transfer can only be possible over seamless links defined by 
the binary parameter Φ𝑛𝑚 = 1. 

The formulated optimization problem given in (5)-(12) is 
a mixed integer non-linear programming (MINLP) problem. 
It is difficult and complex to reach the optimal solution of 
these non-convex problems due to the existence of 
combinatorial decision variables. Therefore, to solve it, sub-
optimal deterministic or meta-heuristic algorithms can be 
implemented. In the following simulation results, we employ 
an exploratory search strategy to solve the MINLP problem. 
Inspired from the Hooke-Jeeves search method applied for 
multimodal functions, the proposed algorithm tries to find 
the best directions and distances according to which the 
UAVs will move in order to establish seamless links for data 
routing. The objective is to find the best shift combinations 
for the UAVs that do not affect their energy budgets and do 
not lead to a high delay. Notice that, for fixed UAV 
positions, the optimization problem is transformed to an 
integer linear programming problem that can be optimally 
solved using CPLEX optimizer. 

Four different scenarios are studied in Figure (2). The 
UAVs' speed are set to 10 m/s and the size of the transmitted 
message is 10 kilobyte. Figures 2(a), 2(b), and 2(c) 
investigates the same network topology but for different 
energy budget distributions. Figure 2(d) illustrates another 
network topology. Figure 2(a) assumes the absence of energy 
constraints of all UAVs. The obtained routing path is directly 
obtained without the need to shift the UAVs with a total 
transmission time equal to 0.18 s. In Figure 2(b), UAV 4 and 
UAV 11 are not able to participate in the routing process due 

to their limited energy budgets (�̅�4 = �̅�11 = 0). Hence, some 
direct links are degraded and a shifting operation is needed 
by some of the remaining UAVs. To this end, the 
exploratory approach shifts UAV 3 and UAV 2 and 
accordingly, UAV 5 and UAV 6 to establish direct link 
between the different nodes. Then, instead of transmitting the 
message to UAV 7, UAV 5 decides to forward it to UAV 2 
and UAV 2 skips UAV 11 and sends the message to UAV 6. 
The total transmission time is equal to 6.17 seconds due to 
the shifting operation. 

In Figure 2(c), we disable the contributions of all UAVs 
except UAVs 3, 7, 10, and 11. In this case, the approach 
decides to shift UAV 7 and UAV 3 in addition to UAV 11. 
The obtained transmission time is 13.1 seconds due to the 
high shifted distance (UAV 7). 

In Figure 2(d), the initial topology created by the 10 
UAVs imposes the execution of a shifting process in order to 
find a routing path over the FANET. In this scenario, we 
notice that four UAVs are slightly shifted: UAV 4, UAV 5, 
UAV 10, and UAV 3. These minor location adjustments 
result in a low total transmission time of 3.48 seconds. 

V. CONCLUSION 

In this paper, we investigated the data routing process in 
UAV-assisted VANETs. We started by highlighting the 
advantages of using relays in ITS and the challenges that 
have to be addressed to ensure efficient data routing. 
Afterwards, we surveyed the data routing techniques that can 
be implemented in such scenarios by describing some 
interesting use-cases. Finally, we highlighted the need to 
proceed with location and/or path adjustments of UAVs in 
order to obtain direct communication links and seamless 
routing process. A particular scenario involving UAV 
location adjustment is finally investigated. The joint 
optimization of the routing process along with the location 
and path modifications remain a challenging research 
direction especially for delay-tolerant applications.  

Figure 2. Example of joint location adjustments using an exploratory 

search strategy (a) scenario 1: no energy limit, (b) scenario 1: �̅�4 =
�̅�11 = 0, (c) scenario 1: �̅�2 = �̅�4 = �̅�5 = �̅�6 = �̅�8 = �̅�8 = �̅�9 = 0, and 

(d) scenario 2: no energy limit. 
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Abstract—For a smarter use of transportation systems, vehi-
cles need to increase their environment awareness. This could
be achieved by enabling vehicles to communicate with their
environment. Once vehicles become connected, an ecosystem
of applications and services could be developed around them,
enabling the information exchange with other connected devices
and contributing for a Cooperative Intelligent Transportation
Systems (C-ITS). The environment of connected and cooperative
vehicles is characterized by its heterogeneity, i.e., there are a
wide variety of applications, a variety of users with differ-
ent communication preferences. Moreover, countries may have
specifics regulations. A single access technology to connect all
these heterogeneity is impossible. For ubiquitous connectivity it
is necessary to use existing wireless technologies (e.g., vehicular
WiFi (ITS-G5, DSRC), urban WiFi, 802.15.4, and cellular).
In such heterogeneous network environment, applications and
services cannot take into account all technology particularities.
It is necessary a communication architecture that hides the
underlying differences of access networks from applications,
providing seamless communication independently of the access
technology. Based on the ITS architecture proposed by Inter-
national Organization for Standardization (ISO) and European
Telecommunications Standards Institute (ETSI), we propose a
Decision Maker (DM) architecture that is capable to manage
requirements and preferences from different actors (e.g., ap-
plications, users, administrators and regulators), it takes into
account the short-term prevision about the network environment,
it considers the context information (e.g., vehicle speed, battery
level). And it also takes into account the route conditions between
two communicating devices in order to make proactive decisions.

Keywords—ISO TC 204; ETSI TC ITS; ITS station commu-
nication architecture; C-ITS; decision making.

I. INTRODUCTION

The number of connected devices is growing fast around
the world. These objects are components of a network known
as the Internet of Things (IoT), where each object has the
possibility to exchange data with others. This scenario enables
the development of smart cities, where vehicles are supposed
to be one of the communicating objects. According to Gartner
research company, connected cars would be a major element
of the IoT, representing 20% of all IoT devices [1].

For a smarter use of transportation systems, vehicles need to
increase their environment awareness. This could be achieved
by enabling vehicles to communicate with their environment.
The connection could be local between nearby devices or
global, i.e., connection over the Internet. Once vehicles be-
come connected, an ecosystem of applications and services
can be developed around them. Nowadays, we are connected

to Internet through our computers and smartphones. In the
future, the vehicles will be directly connected too, supporting
a variety of applications (like smartphones do). For example,
vehicles could connect to the Internet to enhance driver and
passenger experience, e.g., improving the navigation and of-
fering on-board Internet connectivity. Vehicles can to connect
and exchange information with other devices in a smart
city environment. In this context, users, devices and vehicles
need to be connected anywhere, anytime with anything. Such
connections will enable the information exchange between
vehicles and their environment for a Cooperative Intelligent
Transportation Systems (C-ITS).

However, a single access technology to connect all these
heterogeneity of services and devices is impractical or even
impossible. For ubiquitous connectivity it is necessary to use
existing wireless technologies, such as vehicular WiFi (ITS-
G5, DSRC), urban WiFi, 802.15.4, WiMAX, cellular (3G, 4G,
and 5G under preparation) [2]–[4]. Each of these networks
has specific characteristics in terms of bandwidth, data rate,
security and others. Due to this network heterogeneity and its
complementary characteristics, more connectivity opportuni-
ties are available. Mobile devices equipped with multiple com-
munication capabilities could use multiple access technologies
simultaneously in order to maximize flows satisfaction (e.g.,
to maximize communication bandwidth, to reduce latency,
and others) and to satisfy communication requirements (e.g.,
security, monetary cost, traffic load balancing among available
networks, and others).

The environment of connected and cooperative vehicles is
characterized by its heterogeneity. For example, there are a
wide variety of applications, each one with specific require-
ments. There are a variety of users with different preferences.
Countries could have specifics regulations. There are a variety
of access technologies, each one with specific characteristics in
terms of bandwidth, data rate, security and others. Moreover,
vehicles can move at high speed and frequently change its
network environment.

In such heterogeneous and dynamic network environment,
applications and services cannot take into account all technol-
ogy particularities, unless they explicitly need it. The commu-
nication architecture has to hide the underlying differences of
access networks from applications, providing seamless com-
munication independently of the access technology. It should
be capable to handle multiple access technologies simultane-
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ously while select the most appropriate access network for
each flow. Such an architecture should choose the path, i.e., the
route between two communicating nodes that best meets the
communication requirements (e.g., a local connection between
nearby devices or a global connection over the Internet).
Moreover, in such dynamic environment the communication
architecture should perform proactive decisions taking into
account the short-term prevision about the network availability.

Based on some research work and also based on the ITS
architecture proposed by International Organization for Stan-
dardization (ISO) and European Telecommunications Stan-
dards Institute (ETSI), we propose a Decision Maker (DM)
architecture. Such architecture is capable to manage require-
ments and preferences from different actors (e.g., applications,
users, administrators and regulators), it takes into account the
short-term prevision about the network environment, it consid-
ers the context information (e.g., vehicle speed, battery level).
And it also takes into account the route conditions between two
communicating devices in order to make proactive decisions.
The proposed DM architecture is developed in an ISO/ETSI
standard compliant way.

The remainder of this paper is organized as follows. Sec-
tion II overviews the reference ITS station communication
architecture proposed by ISO and ETSI. Section III reviews
some related work. The proposed DM architecture is described
in Section IV. And Section V concludes the paper and pro-
poses future directions.

II. THE REFERENCE ITS STATION COMMUNICATION
ARCHITECTURE

In order to establish an harmonized communication-centric
architecture for ITS, ISO and ETSI have proposed a reference
ITS communication architecture supported by nodes called
ITS Stations (ITS-S), where each ITS-S (e.g., vehicles) can
handle its communication [5]. Such architecture is shown on
Figure 1.
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Figure 1. The reference ITS station communication architecture.

The concept of the ITS-S communication architecture is to
abstract applications from both the access technologies and
the networks that transport the information between com-
municating nodes. Therefore, applications are not limited to
a single access technology, but they could take advantage
from all available technologies. While the lower layers can
be independently managed, without impacting applications.

In such architecture, two cross layers entities, i.e., “ITS
Station Management” and “ITS Station Security” are respon-
sible to station management functionalities and to provide
security and privacy services, respectively. Since applica-
tions are developed regardless to communication networks,
“ITS Station Management” entity is responsible to choose
the best network interface for each application. In order to
manage different process in the ITS-S, such cross layers
entities communicate with the horizontal layers: “ITS Station
Access Technologies” layer that is responsible for media
access control and provides data transmission through dif-
ferent access technologies, such as vehicular WiFi (ITS-G5,
DSRC), urban WiFi, 802.15.4, WiMAX, and cellular (3G,
4G, and 5G under preparation); “ITS Station Networking &
Transport” layer, which is responsible to execute operations
like packet routing, path establishment, path monitoring and
Internet Protocol (IP) mobility; “ITS Station Facilities” layer
that provides applications, information and communication
supports (e.g., encode/decode message support, time-stamping
and geo-stamping) and “ITS Station Application” layer that
provides Human-Machine Interface (HMI).

Network Mobility Basic Support Protocol (NEMO) [6] has
been chosen by several standardization bodies for IP-based
mobility management, including ISO and ETSI. NEMO allows
a Mobile Router (MR) to manage the IP mobility for all mobile
network attached to it. The MR maintains a bi-directional
tunnel (protected by IPsec) to a server in the cloud referred
to as the Home Agent (HA), as shown on Figure 2. For the
mobile network, it is allocated an IPv6 prefix identifying the
mobile network in the IP addressing topology as permanently
attached to the HA. Based on this prefix, the MR assigns
unchangeable addresses to its attached nodes called Mobile
Network Nodes (MNN). When a new network is available, MR
generates a new auto configured IP address (Care-of-address
(CoA)) within the new visited network and notifies them to
the HA. Only the MR and the HA are aware of the network
change, since MNNs remain connected to the MR through
their permanent IP address.

MRs can be equipped with multiple communication inter-
faces. Multiple Care of Addresses Registration (MCoA) [7] is
used to managed these communication interfaces simultane-
ously, as illustrated on Figure 2. MCoA enables the registration
of several CoAs for a single MR. In this case, the MR could
establish multiple tunnels through each of its communication
interfaces and the HA.

The possibility of having multiple applications in an ITS-S
simultaneously competing for communication resources leads
to the need for a controlled access to these resources. In
such a control, requirements and objectives presented by
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application, user preferences, set of rules (e.g., regulations,
network operator policies, etc.) and communication protocols’
status are used by the ITS-S Management Entity (SME),
from “ITS-S Management” cross layer, to select the best
suited communication profile and path per communication
source. The determination of the path implies the selection
of the communication interface, the logical node in the access
network to which the ITS station is locally attached (ingress
anchor node) and the intermediary nodes in the network used
to reach the destination node (egress anchor node). Aware
about paths characteristics, the SME can choose the path
that best meets the communication requirements (e.g., a local
connection between nearby devices or a global connection over
the Internet). The methods to determine the most appropriate
path and to perform flow-interface mapping is implementation
specific as it could be a competitive factor between stakehold-
ers. It is thus not specified in the ISO standards.

III. RELATED WORK

Few researches have worked on the development of a
DM architecture that consider the use of multiple access
technologies simultaneously and routing flow per flow, i.e.,
spreading flows among different communication interfaces.

Authors of [8] proposed a modular architecture for multi-
homed mobile terminals. In such architecture, a middleware
interacts with “higher-layers” and “low layers”. The “high lay-
ers” gather the user and the administrator preferences, handle
the applications’ requirements, and detect the current terminal
capabilities. The “low layers” detects the available networks
and provides real-time information about the interfaces and
access networks capabilities as well as it handles the selection
execution process, i.e., it maps the application’s flows on
the preferred access network. It does not consider the path
condition of a given flow between sender and destination
nodes. And it does not consider the near future of the network
environment, i.e., the short-term prevision about the availabil-
ity of networks.

Paper [9] proposes a context-aware management solution to
maximize the satisfaction of the applications while respecting

the stakeholders policy rules. The proposed framework collect
and combining policies from stakeholders (e.g., user, admin-
istrators and applications). Based on such policies and context
information, it evaluates the network that better match the
communication requirements. Once the best network is chose,
the flow routing is enforced on the device using NEMO and
MCoA. Such architecture does not consider the path condition
experienced by a flow or the near future of the network
environment.

Paper [10] proposes a framework for supporting network
continuity in vehicular IPv6 communications. Such framework
follows the ISO/ETSI guidelines for the development of coop-
erative ITS systems and is based on standardized technologies,
such as NEMO protocol to provide an integral management
of IPv6. However, it considers cooperation between mobile
devices and networks based on the 802.21 standard (Media In-
dependent Handover (MIH)), i.e., it considers that all networks
support the specific functionalities from 802.21 standard [11].

IV. THE ITS-BASED DM ARCHITECTURE

This section describes the modular DM architecture for op-
portunistic networking in heterogeneous access network envi-
ronment. The proposed architecture is based on the previously
described ITS-S communication architecture and designed to
meet the main challenges for communication profile and path
selection in C-ITS environment.

A. Expected properties
As described by [12], the environment of connected and

cooperative vehicles is characterized by a large heterogeneity.
There are a wide variety of applications with different com-
munication requirements. There are different wireless access
technologies each one with specific characteristics in terms
of bandwidth, data rate, security and others. In such an envi-
ronment, the process to select the best suited communication
profile and path for each data flow presents some challenges.

Different actors are able to present their requirements,
preferences, constraints and policies in the decision making
process. For example, applications can request a specific
bandwidth, data rate or security level. Users can present
their preferences, e.g., defining a priority or security level
for a given message. Industrial and mobility service providers
(i.e., operators) can present their policies, such as network
constraints and particular billing procedures. Moreover, these
wide variety of objectives could be contradictory. The DM
architecture should be capable of managing these multiple
objectives simultaneously.

The DM architecture should be able to monitor a variety of
information in order to enable more accurate solutions in the
decision making process. One essential piece of information
to be monitored is the wireless networks availability as well
as the performance of the networks in use. Moreover, it is
necessary to monitor flows and their characteristics (e.g., used
bandwidth, flow status).

Besides network monitoring, other significant parameters
could be monitored. Vehicles would be able to take infor-
mation from their environment, as vehicle’s battery level,
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geographical position (e.g., GPS) or vehicle’s speed in order
to adjust the decision’s strategies. For example, a power con-
suming network interface could be deactivated if the vehicle’s
battery level is under a certain threshold. Or a WiFi network
could be privileged if the vehicle is stationary, while a cellular
network could be preferred if the vehicle is moving.

The DM architecture should be capable of handling com-
munication profile and communication path for each flow.
A data flow is defined by ISO as an identifiable sequence
of packets [13]. And packets are dependent upon applied
protocols, links and nodes characteristics. For example, pack-
ets sent over different communication paths (routes) to the
same destination node experience distinct network condi-
tions/performances. Such distinct experiences are consequence
of the applied protocol stacks (communication profile) and
the specific characteristics of the traversed path (e.g., delay,
throughput, security level, etc.). Therefore, on the Flow-
Interface mapping process, it is not enough to indicate only
what access network a given flow should use. In addition,
according to flow requirements and paths characteristics it is
necessary to determine the communication profile and path for
each flow.

Moreover, due the vehicle’s high speed the networks avail-
ability could change rapidly. In such highly dynamic mobility
the decision making process should take into account the short-
term prevision about the network environment condition. If the
DM is aware about the near future of the network environment
it can perform proactive and fine-grained decision. For exam-
ple, it can decide to increase the data buffer for a given video
streaming, if the vehicle is going to cross a wireless dead
zone. Or, an on-board application could decide to delay a data
transmission if it knows that a better network will soon be
available.

The short-term prevision can be obtained in different ways.
It can be obtained by cooperation with networks, e.g., using the
IEEE 802.21 standard if the network support such protocol.
The vehicle can store network information from a previous
traversed route, e.g., for an user who uses the same route
every day, the database could stores information about network
conditions in such route. Or, the short-term information can be
obtained by cooperation with neighbors vehicles. For example,
two vehicles in opposite directions could exchange information
about access points in their upcoming route. For this purpose, a
vehicle stores the position of each access point in its traversed
route, and give them to another passing-by vehicle.

B. Architecture design

To achieve the expected properties, we propose a modular
DM architecture based on the ISO/ETSI standards. Figure 3
shows such proposed DM architecture.

For a better understanding, we split the DM architecture in
five main parts, which are described below.

1) Requirement gathering: As mentioned before, different
actors are able to present theirs requirements in the decision
making process. In our proposed architecture we consider
four main actors. Applications - it could request a specific
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Figure 3. Proposed Decision Maker Architecture.

bandwidth, data rate, security level and more. A middleware
enables different applications to send their requirements to
DM. Users - they can present their preferences through a
Graphical User Interface (GUI), e.g., defining priority or secu-
rity level for a given message. Administrators, i.e., industrial
and mobility service providers - they could present their
policies, such as network constraints and particular billing
procedures. And regulator bodies - each country or region
could define some specific rules, such as the prohibition of
certain frequency ranges in certain areas. The requirements
from all actors are stored in decision maker’s databases and
used by the DM to choose the communication interface that
better matches the actors requirements.

2) Monitoring modules: We defined four monitoring mod-
ules. Network monitoring module - in this process, the network
monitoring module listens to the wireless interfaces and in-
forms DM about the available wireless networks and their per-
formances. Such monitoring module should be able to monitor
network information even if no specific monitoring functional-
ity, such as 802.21 [11], is implemented on the network side.
Context monitoring module - this module is responsible for
vehicle surrounding monitoring. It is responsible to monitor
information like location of the neighboring vehicles, traffic
jam, vehicle’s speed, and others. These information are part of
the Local Dynamic Map (LDM) functionalities, i.e., the con-
ceptual data store located within an ITS-S as outlined in [14].
Therefore, we aim to rely this monitoring module on such
conceptual data store. Flow monitoring module - this module
should inform whether a flow is alive or not and evaluate
flows’ performance, like the currently used bandwidth, the
currently latency, etc. Path monitoring module - this module
is responsible to obtain various information (e.g., throughput,
security level, latency, etc.) about the controllable end points
where packets will be routed and to keep track of all the
candidate and available paths.

3) Near Future: In order to take into account the short-
term prevision about the network environment, we propose a
network database that store the historical information about the
access networks (e.g., network performance and access point
location) and a filtering entity that is responsible to analyze
such network database and, based on the context information
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of the vehicle (e.g., movement speed), to choose the potential
networks to be considered in the decision making process.

4) Decision making process: The decision making pro-
cess is responsible to take into account the application’s
requirements, user profiles, administrative rules (regulation
and policies) as well as different monitored information in
order to manage flows and paths. The decision making process
is detailed in section IV-C.

5) Applying decision: In the applying decision process, the
policies and information produced by the decision making
process are applied in the system. In this process, the decision
maker could interact with controlled entities in all layers of the
ITS station communication architecture. Once the best access
network and path is selected, i.e., the path and access network
that better match the communication requirements, the DM
request the “Flow-Interface mapping” module to enforce the
flow routing decision. To enforce the decision’s polices at the
network layer in an IP-based environment, we are considering
NEMO and MCoA. These protocols allow mobile routers to
manage multiple access technologies simultaneously and to
improve path and flow management.

Since the decision making process take into account the
short-term prevision about the network environment, proactive
decisions are enforced in order to maintain flows always
best connected. However, unexpected changes can occur in a
wireless environment (e.g., a given access network can drops).
In order to adapt to the network conditions in real time, the
DM maintain an hierarchical solution database with all sub-
optimal solutions for each flow. This database is used by the
“Flow-Interface mapping” module in case of emergency, i.e.,
when the best network solution drops unexpectedly and until
the DM finds another better solution.

C. Decision Making Process

As mentioned before, the decision making process takes
into account the application’s requirements, user profiles,
administrative rules as well as information from a variety of
monitoring modules in order to manage flows and paths. We
split our decision making process in three modules, as shown
on Figure 3. Below we describe each one of these modules:

Hierarchy/Filtering: This module is responsible to receive
and manage requirements, preferences, and policies from
different actors. Since actors may have their own specific
preferences and requirements, we need to “filter” (in Computer
Science acceptation) the various values defined for the same
parameter. Moreover, it is necessary to define a priority order
between actors in order to manage contradictory objectives.
For example, if the administrator sets a forbidden network
for a user, and the user set the same access network to
preferred, then it is necessary to define who has the priority.
The output of such module is a list of filtered and hierarchical
requirements.

Rank Alternatives: This module is responsible to find all
alternatives for flow-interface mapping. It is a first filter to
avoid forbidden networks or networks that do not match with
flows’ requirements. Such module receives the coherent list

of requirements from “Hierarchy/Filtering” module, network
information (e.g., networks availability and networks perfor-
mance), and context information in order to find the potential
solutions. The output of this module is a list of all potential
solutions for each flow.

Decision Algorithm: This module receives the list of all
potential solutions created in the “Rank Alternatives” module
and apply decision making algorithm in order to evaluate the
matching degree of communication requirements with net-
works and path characteristics. An utility function calculates
a score, representing the matching degree for each solution.
Higher the score, better is the solution. The solutions are sorted
by descending order of score and stored on the hierarchical
solution database. Such database is used by the enforcement
module in case of emergency, i.e., when the best network drops
unexpectedly, the “Flow-Interface mapping” module redirect
the flow through the first available sub-optimal network while
the DM finds a new better solution.

As described by [12], several decision making algorithms
have been used in the network selection process. For example,
the ones based on the game theory, the ones based on Multi-
Objective Optimization (MOO) and the algorithm that uses
Multi-Attribute Decision Making (MADM) techniques. The
most used are the MADM methods (e.g., Simple Additive
Weighting (SAW), Technique for Order Preference by Similar-
ity to Ideal Solution (TOPSIS) and Analytic Hierarchy Process
(AHP)). Despite the MADM techniques present advantage
as relative low computation complexity, this approach has
some issues. For example, it is very difficult to choose the
best weight for each attribute. Moreover, MADM algorithms
could present ranking abnormality, i.e., change in one of
the parameters of the objective function could determine a
very different best solution. The design of a decision making
algorithm is outside the scope of this paper. Such topic will
be addressed in future works.

D. Integration in the ITS-S communication architecture

The ITS-S communication architecture functionalities could
be implemented into a single physical unit, as the practical im-
plementation showed on paper [15], or distributed into several
physical units. Once applied to a vehicle, these functionalities
could be performed by different modules in the vehicle’s
electric/electronic architecture.

Moreover, the NEMO environment mainly separate the
applications and communications into MNN and MR. There-
fore, the five functions described in Section IV-B can also
be separated into such nodes. For example, the requirement
gathering can be implemented in the MNN, the monitoring
modules can be implemented in both MR and MNN, while the
near future, the decision making process and applying decision
are functions of the MR.

The proposed DM architecture is designed in an ISO/ETSI
standard compliant way. Figure 4 shows one way how we
can integrate such architecture in the ITS-S communication
architecture.
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Figure 4. Integration of DM Architecture in the ITS-S communication
architecture.

However, the standards give some guidelines to the devel-
opers, leaving some room in the way to implement the ITS-S
communication architecture.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a modular decision maker archi-
tecture that is capable to choose the best available communi-
cation profile and path for each data flow in an heterogeneous
and dynamic network environment. The proposed DM archi-
tecture is designed in an ISO/ETSI standard compliant way
and we show how to integrate it in the ITS-S communication
architecture.

Besides the access network selection, the proposed architec-
ture is able to choose the best path for a given flow, i.e., the
route between two communicating nodes that best meets the
communication requirements (e.g., a local connection between
nearby devices or a global connection over the Internet).

Different actors are able to present theirs requirements in
the decision making process, e.g., applications, users, network
administrators, etc. And this wide variety of objectives could
be contradictory. The proposed DM architecture is capable of
managing these multiple objectives simultaneously. Moreover,
the DM receives information from a variety of monitoring
modules (network, context information, path, and flows mon-
itoring modules), that enable fine-grained decisions.

The proposed architecture address the short-term prevision
about the network environment. This short-term prevision
allows proactive decisions, which is very useful in vehicular
environments that are characterized by highly dynamic mobil-
ity.

Once the best access network and path is selected for a
given flow, the decision’s polices are enforced at the network
layer using standardized protocols, such as NEMO and MCoA.
These protocols allow mobile routers to manage multiple
access technologies simultaneously and to improve path and
flow management.

We highlight the importance of the DM architecture valida-
tion. As future work, we will simulate the proposed architec-
ture using different scenarios and existing decision making
algorithms. We will also design and simulate a decision

making algorithm capable to take advantage of the entire
proposed architecture for smart and fine-grained decisions.
Moreover, it is valuable to conduct such architecture in a real
test-bed.
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