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SPACOMM 2014

Foreword

The Sixth International Conference on Advances in Satellite and Space Communications
(SPACOMM 2014), held between February 23rd-27th, 2014 in Nice, France, continued a series of events
attempting to evaluate the state of the art in academia and industry on the satellite, radar, and
antennas based communications bringing together scientists and practitioners with challenging issues,
achievements, and lessons learnt.

Significant efforts have been allotted to design and deploy global navigation satellite
communications systems. Satellite navigation technologies, applications, and services still experience
challenges related to signal processing, security, performance, and accuracy. Theories and practices on
system-in-package RF design techniques, filters, passive circuits, microwaves, frequency handling,
radars, antennas, and radio communications and radio waves propagation have been implemented.
Services based on their use are now available, especially those for global positioning and navigation. For
example, it is critical to identify the location of targets or the direction of arrival of any signal for civilians
or on-purpose applications; smarts antennas and advanced active filters are playing a crucial role. Also
progress has been made for transmission strategies; multiantenna systems can be used to increase the
transmission speed without need for more bandwidth or power. Special techniques and strategies have
been developed and implemented in electronic warfare target location systems.

We take here the opportunity to warmly thank all the members of the SPACOMM 2014
Technical Program Committee, as well as the numerous reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to SPACOMM 2014. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the SPACOMM 2014 organizing
committee for their help in handling the logistics and for their work to make this professional meeting a
success.

We hope that SPACOMM 2014 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in the field of satellite
and space communications.

We are convinced that the participants found the event useful and communications very open.
We also hope the attendees enjoyed the charm of Nice, France.

SPACOMM Advisory Committee:

Stelios Papaharalabos, ISARS/National Observatory of Athens, and Athens Information Technology (AIT),
Greece
Piotr Tyczka, Poznan University of Technology, Poland
Michael Sauer, Corning Cable Systems, USA
Ling Pei, Finnish Geodetic Institute, Finland
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Abstract—In the fields of wireless communications, network-
ing and signal processing, systems can be often modeled through
a linear relationship involving a random Vandermonde matrix
V, and their performance can be characterized through the
eigenvalue distribution of the Gram matrix VVH. In spite of its
key role, little is known about the eigenvalue distribution of such a
matrix and only few of its moments are known in closed form. In
this work, we obtain a lower and an upper bound to the eigenvalue
distribution of VVH, as well as an excellent approximation based
on entropy maximization. As an application, we consider the case
of a wireless sensor network sampling a physical phenomenon to
be estimated. We characterize the quality of the estimate through
the eigenvalue distribution of VVH by adopting an asymptotic
approach, which well suites medium-large scale networks. The
proposed method is particularly efficient when dealing with
physical phenomena defined over a d-dimensional support, with
d > 2.

Keywords—sensor networks; Signal estimation; Vandermonde
matrices.

I. INTRODUCTION

Recently, random Vandermonde matrices have attracted a
great deal of interest since they play an important role in fields
such as wireless communications, sensor networks, and image
processing. In these contexts, signals estimation systems can
often be modeled as [1]–[3]:

y = VHa + n , (1)

where the vector y represents a set of measurements, the
vector a denotes the system input that has to be estimated,
V is a random Vandermonde matrix representing the system
transfer function, and n is the additive noise, uncorrelated
with respect to a and V. Bold lowercase and uppercase
letters denote column vectors and matrices, respectively. The
conjugate transpose operator is denoted by (·)H, and the
identity matrix is denoted by I. In particular, the model in (1)
can represent a physical phenomenon sampled by a wireless
sensor network composed of nodes randomly deployed on a
d-dimensional support. The physical phenomenon is specified
by the vector a which has to be estimated from the set of
noisy measurements y, collected by the sensors. In this case,
the matrix V accounts for the positions of the sensor nodes.
In [4], it has been shown that the performance of linear
estimation techniques can be accurately described through
the eigenvalue distribution (or matrix spectrum) of the Gram
matrix associated to V, i.e., VVH. In particular, a key role is
played by the asymptotic spectrum of VVH, which is obtained
by letting the size of the matrix V tend to infinity while
keeping the ratio of the number of rows to the number of
columns constant. Unfortunately, such asymptotic spectrum is

still unknown and very few results exist that can shed light
on this important issue. For example the results presented
in [1], [2] were obtained by using a Monte Carlo approach
which, although accurate, turns out to be computationally
expensive when the physical phenomenon to be estimated is
defined over d > 2 dimensions. In this work, we leverage the
existing results on the moments of the asymptotic spectrum
of VVH and contribute to filling the aforementioned gap by
providing (i) a lower and an upper bound to the asymptotic
cumulative distribution function of the eigenvalues of VVH,
and (ii) an approximation of the asymptotic spectrum (both the
cumulative and the density functions), which proves to be very
accurate. Through such results, we are able to characterize the
performance of linear reconstruction techniques by avoiding
the need of computationally expensive Monte Carlo methods.

The rest of the paper is organized as follows. First, in
Section II we provide some background on the system model
and performance metric, as well as on fundamental concepts
related to Vandermonde matrices that we use in our analysis.
We then present our bounds and approximation of the asymp-
totic eigenvalue distribution in Section III and Section IV,
respectively. Finally, we show numerical results in Section V,
and we conclude the paper in Section VI.

II. SIGNAL RECONSTRUCTION IN WSN AND RANDOM
VANDERMONDE MATRICES

We consider m sensors sampling a spatially-finite physical
phenomenon s(x) (hereinafter also called signal), defined over
a d-dimensional hypercube H = [0, 1)d, d ≥ 1, and with
finite energy. The signal can be approximated by its truncated
Fourier series expansion so that the sample of the q-th sensor
(q = 1, . . . ,m) can be modeled as [1]

sq = s(xq) = n−d/2
∑
`

aν(`)e
j2π`Txq (2)

where n is the approximate bandwidth (per dimension) of
the field and ` = [`1, . . . , `d]

T is a vector of integers, with
`j = 0, . . . , n − 1, j = 1, . . . , d. The coefficient n−d/2 is
a normalization factor and the function ν(`) =

∑d
j=1 n

j−1`j ,
maps uniquely the vector ` into {0, . . . , nd−1}. The term aν(`)

denotes the ν(`)-th entry of the vector a = [a0, . . . , and−1]T,
which represents the approximated signal spectrum, while the
vectors xq ∈ H, represents the coordinate of the q-th sampling
point (i.e., the position of the q-th sensor), which is assumed
to be known. We assume that xq , q = 1, . . . ,m, are i.i.d.
random vectors having a generic continuous distribution over
the hypercube H. Also, since in general we do not have any
information on the signal spectrum a, we assume it has zero

1Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-317-9
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mean and covariance σ2
aI. Without loss of generality and for

normalization reasons, we set σ2
a = 1.

The vector of samples s = [s1, . . . , sm]T can be rewritten
in a compact form as s = VHa where V is an nd×m random
Vandermonde matrix whose generic entry

(V)ν(`),q = n−d/2 exp
(
−2πi`Txq

)
(3)

is randomly distributed on the complex circle of radius n−d/2.
The vector of noisy samples y can thus be represented by (1),
where n has zero mean, covariance matrix σ2

nI, and is uncor-
related with a. From the knowledge of y and of the sampling
locations X = {x1, . . . ,xm}, the network provides an estimate
ŝ(x) of the signal s(x). As a performance metric of the signal
reconstruction, we take the mean square error (MSE) of the
estimate, which can be written in terms of the estimate, â, of
the signal spectrum a [1] as

M(n,m) = Ea,n,X ‖a− â‖2/nd (4)

where the average is taken with respect to the subscripted
random vectors (see [1] for details). In the literature, many
estimators for a have been proposed. Among these, linear
estimators such as the zero-forcing (ZF) and the linear mini-
mum MSE (LMMSE) estimators [4] are commonly employed
in signal detection and estimation since their analysis can be
often carried out analytically. They are given, respectively, as

âZF =
(
VVH

)−1
Vy,

âLMMSE =
(
VVH + σ2

nI
)−1

Vy .

By using these estimators, the MSE in (4) becomes

M(n,m)
ZF =

σ2
n

nd
Tr
{

(VVH)−1
}

M(n,m)
LMMSE =

σ2
n

nd
Tr
{

(VVH + σ2
nI)
−1
}
. (5)

When the number of sensors, m, and the number of harmonics,
nd, is large with constant ratio β = nd/m, the MSE can be
tightly approximated by using the asymptotic MSE defined as

M∞ = lim
n,m→∞

M(n,m).

For the two filters above, the asymptotic MSE is given by

M∞ZF = σ2
nβEλ

[
λ−1

]
M∞LMMSE = σ2

nβEλ
[
(λ+ σ2

nβ)−1
]

(6)

where λ is a random variable distributed as the asymptotic
spectrum of βVVH (see [1] for details). The knowledge of
the distribution of λ (in the following denoted as fλ(d, β, z)),
for the case where the positions x1, . . . ,xm are i.i.d and
uniformly distributed, plays an important role since it allows
to compute the asymptotic MSE in (6) also for the case where
x1, . . . ,xm are i.i.d. with generic continuous distribution in
H [5]. Due to the scarcity of results on the behavior of
fλ(d, β, z), whenever needed, such a distribution has to be
evaluated through numerical simulations (i.e., by computing
the eigenvalues of several realizations of the nd × nd matrix
βVVH). Clearly, this is feasible only for fairly small values
of n, m and becomes impractical already when d > 2.

In order to overcome such a problem, we propose to
characterize the distribution by exploiting the only results

known in closed-form, i.e, its first few moments. Under the
assumption of x1, . . . ,xm being uniformly distributed over H,
we have that the p-th moment of fu,λ(d, β, z), defined as

µ(d)
p =

∫ ∞
0

zpfu,λ(d, β, z) dz =

p∑
k=1

βp−k
∑

ω∈Ωp,k

v(ω)d (7)

is a polynomial in the variable β [1]. In (7), Ωp,k is the set
of partitions of the set P = {1, 2, . . . , p} in k subsets, and
for any ω ∈ Ωp,k, v(ω) ∈ (0, 1] is a rational number that
can be analytically computed from ω following the procedure
described in [1]. Note that the computational complexity of
µ

(d)
p , increases with the Bell number of p [1] so only few

moments are available. For simplicity, in the rest of the paper
we omit the superscript (d) in the expression of the moments.

Using the above expressions, in the following sections
we derive a lower and an upper bound to the asymptotic
cumulative distribution function (CDF)

Fλ(d, β, z) =

∫ z

0

fλ(d, β, t) dt (8)

and a tight approximation of fλ(d, β, z) and Fλ(d, β, z).

III. BOUNDS TO Fλ(d, β, z)

Let Λ be a non-negative random variable with CDF FΛ(z).
If E[Λ] < ∞, then for any z > 0 Markov’s inequality states
that P{Λ ≥ z} ≤ E[Λ]/z, i.e., that

FΛ(z) = 1− P{Λ ≥ z} ≥ 1− E[Λ]

z
.

Now, let Λ = λp where λ ≥ 0 is distributed as the asymptotic
spectrum of VVH, and let us define ζ = zp. It follows that,
for any p > 0, we have:

Fλ(d, β, z) = 1− P{λ ≥ z}
= 1− P{λp ≥ zp}

≥ 1− E[λp]

zp

= 1− µp
zp

. (9)

If the moments µp are available for p = 1, . . . , P , then by (9)
a lower bound to Fλ(d, β, z) can be obtained as:

Fλ(d, β, z) ≥ 1−min
p

µp
zp

(10)

An upper bound to Fλ(d, β, z) can be derived by using the
left-sided Chebychev inequality [7, chapter 9.1] stating that for
any random variable Λ and ζ > 0

P(Λ ≤ (1− ζ)E[Λ]) ≤ E[Λ2]− E[Λ]2

E[Λ2] + (ζ2 − 1)E[Λ]2
. (11)

Again, by letting Λ = λp in (11), we obtain

P(λp ≤ (1− ζ)µp) ≤
µ2p − µ2

p

µ2p + (ζ2 − 1)µ2
p

.

By defining zp = (1 − ζ)µp (i.e., ζ = 1 − zp/µp), we can
write:

P(λ ≤ z) = Fλ(d, β, z) ≤
µ2p − µ2

2p

µ2p − 2µpzp + z2p
.

2Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-317-9
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The above inequality is valid for ζ ≥ 0, i.e., z ≤ µ1/p
p . When

z > µ
1/p
p , we assume Fλ(d, β, z) ≤ 1. Then, if the moments

µp are available for p = 1, . . . , bP/2c, we have:

Fλ(d, β, z) ≤ min
p

{
µ2p−µ2

p

µ2p−2µpzp+z2p if z ≤ µ1/p
p

1 else.
(12)

IV. APPROXIMATION OF fλ(d, β, z) AND Fλ(d, β, z)

The reconstruction of a probability density function from
its moments is known as the Classical Moment Problem.
Unfortunately, the knowledge of a finite set of moments does
not guarantee the uniqueness of the solution [8]. In general a
good solution must be selected from a solution space according
to some cost metric. A method to solve the problem has been
proposed in [9], and it is based on the entropy maximization
approach.

In practice, an approximation to fλ(d, β, z) can be found
by maximizing its entropy, under the constraint that the p-
th moment of the distribution must be equal to µp, for
p = 1, . . . , P . More formally, we have to solve the following
constrained optimization problem:

max−
∫ +∞

0

fλ(d, β, z) log fλ(d, β, z) dz

s.t.∫ +∞

0

zpfλ(d, β, z) dz = µp, p = 0, . . . , P .

(13)

When the number of known moments is low, i.e., for P ≤
2, fλ(d, β, z) can be reconstructed analytically [11]. If only µ1

is known, we have fλ(d, β, z) = exp(−z). If µ1 and µ2 are
known, fλ(d, β, z) behaves as Gaussian function and is given
by fλ(d, β, z) = exp(−(1 + a+ bz + cz2)), where a, b and c
are solutions of the following multivariate equations:

e−1−a
(

b2

2 +c

4

√
π
c5 e

b2

4c

(
1− erf

(
b

2
√
c

))
− b

4c2

)
= µ2

e−1−a
(

1
2c −

b
4c

√
π
c e

b2

4c

(
1− erf

(
b

2
√
c

)))
= µ1

e−1−a√ π
4ce

b2

4c

(
1− erf

(
b

2
√
c

))
= 1

However, for a larger number of moments, i.e., P > 2, (13)
is in general intractable analytically. We therefore solve it
numerically by resorting to the stable algorithm in [8], which
is based on the discretization of the integrals through an N -
points Gaussian quadrature rule [10]. The method consists in
approximating the function to be integrated with the product
of a polynomial function and a weighting function w(x), and
then in discretizing the latter two. Specifically, we can write:

−
∫ +∞

0

fλ(d, β, z) log fλ(d, β, z) dz ≈ −
N∑
j=1

wjfj log fj

and ∫ +∞

0

zpfλ(d, β, z) dz ≈
N∑
j=1

wjz
p
j fj , p = 0, . . . , P

where, for j = 1, . . . , N , fj = fλ(d, β, zj) while zj and wj
are, respectively, the abscissae of the Gaussian quadrature rule
and the corresponding values of the weighting function.
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Fig. 1. Comparing bounds, maximum entropy approximation of the CDF,
and the empirical distribution, with d = 1 and for β = 0.1.

V. ESTIMATION PERFORMANCE

We validate our proposed approach by comparing the
bounds and approximation against the empirical distribution.
The latter has been obtained by computing the eigenvalues of
several realizations of VVH for n = 100 and a number of sen-
sors m = n/β, while the maximum entropy approximation has
been computed by using the first 12 moments of the asymptotic
eigenvalue distribution. All results refer to the case where the
phases of the Vandermonde matrix are uniformly distributed
over [0, 1)d; note, however, that other phase distributions could
be considered as well by leveraging the results in [1], [2].

The curves depicted in Figure 1 depict the CDF Fλ(d, β, z),
and have been obtained with d = 1 and β = 0.1. Observe that
our bounds follow the behavior of the empirical distribution
very well, and there is an excellent match between the latter
and the maximum entropy approximation.

Figure 2 compares our approximation to the probability
density function, fλ(d, β, z), against the empirical results,
when d = 1 and for β = 0.2 (top plot) and β = 0.7 (bottom
plot). As expected, in this case the differences between the
approximation and the empirical results are more evident than
in the case of the CDF, however our approximation still shows
to be very tight, even for β as high as 0.7. In addition, the top
plot compares the analytical solution of (13), obtained using
µ1 and µ1,2, to our approximation and the empirical results.
Clearly, the higher the number of considered moments, the
better the approximation accuracy with respect to the empirical
results. We also stress that, by definition of β, meaningful
values of such a parameter are limited to the [0, 1] interval,
as the number of sensors (m) should always outnumber the
signal harmonics (nd).

Figure 3 shows the asymptotic MSE,M∞, achieved by the
ZF and LMMSE filters for d = 1, 4 and for a noise variance
σ2
n = 0.01. The curves were obtained by computing (6) where

the distribution of λ was approximated by solving the problem
in (13). As expected, the LMMSE filter performs better than
the ZF filter since it minimizes the MSE. Also, the figure
shows that given number of harmonics per dimension, n,

3Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-317-9
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Fig. 2. Comparison between the empirical results and the maximum entropy
approximation of the probability density function, with d = 1 and for β = 0.2
(top) and β = 0.7 (bottom). In the upper plot, it is shown also the analytical
solution with p=1, and p=1,2.

10
-3

10
-2

10
-1

10
0

 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

A
sy

m
p

to
ti

c 
M

S
E

β

 d=1, ZF

 d=1, LMMSE

 d=4, ZF

 d=4, LMMSE

Fig. 3. Comparison between the asymptotic MSE, M∞, achieved by the
ZF and the LMMSE filters, for d = 1, 4 and σ2

n = 0.01.

the asymptotic MSE decreases with the number of available
measurements m, i.e., it increases with β = nd/m. More
importantly, we remark that the maximum entropy approach
proposed here, allows to efficiently estimate fλ(d, β, z) and
M∞ for any d, thus avoiding to resort to the numerical
computation of the eigenvalues of large matrices.

VI. CONCLUSIONS AND FUTURE WORK

We studied the asymptotic eigenvalue distribution of the
Gramian of random Vandermonde matrices, which has an
important role in determining the performance of many sys-
tems for signal estimation. In particular, we derived a lower
and an upper bound to the asymptotic cumulative distribution
function. Additionally, we provided an approximation of both
the cumulative distribution and the probability density func-
tions, which showed to be very accurate, without applying the
cumbersome computation of empirical results.

Our future work will mainly focus on the application of this
approximation method to the achievable mutual information
of systems, when the channel behavior can be represented by
Vandermonde matrix [2]. In this case, we are able to compute
the achievable mutual information by deriving the eigenvalue
distribution through its moments. Other possible extensions
will consider the mutual information in multi-user MIMO
systems, and multifold scattering scenarios.
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Abstract— Many of radio wave applications require real-time 
determination of the 2-dimensional structure of the 
ionospheric electron density along the path, or at least of the 
mid-path electron density profile. Since it is often impractical 
to deploy a vertical ionosonde at the point of interest, such as 
across oceans, the idea of reconstructing an average mid-path 
profile from oblique incidence measurements is very appealing. 
In this paper, we present methods for estimate vertical 
ionosphere profile without vertical ionospheric measurement. 
This can be achieved by ionogram conversion from the oblique 
to equivalent vertical at the midpoint between the 
measurement stations. To get vertical ionogram from the 
measured oblique ionogram, two steps processing are 
necessary. The first step is a trace extraction from the 
ionogram and vector tracking algorithm is used in this phase. 
Second step is an ionogram conversion from the oblique to 
equivalent vertical. In order to verify ionogram conversion 
algorithm, converted vertical ionograms are compared with 
the measured ionograms. The comparison results show that 
ionogram conversion methods can be used for the midpoint 
vertical ionogram estimation without vertical ionospheric 
measurements. 

Keywords-Ionosphere; Ionogram; Ionosonde; Vertical 
sounding; Oblique sounding; Trace extraction; Ionobgram 
conversion; Vector tracking. 

I.  INTRODUCTION 
The ionosphere can be the largest source of error in GPS 

positioning and navigation. Furthermore, under certain 
condition, amplitude fading and phase scintillation effects 
can cause loss of carrier lock and intermittent GPS receiver 
operation. The ionosphere effects radio propagation 
especially HF radio communication. The presence of the free 
electrons in the ionosphere effects radio signals across 
several bands of radio frequency. 

For the ionospheric research, Korean Space Weather 
Center (KSWC) installed ionosphere measurement radar 
system, called ionosonde [1], in the place of Jeju and Icheon. 
Both stations measure vertical ionospheric condition of each 
sky respectively. The vertical ionosphere measurement can 
provide the important ionospheric parameters such as critical 
frequency, virtual height and electron density, for 
ionoshperic research. Meanwhile oblique ionosphere 
measurement has the ability to detect the ionosphere over sea 
and other terrain where it is not practical to deploy vertical 

ionosonde and provide more information with less 
transmitting and receiving devices. In a network for 
ionospheric monitoring, N vertical incident ionosondes can 
provide the ionospheric information of N locations overhead, 
but N transmitters and M receives of the oblique incident 
ionosondes, which are separated from each other, have the 
potential of characterizing the ionosphere in the vicinity of 
NM reflecting points. Therefore, the oblique incident 
ionosondes still have kept developing by now [2]. 

This paper describes methods for estimate vertical 
ionospheric condition without ionosphere measurement. This 
can be achieved by ionogram conversion from oblique 
measurement to equivalent vertical at the midpoint between 
the stations [5], [6]. The conversion algorithm presented in 
this paper provides not only vertical profile of F layer but 
also provide information for sporadic E layer occurrence of 
ionosphere. 

In this paper, ionosphere is reviewed first at Section 2. 
The ionosphere measurement radar system called ionosonde 
is reviewed at Section 3. Ionosphere measurement status in 
Korea is reviewed at Section 4. Method for estimate vertical 
ionospheric condition at midpoint from the oblique sounding 
measurements at both stations is presented at Section 5. 
Validation results for estimated vertical ionospheric 
condition at midpoint is reviewed Section 6. Finally research 
activities are summarized in Section 7. 

II. IONOSPHERE 
The ionosphere is a region of the upper atmosphere, from 

about 85km to 600km altitude. It plays an important part in 
atmospheric electricity and forms the inner edge of the 
magnetosphere. It has practical importance because, among 
other functions, it influences radio propagation to distant 
places on the Earth. 

The ionosphere effects radio propagation from the 
extremely low frequencies to super high frequencies. Below 
30MHz the ionosphere is an essential part of the propagation, 
whereas above 30MHz the ionosphere is a source of band 
pollution particularly at night in the LF and MF bands 
(30kHz to 3MHz) and system disruption for Earth-space 
communications, such as navigation systems [3]. 

The D layer is the innermost layer, 60 km to 90 km above 
the surface of the Earth. The E layer is the middle layer, 90 
km to 120 km above the surface of the Earth. The F layer or 
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region, also known as the Appleton layer, extends from 
about 200 km to more than 500 km above the surface of 
Earth. The Figure 1 shows the structure of ionosphere. At 
night, the F layer is the only layer of significant ionization 
present, while the ionization in the E and D layers is 
extremely low. During the day, the D and E layers become 
much more heavily ionized, as does the F layer, which 
develops an additional, weaker region of ionization known as 
the F1 layer. The F2 layer persists by day and night and is 
the region mainly responsible for the refraction of radio 
waves. 

 

 
Figure 1.  Struectre of ionosphere at day and night 

III. IONOSONDES 
An ionosonde is a special radar system for the 

examination of the ionosphere. The changing state of the 
ionosphere is generally monitored by networks of vertical 
ionosondes. The transmitter of ionosonde sweeps all or part 
of the HF frequency range, transmitting short pulses. These 
pulses are reflected at various layers of the ionosphere, at 
heights of 100-400 km, and their echo are received by the 
receiver and analysed by the control system. The result is 
displayed in the form of an ionogram, a graph of reflection 
height (actually time between transmission and reception of 
pulse) versus carrier frequency. An ionosonde consists of; 
 A high frequency (HF) transmitter, automatically 

tuneable over a wide range. Typically the frequency 
coverage is 0.5-23MHz or 1-40MHz, though 
normally sweeps are confined to approximately 1.6-
12MHz. 

 A tracking HF receiver, which can automatically 
track the frequency of the transmitter. 

 An antenna with a suitable radiation pattern, which 
transmits well vertically upwards and is efficient 
over the whole frequency range used. 

 Digital control and data analysis circuits. 
 

In Korea, model DPS-4D ionosonde are used for 
ionosphere layer measurements. Figure 2 shows the DPS-
4D ionosonde and receive antenna installed in Korea. Table-
1 shows the characteristics of DPS-4D ionosonde [1]. The 
DPS-4D is the latest digital ionosonde that the University of 
Massachusetts Lowell Centres for Atmospheric Research 
developed during 2004-2008. The DPS-4D ionosonde uses 

one simple crossed delta or rhombic antenna for 
transmission, and an array of four small crossed loops for 
reception. The DPS-4D system compensates for a low 
power transmitter (300 W vs. 10 kW for previous systems) 
by employing intra-pulse phase coding, digital pulse 
compression and Doppler integration. 

    
Figure 2.  DPS-4 ionosonde and receive antenna 

TABLE I.  MAIN CHARACTERISTICS OF DPS-4D 

Parameters Characteristics 
Frequency scan 0.5 ~ 30MHz 
Frequency synthesis Fully digital 
Pulse width 533us (16 chips of 33us) 
Peak pulse power 2 channels @150W each 
Doppler range 3Hz ~ 50Hz 
Doppler resolution 0.0125 ~ 12.5Hz 
TX antenna type Turnstile Delta or Rhombic 
RX antenna type Active crossed loop 

 

IV. IONOSPHERE MEASUREMENTS IN KOREA 
In the past, the vertical incidence ionosonde has been the 

mainstream for ionospheric detection, due to its ability to 
accurate measure the echo group range as a function of 
frequency and to estimate the ionospheric critical frequency, 
virtual height, and electron density profile so on. However, 
oblique incidence ionosonde has not been widely applied. 
The oblique incidence ionosonde can monitor the ionosphere 
over ocean, marsh, desert and so on, where it is not practical 
to deploy vertical incidence sounder. Oblique sounding may 
be used to obtain information about the ionosphere near the 
mid-point between two ionosonde sites. This makes it useful 
for recovering ionospheric data at a point where vertical 
sounding cannot be conducted. 

There are two ionosonde stations in Korea, named Jeju 
station located in 33.4°N, 126.3°E and Icheon station located 
in 37.1°N, 127.5°E. The ionosondes are operation in the 
frequency sweep mode, transmitting the phase coded pulse 
train by the transmit antenna. The GPS receivers are applied 
in the ionosondes for the time and frequency synchronization 
between the transmitter and receiver. The output of 
ionosonde measurements are ionograms. An ionogram is a 
graph of the virtual height of the ionosphere plotted against 
frequency. Ionogram is often converted into electron density 
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profiles. Data from ionograms may be used to measure 
changes in the Earth's ionosphere due to space weather 
events. 

In the ionosonde stations Jeju and Icheon, oblique 
ionograms 1 to 16MHz operating frequencies with a 25 kHz 
frequency step are recorded every 30 minutes each. The 
height bin of vertical ionogram is from 80 to 1280km with 
2.5km step. The Figure 3 shows the oblique sounding 
configuration of two ionosonde stations to get midpoint 
ionogram information. 

 

 
Figure 3.  Oblique sounding configuration for the midpoint ionogram 

measurement 

The ground range between Jeju and Icheon stations have 
is about 430km. The one hop ionospheric reflecting point of 
oblique propagating path from Jeju to Icheon stations is near 
the Gochang in Korea. If ionosonde in Jeju station receive 
pulse signal transmitted from the ionosonde in Icheon station, 
the strongest receiving signal is a one hop reflected signal at 
the ionosphere near the Gochang. So oblique sounding 
ionogram measured at receiving station has information of 
ionospheric condition at the midpoint between the stations. 

The Figure 4 is a map showing the location of Digisonde 
station Jeju and Icheon and one hop ionospheric reflecting 
point of oblique propagating path between two stations 
(midpoint).  

Figure 5 shows the oblique ionogram measured at Jeju 
station. The x axis of ionogram is a frequency with MHz 
scale and y axis of ionogram is a height with km scale. The 
color of ionogram shows a direction of signal arrival. When 
Jeju station receives signal from the Icheon station, arrival 
azimuth angle is 330 degree and this direction is displayed as 
a sky blue color in the ionogram. The sweep frequency of 
ionosonde is from 1 to 16MHz and measurement hight range 
is from 8 to 1280km. There are two sky blue color signal 
clusters in the lower part of figure. The left one of the two 
signal clusters is an Ordinary signal path and right one is an 
extraordinary signal path. Extraordinary signal is same as 
Ordinary except polarization was rotated by the geomagnetic 

field during the ionospheric propagation. The upper signal 
cluster is a double hop signals. 

 
Figure 4.  Location of ionosinde stations and midpoint in Korea 

 
Figure 5.  Oblique ionogram measured at Jeju 

V. VERTICAL IONOGRAM AT MIDPOINT 
As mentioned in section 4, vertical ionogram is more 

useful than oblique ionogram for the ionospheric research 
due to its ability to accurate measure the echo group range as 
a function of frequency and to estimate the ionospheric 
critical frequency, virtual height, and electron density profile, 
so on. In this section the idea getting vertical ionogram of the 

Icheon

midpoint 

Jeju 

MHz 

km 
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midpoint from the measured oblique ionogram at two 
ionosonde stations are described. To get vertical ionogram 
from the measured oblique ionogram, two processing steps 
are necessary. First step processing is trace extraction from 
the ionogram and second step processing is ionogram 
conversion from oblique to vertical. 

A. Trace extraction from the ionogram 
Before ionogram conversion from oblique to vertical, it 

needs to extract trace from the oblique ionogram. The trace 
extraction reduces data size of oblique ionogram and make 
easy to handle conversion calculation. The problem of 
reliable trace extraction is a difficult one. Typically only 
vertical incidence ionograms have been collected regularly 
because techniques for trace extraction from such have been 
developed. The variety of trace shapes in oblique sounding 
due to different ionospheric conditions, bease-lines and 
ionospheric gradients, adds an order of difficulty to the 
problem and there seems to be as yet little work published in 
the open literature on the problem [4]. 

We developed new algorithm called ‘vector tracking’ for 
the trace extraction from the oblique ionogram data. This 
algorithm can extract ionogram trace well even in week echo 
signal and noisy environments. The starting point of trace 
extraction is maximum amplitude point in scattered data of 
the oblique ionogram. In vector tracking algorithm, 
amplitude value of eight directions from the maximum 
amplitude point are compared and maximum amplitude 
direction is selected as a next trace point. The eight 
directions are angles of 0, 45, 90, 135, 180, 225, 270, and 
315 degree from the selected trace points.  Figure 6 shows a 
trace extraction method in vector tracking algorithm. Four 
amplitude value of echo signal in eight directions in the 
ionogram are added and compared each other and direction 
of maximum amplitude value is selected as a next trace point. 

Figure 7 shows example of trace extraction from the 
ionogram using ‘vector tracking’ algorithm. Red line in the 
figure is an extracted trace of ionogram from the starting 
point in right hand. Blue line in the figure is an extracted 
trace of ionogram from the starting point in left hand. 

 

 
Figure 6.  Trace extraction method in vector traking algorithm 

 
Figure 7.  Ionogram trace extraction by vector tracking algorithm 

B. Ionogeam conversion from oblique to vertical 
The distance between Jeju and Icheon stations is less than 

500km. Therefore, it is acceptable to assume ionosphere 
layers are flat and there are no electron confliction and no 
geomagnetic disturbance between the stations. In this case, 
conversion algorithm can be expressed by secant law theory 
of Berit and Tuve [5] and theory of Martyn’s equivalent path 
[6]. The vertical frequency (fv) and virtual height (h’v) can be 
derived from the oblique frequency (fob) and virtual path 
(P’ob). The detailed conversion algorithms can be described 
in following steps. 

 

 
 

MHz 

km 
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From the above steps, we can get equivalent vertical 
frequency (fv) and vertical virtual height (h’v) from the 
oblique frequency (fob) and the virtual oblique path (P’ob) 
between the stations. The equations are as following. 

 

 
 

 
 
The Figure 8 shows a measured oblique ionogram at both 

station and converted equivalent vertical ionogram of the 
midpoint according to the (1) and (2) in above. 

 

 
Figure 8.  Measured oblique ionogram and converted vertical ionogram 

VI. VALIDATION OF ALGORITHM 
It needs to validate equivalent vertical ionogram of 

midpoint between two stations converted from the measured 
oblique ionogram. The best way is compare converted 
equivalent vertical ionogram with a measured vertical 
ionogram at the midpoint. But this method is not practical 
because it needs new ionosonde installation at the midpoint.  
The alternative way is compare measured vertical ionogram 
at both stations. This method seems to be reasonable because 
distance between the stations is just 430km and measurement 
interval of each station is short as 8 minutes. So if ionosphere 
condition is calm, alternative method can be a good choice 
for the validation. 

Figure 9 shows a measured vertical ionograms at Jeju, 
Icheon stations and equivalent vertical ionogram of midpoint. 
Equivalent vertical ionogram in the figure is located between 
the two station ionograms and shape is similar with both 
ones. This means that ionogram conversion equations (1) and 
(2) in previous chapter are validated and this conversion can 
be used for the vertical ionogram estimation without 
measurement at the midpoint. 

 

 
Figure 9.  Ionograms of Jeju, Icheon and midpoint 

VII. CONCLUSION AND FUTHER WORKS 
In this paper, we present methods for estimate 

ionospheric condition without ionosphere measurement. This 
can be achieved by ionogram conversion from the oblique to 
equivalent vertical at the midpoint between the measurement 
stations. First step is a trace extraction from the measured 
oblique ionogram of the receiving station. The vector 
tracking algorithm was used in this phase. Second step is an 
ionogram trace conversion from the oblique to vertical. The 
equivalent vertical conversion algorithm was used in this 
phase. In order to verify the conversion algorithm, converted 
vertical ionogram of midpoint was compared to the 
measured vertical ionograms of both receiving stations. The 
result shows that conversion algorithm can be used for the 
vertical ionogram estimation at the midpoint. 

In Korea, we have plans to install new ionosondes in the 
most east and west points for the full mesh ionosphere 
measurement network. Then we can get not only 4 stations 
vertical ionograms, but also midpoints vertical ionogram 
from the 4 stations measurements using these algorithms. 
Also we will extend this study to over country sea area. We 
have plans to cooperate with Japan and China for this 
research. 
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Abstract—This paper describes the design of an essential 
component in wireless transceivers, the frequency synthesizer. 
The synthesizer is implemented using Phase Locked Loop 
(PLL). Second order PLL, type II, with a reference frequency 
10MHz is designed using 180nm analog CMOS process 
technology. The synthesizer generates signals in frequency 
range of 10-100 MHz. The simulated power consumption of the 
system is 37µW with a deviation from the true periodicity; root 
mean square periodic jitter is in range of 5 ps. 
 

Keywords- PLL;  CMOS; ,frequency; synthesizer. 

I. INTRODUCTION 

The main job of frequency synthesizer is to create a set of 
frequencies multiple of a reference frequency. Such 
specification can be made using three techniques: the look up 
table synthesizer, the direct/indirect synthesizer and Phase-
Locked Loop (PLL) synthesizers [1]. PLL frequency 
synthesizers offer high level of stability and accuracy 
determined by the crystal oscillator; they are also easy to 
control using a digital control circuit. PLL plays a major role 
in the field of communication systems [2][3], where the 
major target is saving battery energy, PLL is the most power 
consumer block in the transceiver [4]. Radio Frequency, 
nowadays, is used as the intermediate between the sensor 
unit and the computer for biomedical applications, mostly in 
the muscular stimulation (heart diseases) [5]. Any circuit 
within the chip should consume ultra-low power and area. In 
this paper, a PLL is proposed as a frequency synthesizer, 
based on Phase/Frequency Detector (PFD), Charge Pump 
(CP), Voltage Control Oscillator (VCO) and Frequency 
Divider (FD), which are implemented using 0.18µm CMOS. 
In order to minimize the power consumption, a lower supply 
voltage is used. N-divider is used to synthesize the Reference 
Frequency (Fref).  Targeting high output frequency needs 
high power consumption.  

In this paper, we discuss a compromise VHF PLL with a 
limited current budget. The paper is organized as follows. 
Section II presents the theoretical background. Circuit design 
and simulation results are discussed in Section III. In Section 
IV, the summary of system performance is presented. 
Conclusion and future work are discussed in Section V. 

II. SYSTEM DESIGN AND BEHAVIORAL SIMULATION  

In this section, a behavioral model is introduced to define 
the system specs and ensure the system stability. PFD detects 
the phase and frequency error. CP and Loop Filter compute 

the phase error and convert it to average voltage information 
used by VCO, which creates a frequency synchronized with 
Fref.. 

 

 The system is modeled in Figure 1 using linear 
approaches; PFD/CP detects the error in the phase. VCO 
generates the output frequency from the input controlled 
voltage. 

 

 

          Figure 1. Model of PLL 

 
 From the theory of the Feedback [5]:  
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where; 
KCP: The charge pump gain (A/rad). 
KVCO: The VCO gain gain (Hz/V). 
Z(s): The Loop Filter (LF) impedance  

To ensure the system stability, from (2), a phase of HOL< 
180° should be guaranteed at the unity gain frequency (ft). 
PLL second order has two poles at DC (phase HOL(0) = 
180°); a zero is introduced at low frequency to maintain the 
system stability. In contrast, Phase Margin (PM)>0, i.e., the 
system stability is guaranteed as shown in Figures 2. Figure 
3 shows the weak overshoot of the step response. 
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The maximum overshoot is often used as a measure of the 
relative stability of the control system. The settling time is 

 
Figure 2. Phase Margin 

 
Figure 3. Step response 

 
Figure 4. Transfer of jitter 
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. In our application, the time needed to achieve 

lock condition (constant input output phase difference), is 
not critical; thus, the unity gain frequency is used to be in 
order of 1MHz.The transfer function for Type II PLL has a 
low pass characteristic; as a result, slow jitter at the input 

propagates to the output, but fast jitter does not. On the 
other hand, the phase noise VCO transfer function is a high 
pass filter introduced in (3). Figure 4 presents the phase 
noise transfer functions of the input reference and the VCO. 
For that reason, in our design, the CP consumption has been 
reduced, while increasing the VCO current for a better 
phase noise at the frequency of interest, while respecting the 
estimated low power consumption budget. 
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where; 
ζ: Damping ratio. 
ωn: Natural frequency (Hz). 

III.  CIRCUIT DESIGN AND SIMULATION 

A.  Phase Frequency Detector / Charge Pump/ Loop Filter 

PFD is a circuit that measures the phase and frequency 
difference between the signal that comes from the VCO and 
the reference signal. Outputs pulses (Down & Up) have 
widths proportional to the phase error. Figure 5 presents a 
PFD using 2 True Single-Phase-Clock (TSPC) D-Flip-Flop 
[6]. Clocks are exploited for resetting; Fref to reset Ffb and 
vice versa. In comparison to the conventional PFD, the AND 
gate, generating the reset signal [7], is removed. The delay 
due to the propagation of the signal will be saved. The CP 
converts the error in phase to current information. It has 
three states as illustrated in Table I. 

 
TABLE I. THREE STATES OF CHARGE PUMP 
 Down Up Vctrl 

1 0 rise 
0 1 reduce 

1/0 1/0 unchanged 
 
The main feature of the architecture shown in Figure 6 is 

the reduction of dead zone (the delay needed on CP digital 
command signals to avoid all ones condition) and the 
guarantee of a safe operation without any CP current glitches 
on the Loop Filter (LF) capacitance. PFD design is suitable 
for fast PLL operating at higher frequency; we should 
guarantee that the maximum delay of the PFD is greater than 
the CP switching speed in order to target a zero PFD dead 
zone.  

B. Voltage Controlled Osicllator  

The main part of the system is the VCO, based on ring 
oscillator [8], and designed by a ring connection between 
five inverters [9]. The charging and discharging currents are 
equal, both depend linearly on Vctrl. The Fosc is proportional 
to both currents. Thus, Fout of the presented architecture 
varied linearly withVctrl. 
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Where Td is the delay introduced by one inverter. 
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Where; 
Vsupply: is the supply voltage equal 0.5 V. 
CL: is the load capacitance seen by one gate. 
Icha/dis : charging and discharging current. 
 
From the presented architecture, Ichar = Idis = I. From (4) 

and (5), we can deduce that Fout is proportional to the current.  
From Figure 7, the Idis controlled by an input voltage 

applied to the gate. 

I ∝ ��VA2BC D	V2E�V6�F2 D
�

!
V6�F2

!�       (6) 
Where  
Vth : is the transistor threshold voltage. 
Vdsat   : is the drain source saturation voltage. 
From (4), (5) and (6) results: 
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Two series of inverters are used as a buffer to protect the 

oscillation. When the VCO is close to its steady state, the 
phase and frequency of the output clock are adjusted slightly 
to match the phase and frequency of the input reference 
clock.  

C. Feedback Divider 

The divider divides VCO’s clock to generate FBCLK to 
compare both phases.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
It is made up of TSPC Flip Flop [10].  

D. Simulation Results 

Once the lock is achieved, as shown in Figure 10, after 
settling time 4µs, shown in Fig (8), the output clock would 
be equal to N×Fref. 
 

Figure 9 shows the corresponding voltage on the loop 
filter capacitor as it will saturate when the output clock 
matches the reference clock frequency. 
 
 
 
 
 
 

 
 
 
 
 

 

 

 
 
The controlled voltage is stabilized at 410 mV.  
 
 
 

R S T ( F r e f )
U P

F B c lo c k

F ref

R S T (FB clock)

D ow n

Figure 5. Phase Frequency Detector 

Figure 8. Transient simulation of input/output frequency, N=1 

U P

D o w n

RR

V c o n t r o l

Figure 6. Charge Pump/ Loop Filter 

F B c lo c k

V c o n tro l

Figure 7. Voltage Controlled Oscillator 

Figure 9. Evolution of voltage control  
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Table II gives a summary of the loop parameters in 
comparison with other solution. 
 

 

 
 

TABLE II.   LOOP PARAMETERS FOR FIRST ARCHITECTURE 

 
 

IV.  CONCLUSIONAND FUTURE WORK 

The paper presented a designed PLL with low power 
consumption and small loop capacitance. PFD uses 
reference and feedback clock to reset each other; UP and 
DOWN signals don’t get high simultaneously, yield to low 
glitches for a small loop capacitance value, which is the gain 
as we kept low area required for the application. 
     CP current is reduced given that its phase noise transfer 
function is a LPF (decay in the band of interest) while a 
VCO large current to reduce its output phase noise given 
that its  phase noise transfer function is a HPF. System and 
design are done to optimize the power consumption. System 
stability is guaranteed as PM >60°. 
 
      In our future work, we target designing this PLL to 
operate at higher frequency; for that reason, we have 
discussed above about the condition for zero PFD dead 
zone.  
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Loop parameter This work [11] 
Fosc 100MHz 3MHz 

Kvco/Kvco(assuming 
same control 

current) 

 
303 MHZ/V 

 
300 MHZ /V 

Icp 1.1µA 0.9 µA 
Cp 3.61PF 10PF 
C2 -- 2PF 
PM 83.9° 45.4° 

Power consumption 0.375PW/HZ 4.47PW/HZ 
Techno 180 nm 90 nm 

Figure 10.PLL in locked condition reference signal versus feedback signal 
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Abstract—The paper presents the study on cybersecurity risks 

for space missions launched by the European Space Agency. 

This one-year study covers all lifecycle phases within civilian 

space missions and includes all their actors and elements both 

at the ground and the space. However, the paper focuses in 

how mission communications are addressed in the study, the 

approach followed to identify their risks and the expected 

results. 
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I.  INTRODUCTION 

Cybersecurity is a growing concern for governments, 
public and private entities, and citizens [1][2]. Our reliance 
on information systems and technology for most of our daily 
activities is a reality. This fact converts Information 
Technology and Communications (ITC) into a more 
attractive target for strategic advantage, espionage, fraud, 
notoriety, etc. 

Space missions are not an exception to this general trend 
[3]. Nowadays, space missions provide valuable services to 
society in many fields: from navigation, to earth observation, 
weather forecasting or communication, sometimes even 
providing significant revenues to the operators. As such, 
cyber threats to space missions will continue to grow in the 
near future [4].  

The European Space Agency (ESA) has perceived this 
trend in the last years and has launched a study to analyze 
cybersecurity risks to space missions and recommend 
remediation safeguards. The goals of the study are providing 
tools to mission planners in order to introduce adequate 
levels of security in missions in an easier and more efficient 
way and promote awareness on the increasing cybersecurity 
risks. The study assesses risks during all phases in the 
lifecycle of space missions [5] and on all elements and actors 
involved in the mission. 

As crucial element in most, if not all, space missions, the 
communication links and equipment are carefully addressed 
in the study. Furthermore, ground-space communications are 
one particularly critical element in space missions due to 
their exposure as it is based in an open and easily accessible 
physical media: the radio channel. 

Although the study is broad and generic in nature, this 
paper focuses in the methodology that will be followed to 

identify, categorize, and mitigate risks on space mission 
communications. 

In Section II, the study main objectives and how they will 
be addressed will be described. The methodology followed 
to identify, assess, and manage risks on communication 
elements will be explained in Section III. The expected 
outcomes and impact of the study will be defined in Section 
IV. Finally, Section V summarizes the main conclusions, 
future work, and milestones of the study. 

II. OBJECTIVES 

The main goal of the study is “to support ESA in the 
establishment of technical recommendations and a policy” 
that help mission planners determine which security 
safeguards shall be implemented within each particular phase 
of their mission lifecycle. 

It is understood that the result of the study is expected to 
be an important tool for mission planners. With this tool 
mission planners shall be able to easily understand the 
threats, vulnerabilities, and resulting risks that apply to their 
specific mission category, including all communications 
issues, and more importantly, safeguards they should 
implement to reduce that risk to an acceptable level. 

The concept behind the study is, given the similarities in 
missions from the same category in the taxonomy 
developing, a-priori, a risk assessment and risk treatment 
plan for each category so that it can be reused in all 
subsequent missions. Tailoring of the results with mission 
particularities, such as the relative value of the mission 
(when compared with its peers in the same mission category) 
will be possible.  

Another complementary objective is to “raise awareness 
in the space community about the cyber-security issues”. In 
this sense, both the final report and the executive summary 
will present the information in a way that is easily readable, 
understandable, and usable by a broad audience in the field 
of space operations. 

To accomplish the above objectives a new risk 
assessment methodology has been designed specifically for 
the study. The following section describes in detail this 
methodology focusing on how space mission communication 
aspects are addressed. 
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III. METHODOLOGY 

A. Principles 

The proposed approach leverages IT-Grundschutz [6] 
risk assessment methodology, defined by the German 
Federal Office for Information Security, and adapts it to the 
particular needs of the study. IT-Grundschutz is based on the 
modules concept. Modules are representations of threats, 
safeguards, and ultimately risks for technological 
components that can be easily applied by organizations 
saving the effort of performing risk assessments for these 
technological components since these assessments are done 
beforehand and reflected in the modules.  

Our methodology follows this concept and creates 
modules for each mission category and lifecycle phase which 
can be tailored in a number of ways to fit in mission 
particularities. This approach provides some benefits in 
respect to other risk assessment and risk management 
approaches, namely the possibility to customize and tailor 
the risk assessment to the concrete particularities of the space 
mission and the ease of use from the mission planner 
perspective. 

In addition to this modularity and customization 
principles, the methodology is also systematic, to guarantee 
that no relevant aspect is left aside. Efficiency is essential to 
optimize the effort required to produce the modules. 
Commonalities of space missions, even in different 
categories, shall be exploited to minimize the effort required. 
Finally but no less important, the methodology and its 
instantiation shall be well documented to provide evidences 
and justifications for decisions taken and to guarantee that 
results are consistent among methodology instantiations. 

B. Phases 

Fig.1 shows the methodology phases and their 
interactions. 

The first phase is the taxonomy definition. This is a 
crucial activity in the study since a great percentage of the 
results applicability and study success depends on how 
missions are categorized. All missions falling with the same 
category shall share attack motivations for attackers, threats, 
mission elements, vulnerabilities, resultant risks. Also, 
identified safeguards shall be applicable to all of them. There 
shall not be too many categories because the effort efficiency 
principle would be lost, neither too few because the risk of 
results not being applicable to all missions that fall within 
that category. 

There are several aspects which are security relevant but 
do not depend on the mission category, but rather on 
business models, or mission specific design decisions. 
Examples of these aspects are subcontracting of mission 
facilities, sites or even operations, or more relevant to the 
current paper, the type of communications present in the 
mission: ground-space, ground-ground or space-space. To 
address these aspects additional packages will be defined to 
complement modules with the threats, vulnerabilities, risks, 
and safeguards linked with them. Hence, the mission planner 
will select the main mission module applicable for its 
mission category plus the additional packages applicable to 
that mission.  

Ground-space communications is considered applicable 
to almost all space missions and hence will be included in 
the mission category modules. However, ground-ground and 
space-space communication packages will be developed 
covering all the risk relevant elements for this kind of 
communications. 

Figure 1. Cybersecurity Study Methodology. 
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The second phase in the study is the threats assessment 
for each lifecycle phase of each mission category. The 
identification of threats will be developed based on threat 
catalogues (such as IT-Grundschutz catalogue [7], ISO27005 
threats catalogue [8] or CCSDS 350.1-G-1 [9]), knowledge 
of the study team members and the results of a poll among 
different satellite organizations. These threats, and especially 
those affecting communications, shall be tailored to space 
mission particularities. Aspects, such as jamming, protocol 
efficiency, lag, and space and earth weather shall be taken 
into account. Jamming is clearly the main threat in relation 
with space-ground communications but there are other 
threats which shall not be neglected neither, e.g. 
eavesdropping, replay attacks or even man in the middle 
types of attack.  

Vulnerabilities will be identified for each asset at each 
lifecycle phase of the space mission categories. Common 
weaknesses, insecure configurations, safeguard gaps or 
implementation flaws will be analyzed as sources of 
vulnerabilities. The lack of encryption and authentication in 
messages, weak cryptographic key management practices, 
single points of failure in communication channels, lack of 
Denial of Service (DoS) resilience, inexistent or insufficient 
anti-jamming safeguards and other issues will be examples 
of vulnerabilities considered from the communications 
standpoint.  

GMV Atalaya service will support the previous phases 
by providing evidences that justify threat and vulnerabilities 
values. Atalaya monitors the internet to identify potential 
attack information, data of interest to attackers or 
vulnerabilities evidences. 

When a threat has been identified with the potential to 
exploit existing mission vulnerabilities a risk is derived. 
Resulting risks are assessed based on safeguards traditionally 
implemented in missions, and then aggregated and 
prioritized.  

During the last phase of the methodology, a set of 
safeguards will be recommended to mitigate identified risks. 
As with threats, safeguards will be obtained from catalogues 
[7][9][10][11], study team knowledge and the satellite 
organizations poll. Several safeguard implementation 
alternatives will be proposed, each with a cost-benefit 
analysis and a description of the remaining residual risk. 
Also, safeguards will be classified in basic safeguards 
(recommended for all kind of missions within the category) 
or high protection safeguards which would be applicable for 
those missions with higher protection requirements. In some 
cases areas of further research will be pointed out for 
investigating more efficient safeguards for particular threats, 
e.g. innovative anti-jamming techniques, new telemetry, 
tracking and commanding (TT&C) approaches, etc.  

IV. EXPECTED RESULTS 

The main results of the study are the modules and 
additional packages. Each module will contain the risk 
assessment and risk treatment result for a lifecycle phase of a 
mission category.  

Contents of the modules include the list of applicable 
threats for each asset and actor, the vulnerabilities, the 
associated risks, and the recommended safeguards. 

Additional packages present the same contents as 
modules but focused in aspects which are specific of each 
mission and cannot be extrapolated from the mission 
category. It is planned to produced additional packages for 
space-space communications, ground-ground 
communications, multi-organizational missions, outsourced 
mission elements, missions with high public visibility and 
for the type of spacecraft bus used (serial or ad-hoc). 

Mission planners will then need to select the appropriate 
module and complement it, as needed, with the additional 
packages to get the list of recommended safeguards to 
include in the mission so that cyber-security risks are 
mitigated. 

The mission taxonomy elaborated during the first phase 
of the study is another interesting result by itself. It provides 
a classification of space missions per their cyber-security 
properties.  

At this date, the mission taxonomy phase of the study has 
been concluded. The following mission categories have been 
identified: 

 Launchers 

 Space Tourism 

 Manned In-Orbit Infrastructure / Planetary 
Exploration 

 Supply and Re-Entry Vehicles. 

 Navigation 

 Communications 

 Weather Forecast 

 Earth Observation Mapping 

 Earth Observation Surveillance 

 Earth Observation Environmental Monitoring 

 In-Orbit Servicing 

 Scientific – Up to GEO Orbit 

 Scientific – Above GEO Orbit 

 Space Situational Awareness (SSA) 
Fig.2 below shows the percentage of past, present, and 

future ESA missions that fall within each mission category 
according to public information at ESA website 
(www.esa.int/ESA/Our_Missions). 

 
Figure 2.  Percentage of ESA missions per category 

The above deliverables are clearly presented, described, 
and explained in a final report and executive summary. 
These reports will summarize all information in a way to be 
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easily readable, understandable, and usable by a broad 
audience in the field of space operations  

One element included in the methodology, and relevant 
to the expected results, is the Experts Board concept. To 
guarantee the quality, applicability, and accuracy of all 
results, an Experts Board formed by highly qualified and 
experienced GMV personnel has been formed to review all 
study deliverables before they are published. In this way, 
threats, vulnerabilities, risks, and safeguards will be fully 
useful and applicable to mission planners. 

V. CONCLUSIONS AND FUTURE WORK 

GMV and ESA are convinced of the potential benefits 
which can be generated by the study results. Namely, 
increasing awareness in cyber-security among space mission 
stakeholders and actors, enhancing the security of current 
and future missions and thus mitigating their cyber-security 
risks and finally reducing the effort and knowledge required 
for mission planners to decide what safeguards shall be 
implemented in the mission and how. 

These benefits will only be achieved if certain conditions 
are given. First, and most important, the results shall be very 
easy and intuitive in their exploitation by mission planners. 
That is, the effort to learn how to use them and apply them 
shall be as low as possible. Second, risk modules shall be 
fully applicable to every mission according to its category. If 
a high percentage of threats, vulnerabilities and safeguards 
within a module are clearly not applicable to the mission; 
then mission planners will be discouraged and discard its 
use.  Third and last, recommended safeguards included 
within the modules shall be effective in the mitigation of 
space mission risks. Otherwise, the study results would be 
either complemented or replaced with a different approach.  

Looking further into the future it is also important to 
consider that results shall be simple to maintain and easily 
updateable with new modules and additional packages to 
accommodate new mission categories or aspects to consider 
in terms of cybersecurity. To facilitate these maintenance 

tasks the methodology shall be described in detail, including 
guidelines on how to implement the methodology, criteria to 
consider and rationale followed. 

The study started in July 2013 and is expected to be 
executed during one year, until July 2014. 
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Abstract—Because Low Earth Orbit (LEO) satellite has very 
limited contact time between satellite and ground station, all 
telemetry data generated on satellite are stored in a mass 
memory and downlinked to the ground together with real-time 
data during the contact time. There are two mass memory 
modules. Normally, one mass memory module is used and the 
other is ready for backup. If required, both memory modules 
can be used at the same time. If the selected module is not 
available, the other module can be automatically used for 
telemetry storage without ground intervention. Two downlink 
channels are available at the same time but only one channel 
should be used for downlink. The downlink channel can be 
changed automatically by on-board flight software as well as 
step by step by ground command. This paper presents the 
telemetry storage and downlink management method 
implemented in flight software of a LEO satellite developed in 
Korea. All functions related to telemetry storage and downlink 
management were fully verified through the real satellite 
operation as well as the various tests during satellite 
development phase.  

Keywords-telemetry; downlink; flight software. 

I.  INTRODUCTION 

On-Board Computer (OBC) for a LEO satellite 
developed in Korea Aerospace Research Institute (KARI) is 
one unit box which includes primary and redundant side. It 
consists of Processor Module (PM) for supplying Flight 
Software (FSW) execution platform, Tele-command and 
Telemetry Module (TCTM) for performing uplink and 
downlink, Bus I/O Module (BIOM) for interfacing with bus 
units, Payload I/O Module (PIOM) for interfacing with 
payload units, power converter and the others [1][2]. Figure 
1 shows the telemetry data downlink interfaces.  

TCTM modules are cross-strapped with two processor 
modules and activated simultaneously as hot redundancy. 
Mass Memory Management Unit (MMU) receives telemetry 
frames from PM through space-wire interface [3] and 
transmits them to Telemetry Unit (TMU) or stores into mass 
memory and reads the stored frames from mass memory and 
transmits them to TMU. TMU receives the telemetry frames 
from MMU and transmits them to transponder. The mass 
memory for telemetry storage consists of two modules. 
TCTM has its own mass memory. PM can access each mass 
memory, but MMU can access only its own mass memory.  

 
Figure 1.  Telemetry Data Downlink Interfaces 

Telemetry uses Consultative Committee for Space Data 
Systems (CCSDS) compliant VCDU frames [4][5]. 
Telemetry data storage method is described in section 2. 
Downlink management method is described in section 3. 

II. TELEMETRY DATA STORAGE 

A. Mass Memory Data Structure 

Figure 2 shows the mass memory data structure. The 
mass memory for telemetry data storage is divided into 
blocks that are called pages. Each memory module has 2048 
pages and a page consists of 128 Kbytes. Normally, one 
mass memory module is used and the other is ready for 
backup. If required, both memory modules can be used at 
the same time. If the selected module is not available by 
memory full condition or interface problem, the other 
module can be automatically used for telemetry storage 
without ground intervention. The page structures are shown 
in Figure 3. 585 Virtual Channel Data Unit (VCDU) frames 
are stored on each page.  
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Figure 2.  Mass memory structure for telemetry storage 

 

 
Figure 3.  Page structure of mass memory 

B. Telemetry Data Type and Storage 

All telemetry data are formatted into Consultative 
Committee for Space Data Systems (CCSDS) compliant 
VCDU frames [4], and stored into mass memory. Telemetry 
types are shown in Table I. 

TABLE I.  TELEMETRY TYPE 

Type Max # of Frame Period (sec) 

Real Time SOH 4 1 

Storage- 
Only 

SOH 5 1 

POD 1 1 

PAD 4 1 

PLD SOH 1 5 1 

PLD SOH 2 4 24 

PLD SOH 3 3 24 

PLD SOH 4 3 64 

 
Each telemetry frame has its own VCDU ID and 

sequence counter, and stored in satellite memory in 
chronological order without overwriting older data which 
has not yet been downlinked. Newly generated telemetry 
frames are stored on the memory location pointed out by 
current write pointer. If the mass memory page status is 
marked as bad, the page is not used anymore for telemetry 

storage. If the selected module is not available by memory 
full condition or interface problem, the other module can be 
automatically used for telemetry storage without ground 
intervention. In case of real-time telemetry, they are stored 
into mass memory and downlinked to the ground 
simultaneously. Two real-time SOH frames in low downlink 
rate, or two to four real-time frames in high downlink rate 
are generated, stored into mass memory and downlinked to 
the ground every second. In case of storage only telemetry, 
they can be generated and stored into mass memory 
regardless of the hardware downlink rate.  

 

 

Figure 4.  Telemetry storage example (low rate) 

 

Figure 5.  Telemetry storage example (high rate) 

Figures 4 and 5 show the examples of several cases of 
telemetry storage in the mass memory in accordance with 
the hardware downlink rate. 
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III. DOWNLINK MANAGEMENT 

A. Downlink Rate 

There are two downlink rates, low downlink rate 
(4096bps) and high downlink rate (1.5626Mbps). Only real-
time telemetry frames can be downlinked to the ground in 
low downlink rate. In high downlink rate, there are two 
downlink modes, real-time mode and playback mode. Only 
real-time telemetry frames are downlinked in real-time 
mode and real-time and stored telemetry frames in the mass 
memory are downlinked in playback mode. Two real-time 
frames in low downlink rate and two to four real-time 
frames in high downlink rate can be downlinked to the 
ground every second. Total 762 telemetry frames including 
two to four real-time frames can be downlinked to the 
ground every second in high downlink rate. Figure 6 shows 
the downlink examples in high downlink rate.  

 

 

Figure 6.  Downlink example 

B. Downlink Operation 

Playback operation is started by ground command. 
Several types of playback command are used. Telemetry 
frames are downlinked from the last playback pointer, and 
proceed until the current write pointer is reached upon 
receipt of the PB Start command. Telemetry frames are 
downlinked from the specified location, and proceed until 
the current write pointer is reached upon receipt of the PB 
Location command. All Telemetry frames are downlinked 
upon receipt of the PB All command. Telemetry frames are 
downlinked from a start address to the end address upon 
receipt of the PB Specified Area command. The downlink 
mode is automatically switched to the real-time mode when 
playback is completed.  

C. Downlink Channel and Rate control 

Because two TCTM modules are operated as hot 
redundancy, two downlink channels are available at the 
same time but only one channel should be used for 
downlink. Each TCTM has own mass memory and is able to 

access only own mass memory. In case of real-time mode, 
any downlink channel can be used because it does not need 
to access mass memory. But, in case of playback mode, the 
downlink channel of the TCTM including the selected mass 
memory should be used. If the mass memory is changed to 
the other module, the downlink channel should be changed 
in accordance with the mass memory change. In this case, 
the downlink channel can be changed automatically by on-
board flight software as well as step by step by ground 
command. If two mass memory modules are used at the 
same time, change between two mass memory modules and 
two downlink channels are performed automatically by on 
board flight software for performing playback operation 
continuously. 
 

 
Figure 7.  Downlink channel and rate state transition diagram 

Figure 7 shows the downlink channel and rate state 
transition diagram. There are 4 states and 12 state transition 
cases to change the downlink rate and the downlink channel. 

IV. CONCLUSION 

Telemetry storage and downlink management method 
implemented in flight software of a LEO satellite developed 
in Korea were described in this paper. In case all types of 
telemetry frame are selected, it takes about one day to fill up 
one mass memory module. It takes about 27 minutes to play 
back all area of one mass memory. Just one ground station is 
enough to receive the telemetry. 

Most of all functions required to manage mass memory, 
to store telemetry and to downlink telemetry data are 
automatically performed by on-board flight software. 
Operator has only to select the telemetry types to be 
downlinked to the ground or stored into mass memory, and 
to send command to start playback. If the mass memory has 
interface problem or fault in specific area, it is possible to 
change to other module and to initialize all or specific area of 
mass memory by ground command. All functions related to 
telemetry storage and downlink were fully verified through 
the real satellite operation as well as the various tests during 
satellite development phase.  
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Abstract—In this paper, the features of the national key science 

and technology programs of China are analyzed. The related 

management maturity models studied abroad are also 

introduced. The weights of each management factor in the 

execution process of the national key science and technology 

programs are calculated through the combination of Analytic 

Hierarchy Process and Entropy Method. Therefore, a 

management maturity model which can be suitable to the 

national key science and technology programs of China is 

proposed. China High resolution Earth Observation System 

(CHEOS), which is one of 16 national key science and technology 

programs of China, is selected as a study case. By utilizing Fuzzy 

Comprehensive Evaluation (FCE), the management maturity 

level of CHEOS is assessed. The assessment result can provide an 

aid to the decision-making of the CHEOS management. 

Furthermore, a new management method for the national key 

science and technology programs of China is advanced. 

 

Keywords-national key science and technology program of 

China; program/project management; maturity model; analytic 

hierarchy process; entropy method; fuzzy comprehensive 

evaluation 

I. INTRODUCTION 

A. Features of the national key science and technology 

programs of China 

To accomplish the nation goals, the national key science 

and technology programs of China are to form great strategic 

product, key technology and/or major project through 

breakthrough in core technology and integration of resource 

under specific time limits. Therefore, each key science and 

technology program is a large and complex system. In 

summary, there are 6 main features of the China national key 

science and technology programs [1][2][3]: 

(1) Government dominance: The national key science and 

technology program is an important organization form to fulfill 

the national strategic demands. The implementation of these 

projects must serve the national goals and reflect the national 

interests, i.e., the government must arrange the strategic plans 

and funding allocations under consideration of the national 

interests and future strategies. Thus, it is the government that 

supports a main area till the realization of a local leap-forward 

development and drives the breakthroughs in strategic 

industries. 

(2) Resource integration: The formation of the great 

strategic product and key common technology comes from the 

comprehensive integration of different subjects and/or various 

areas. That is to say, the implementation of the national key 

science and technology programs demand the information 

opening, the resource sharing and the collaborative innovation 

among every participating department. 

(3) Management complexity: Due to the limitation of the 

power and resource of a single existing organization, the 

interdisciplinary and interdepartmental features of the program 

are hard to overcome. Furthermore, during the implementation 

of the program, there are numbers of stake-holders and funding 

resources, which are much beyond the prowess of normal 

project management. 
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(4) Investment enormity: The implementation of each 

national key science and technology program demands 

enormous amount of investment. 

(5) High risk: There are different kinds of risks e.g., the 

technology risk, the policy risk and the market risk etc 

involved in the national key science and technology programs. 

Therefore, the implementation of the program is under 

influence of many factors, all degrees of uncertainty and risks. 

(6) Influence universality: The national key science and 

technology programs are to accomplish national goals and to 

meet the national demands. The results of technology research 

and application coming from these programs are the source of 

the original innovation and the proprietary intellectual property, 

hence reflect the core competitiveness of China. Ultimately, 

the outcome of the program can form a deciding influence in 

the related area and have a wide influential effect on the whole 

economy of the nation. 

B. Current project management maturity models 

1) The concept and significance of project management 

maturity model 

The project management maturity model can express the 

management ability of an organization, and the model can also 

help to implement the project according to the scheduled goal 

and condition. 

The project management maturity model provides an 

assessment method and an improvement framework for project 

management as a new idea. Based on the process of project 

management, the organization can range the level of project 

management from chaos to order and forms an upgrade 

platform step by step. The current management level is the 

basic of the higher management level. The upgrade of the 

ability of the project management maturity is also the 

accumulation of project management level. With the help of 

the project management maturity model, the organization can 

find the defects of the project management and recognizes the 

weak link of the project management and then improves the 

project management ability steadily. 

2) Organizational project management maturity model 

Organizational project management maturity model 

(OPM3) is a new standard which was released by Project 

Management Institute in 2003 [4]. 

To improve project management ability of an organization, 

and associate the project with organization strategy tightly, 

OPM3 provides the method. To confirm the state of an 

organization and formulate plans, OPM3 supplies plenty of 

knowledge for users to acknowledge project management and 

provides a standard to assess the project management ability. 

OPM3 consists of three dimensions, the first dimension 

presents maturity levels, the second dimension presents project 

management areas and project management processes, the 

third dimension presents three domains of the project 

management. The maturity level includes Standardizing, 

Measuring, Controlling and Continuously Improving. The 

project management area includes Project Integration 

Management, Project Scope Management, Project Timeline 

Management, Project Cost Management, Project Quality 

Management, Project Human Resource Management, Project 

Communication Management, Project Risk Management and 

Project Purchasing Management. The project management 

process includes Initiating Process Group, Planning Process 

Group, Exceuting Process Group, Monitioring & Controlling 

Process Group and Closing Process Group. The domain of the 

project management includes Project Management, Program 

Management and Portfolio Management. 

3) K-PMMM 

K-PMMM was advanced by Kerzner [5] in 2001, this 

model is mainly used by enterprise, and the level of the project 

management maturity is Common Language, Common 

Processes, Singular Methodology, Benchmarking and 

Continuous Improvement. 

The design of the questionnaire for K-PMMM is different 

from other models. The questionnaire provides several 

objective self-assessment questions in different aspects. In 

each level, there are different kinds of questions, e.g., there are 

80 choice questions in the first level. Through analyzing the 

answer to these questions, organization can find the project 

management problems of an organization may have and then 

improves the project management ability. 

4) Capability maturity model for software 

To fulfill the United State Federal Government’s appeal to 

assess the ability of software suppliers, CMU started to study 

CMM (Capacity Maturity Model) in 1986 and released the 

CMM 1.0 in 1991. 

CMM has a detailed description for the definition, 

implementation, measurement and improvement of software. 

The core of CMM treats software development as a whole 

process, organization researches the development and 

maintenance of software to accomplish the commercial goal in 

a more scientific and standard way. The maturity level of 
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CMM includes Initial, Repeatable, Defined, Managed and 

Optimizing. CMM provides a process improvement 

framework by assimilating experiences from other software 

development process.  

The process of software development includes many 

activities; these activities contain technology management of 

software development, quality management, risk management 

and so on. CMM strives to improve the management ability of 

software development. The definition of each maturity level is 

depicted by CMM definitely. CMM supplies a series of 

approaches, which help the organization to improve the 

process of software development step by step. So, the ability of 

software development is improved by CMM gradually. 

II. MATURITY MODELS FOR NATIONAL KEY SCIENCE AND 

TECHNOLOGY PROGRAM OF CHINA 

The propose of the maturity model for national key science 

and technology programs of China is based on CMM; both the 

ability of software development and the management of 

national key science and technology program of China are 

based on process, the maturity model sees activities of 

software development as an integer, the development of the 

software is not to create breakthrough technologies solely. It is 

the same as the management of national key science and 

technology programs of China. 

A. The maturity levels and features of national key science 

and technology program of China 

The partition of each maturity level is to establish the 

standard for each maturity level, and then the definition for 

each maturity level is established according to the standard of 

each maturity level. The divide of each maturity level is based 

on some significant models. There are 5 levels: Disordered 

level, Repeatable level, Standardized level, Predictable level, 

Optimized level, the levels are showed in Figure 1, and the 

definition of each level is as follows in Table 1: 

1.Disordered 

level

2.Repeatable 

level

3.Standardized 

level

4.Predictable 

level

5.Optimized 

level

Process of normalization

Process of standardization

Process of quantification

Process of continuous 

improvement

Maturity level

 

Figure 1. The five levels of maturity model 

TABLE I. THE DEFINITON OF EACH MATURITY LEVEL 

Level Definition 

Disordered 

level 

The management in this level is disordered; some 
management factors such as quality, the maturity of 

technology, investment and risk can not be predicted. The 

conditions to implement the project are poor, when the 
problems occur in the process of the project; the 

organization is likely to give up the plan that has already 

existed and turns to solve the current problems. And the 
current problems are solved by the experience of 

personal; this way can not present the ability of a system. 

Repeatable 

level 

The management in this level has an effective 
organization to manage the project, the management 

organization of the project forms relative policies about 

the project and some mature methods to solve the 
problems. The organization manages these projects 

according to experience. The management in this level is 

institutionalization and repeatability. 

Standardized 

level 

The management activities in this management level are 
full, and the standard of the organization is based on 

these series of activities. The organization makes norm 

and standard for management plan, quality and so on. 
There are plenty of useful information can be used and 

shared, it also becomes the habit of the organization. At 

the same time, some management factors such as quality, 
risk and investment can be controlled. 

Predictable 

level 

The organization makes quantitative analysis for the 

project in this management level, in different stage of the 
project, there has a quality method corresponding to the 

stage. And some management factors such as quality, risk 

and investment can be quantified in the process of 
management. This way can reduce the uncertainty during 

the process of the project. 

Optimized 

level 

The organization optimizes the process of the 
management continuously, the weaknesses and 

advantages will be found with different measures to 

achieve the goal of preventing defects. At the same time, 
the organization analyses the cost and the benefit of the 

project, and then some suggestions are proposed 

according to the analysis. The characteristic of this 
management level is that the ability of project 

management can improve continuously by itself in order 

to prevent the same mistake. 

B. The structure of national key science and technology 

program of China 

The content of each dimension is: there are 5 maturity 

levels in the 1st dimension; it includes Disordered level, 

Repeatable level, Standardized level, Predictable level, 

Optimized level, the 2nd dimension is project management 

evaluation factor system, it includes 10 management areas 

about national key science and technology program of China, 

there are 41 second-class targets, the 3rd dimension is the 

process of project management, it is the life cycle of national 

key science and technology program of China, it includes 

Initiating Process Group, Planning Process Group, Executing 

Process Group, Monitoring & Controlling Process Group, 

Closing Process Group. The structure of model is shown in 

Figure 2, the evaluation index system of national key science 

and technology program of China is shown in Table 2: 
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TABLE II. THE EVALUATION SYSTEM FOR THE NATIONAL KEY 

SCIENCE AND TECHNOLOGY PROGRAM OF CHINA 

Criteria Main Factors 

Project 
management 

Project approval management 
Project implement and acceptance check management 
Project process management 

Chief engineer and general director management 

Project 
quality 

control and 

management 

The construction of quality management system 

Quality plan 

Quality control 

Quality assurance 

Quality improvement 

Project 

technology 
maturity 

management 

Confirmation of principle for key technology 

Construction of evaluation criterion and indicator system 

Applied research for assessment of the project technology 
maturity 

Evaluation of the pilot and extension service for the 

project technology maturity 

Project 

investment 

management 

Assessment for investment feasibility 

Investment examine and approve 

Investment supervise and check up 

The assessment of investment effect 

Achievement 
and 

intellectual 

property 
management 

The policy of the intellectual property management and 

the research of the institutional system 

The key cycle of management about the assessment of the 
intellectual property problems 

The research on achievement and intellectual property 

management 

Risk 

management 

Risk management of project technology 

Risk management of project cost 

Risk management of project process 

Risk management of project quality 

Technical 

support 
management 

The analysis of technical support management factors 

The analysis of technical support management flow 

The design of auxiliary methods for technical support 

Security and 

secrecy 

management 

Secret-level setting 

The construction of confidentiality rules and regulations 

The design of secrecy policy 
The control of security process management 

The design of scheme for security technology 

Decision 

support 
management 

Auxiliary decision support analysis for the project 

Decision correlation analysis for the project 

The design of the method for the implementation of the 

decision support 

The full meaning in Figure 2: PPAPM represents project 

planning and project management, PM represents project 

management, PQCAM represents project quality control and 

management, PTMM represents project technology maturity 

management, PIM represents project investment management, 

AAIPM represents achievement and intellectual property 

management, RM represents risk management, TSM 

represents technical support management, SASM represents 

security and secrecy management, DSM represents decision 

support management. 

C. The quantification of national key science and technology 

program of China evaluation index system 

The implementation of the national key science and 

technology programs of China is effected by many factors; it 

may lead some unpredictable problems if these factors are 

analyzed only by experts’ experiences. Therefore, evaluation 

factor system is assessed by the methods of Analytic Hierarchy 

Process [7] and Entropy Method [8], while the management 

maturity level of the national key science and technology 

programs of China is assessed by utilizing Fuzzy 

Comprehensive Evaluation [9]. The design of the evaluation 

system is qualitative analysis, by utilizing the methods such as 

Analytic Hierarchy Process, it combines qualitative analysis 

with quantities analysis; it compensates the defect of quantities 

analysis. 
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Figure 2. The three dimension structure of national key science and 

technology program of China 

The quantification of the model of the national key science 

and technology programs of China is mainly assessed by 

Analytic Hierarchy Process and Entropy Method. The experts 

which have project management experience score the 

evaluation index system for each index, then the score of each 

evaluation index is arranged, the evaluation index is selected 

by the score of each index, and the final evaluation index 

system is formed. Then, the participants of the project score 

the weights of each management factors and a questionnaire 

about maturity level, the participants of the project are those 

people who have participated some projects; for example, if 

we want to assess the management maturity level of China 

High resolution Earth Observation System, we choose those 

people who have participated the project of China High 

resolution Earth Observation System to score the weights of 

each management factors and a questionnaire about maturity 

level, then, the model of national key science and technology 

program of China is built through calculating the weights of 

each factors, the score and the weight present the importance 

of each evaluation index, the model can be used to evaluate the 
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maturity level of the national key science and technology 

programs of China. 

III. CASE STUDY 

A. The profile of China High resolution Earth Observation 

System 

China High resolution Earth Observation System (CHEOS), 

one of the 16 national key science and technology programs of 

China is selected as a case study; the aim of this program is 

mainly to develop the satellite, airplane and stratospheric 

airship’s high resolution earth observation. With the use of 

medium and low resolution earth observation, a high 

resolution earth observation with all-weather, all-time 

capabilities are formed. 

The implementation of the CHEOS is aimed at enhancing 

the ability of earth observation, mastering the initiative of 

information and resource and grasping the situation of 

economy, resource, and environment, CHEOS is an essential 

system to our nation, it has a significant meaning for protecting 

our nation and enhancing national strength. 

B. The confirm of evaluation index and evaluation level 

(1) The confirm of evaluation index system 

There are 10 first-class targets and 41 second-class targets 

in the maturity model of CHEOS, the details of each level: 

U={U1,U2,U3,U4,U5,U6,U7,U8,U9,U10}={project planning and 

project management, project management, project quality 

control and management, project technology maturity 

management, project investment management, achievement 

and intellectual property management, risk management, 

technical support management, security and secrecy 

management, decision support management}. 

(2) The confirm of maturity level 

The maturity level of CHEOS: V = {V1,V2,V3,V4,V5} = 

{Disordered level, Repeatable level, Standardized level, 

Predictable level, Optimized level}. 

C. The confirm of the weights of evaluation index 

1) The confirm of initial weights via Analytic Hierarchy 

Process 

(1) The hierarchical structure of evaluation index system 

The evaluation index system is divided into 3 levels: target 

layer, criterion layer and factor layer. 

(2) Comparison and judgment matrix 

The judgment matrix is designed through questionnaire and 

expert’s graded approach, the value of each matrix reflects the 

degree of importance of each index. 

The model uses aij to represent the relative importance 

between i and j, U=(aij)m × n represents comparison and 

judgment matrix. 
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(3) Calculation of the weight 

The model uses the formula of UW=λ maxW to calculate 

the eigenvalues, λ max is the eigenvalue of U, W is the weight 

of evaluate factors. 

2) Update weights via Entropy method 

(1) The fundamental of Entropy method 

In information theory, information entropy is a concept to 

measure the amount of information. If a system is very orderly, 

the value of information entropy is small, and the reverse 

situation is also true. So, information entropy is a way to 

measure a system’s degree of order [6], the expression is: 





m

i

ii xpxpxH
1

)(ln)()(         (2) 

xi represents the state of i, p(xi) represents the probability of 

i. 

For example, there are m experts score n evaluation factors, 

the judgment matrix is X=(xij)m×n, j is a factor, if the value 

between each factor is large after the expert’s assessment, the 

weight of the factor should be high, conversely, the weight of 

the factor should be low. So, the weight of each factor can be 

adjusted through Entropy Method. 

(2) Weight adjustment 

Step 1: calculate the weight of xij 
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Step 2: calculate the entropy of ej 


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Step 3: calculate the otherness factor of gj 

To the factor of j, if the otherness of xij is small, and the 

entropy of ej is big; when the entropy of ej is equal to emax, the 

factor of j makes no difference; when the value of each factor 
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is big and the entropy of ej is small, the factor contributes more 

to the evaluation system. 

Define G=(g1,g2,…,gn) as otherness coefficient vector, 

among gj=1-ej, if the otherness factor of gj is big, this factor 

plays an important role in the model. 

Step 4: weight adjustment 

After the factor of bj is calculated through Analytic 

Hierarchy Process, the factor is adjusted by utilizing the 

otherness coefficient of gj. 

njgba jjj ,...,3,2,1,          (5) 

The weigh of the factor is obtained after the normalization 

of aj 



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jjj njaaw
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,...,3,2,1,/       (6) 

D. The assessment of the maturity level of CHEOS 

(1) There are 5 maturity levels in CHEOS: 

V={V1,V2,V3,V4,V5}={Disordered level, Repeatable level, 

Standardized level, Predictable level, Optimized level} 

The value of each maturity level is: Disordered level = 1, 

Repeatable level = 2, Standardized level = 3, Predictable level 

= 4, Optimized level = 5. 

The weight vector is: V=(1,2,3,4,5)
T
 

(2) The weight of each criteria layer 

The weight of criteria layer and factor layer are presented 

by vector through Analytic Hierarchy Process and Entropy 

Method: Define W = (W1,W2,W3,…,W10) as the weight of 

criteria layer, define w1 = (w11,w12,w13,w14,w15,w16),…,w10 = 

(w101,w102,w103) as the weight of each factor layer. 

(3) The confirmation of judgment matrix 

For example, to the technical support management of 

criteria layer, the judgment matrix is: 
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The judgment vector of B8 is calculated by the weight of w8 

and the judgment matrix of R8: 
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E. The method to analysis and improvement the 

management factors 

Si is a vector of criteria layer i (i=1,2,3,…,10): 

Si = Ri×V
T                          

(9) 

The coordinate system is divided into 4 areas in order to 

improve the indexes of CHEOS, X axis represents the score of 

each index, and Y axis represents the weight of each index, 

then the indexes are labeled in the coordinate system, the 

management index is improved via analyzing the points in the 

coordinate system. The coordinate system is as follows in 

Figure 3: 
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Figure 3. The analysis and improvement of the management factors 

Area 1: Low weight, low score 

The management activities in this area have a low weight 

and low score, low score illustrates the project manager pays 

little attention to these management activities. Low weight 

illustrates these management activities have poor importance 

in the process of management, according to the coordinate 

system that can conclude these management factors are the 

weaknesses of the CHEOS, compare with the activities in area 

4, those activities also has a low score, but the weight of these 

activities in area 1 is lower than area 4, so the management of 

CHEOS should pay more attention to area 4. And the activities 

in area 1 should be improved correspondingly. 

Area 2: Low weight, high score 

The activities where belong to this area have a low weight, 

in compare with a high score, manager pays enough attention 

to these kind of activities, but these activities are not so 

important compare with the activities in area 4 because of its 
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low weight. So, more attention should be paid in other area 

other than the activities in area 2. 

Area 3: High weight, high score 

The activities in this area both have a high weight and 

score. These activities play an important role in project 

management, and manager pays enough attention to these 

activities. These activities don not need to be improved so 

frequently, but these activities have a significant meaning in 

the national key science and technology programs of China, so 

the management should focus on these activities continuously. 

Area 4: High weight, low score 

The activities in area 4 have a low score, but the weight of 

these activities are high, so the activities in this area have an 

important function in the process of CHEOS, but the 

management of the CHEOS pays not enough attention to these 

activities, so the management ability in these aspects are poor. 

So, these activities are the objects which the project mainly 

improves. The improvement of these activities can promote the 

maturity level of the CHEOS and urge the implementation of 

the project successfully. 

IV. CONCLUSION AND FUTURE WORK 

This paper studied the modeling of the project management 

maturity for the national key science and technology programs 

of China by updating the current management maturity models. 

The applicability of the proposed management maturity model 

with consideration of the features of the programs is 

demonstrated through a real case study, which proves the 

compatibility of the proposed model with the present 

conditions of China. 

The paper aims to introduce the maturity model into the 

management of the national key science and technology 

programs of China. According to the process and the result of 

research, the evaluation index system is to be improved 

through combining more management features of the national 

key science and technology programs. Although the maturity 

model is successfully introduced into the management of the 

programs, the method of assessment is still simple, mostly 

analytic hierarchy process or fuzzy comprehensive evaluation; 

so, that further work is planned to make improvement. 

In conclusion, the management of the national key science 

and technology programs of China is a complex systems 

engineering issue. The introduction of the maturity model is 

just an explorative trial. Therefore, more theoretical and 

practical research on the application of the maturity model for 

the management of the national key science and technology 

programs of China is still needed. 
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Abstract—Satellite networks provide global coverage and sup-
port a wide range of services. Since Low Earth Orbit (LEO)
satellites provide short round-trip delays, they are becoming
increasingly important for real-time applications, such as voice,
teleconferencing and video traffic. Many applications require a
mechanism to deliver information to multiple recipients. In this
context, we propose two all optical multicasting approaches based
on codewords designed for LEO satellites: the first approach
is based on the shortest paths and the second approach is
based on the concept of virtual multicast trees. The proposed
multicast approaches consider free space optical communication
links between satellites, which provides high data rate for real
time applications.

Index Terms—LEO satellite, all optical multicast, optical code-
words, tunable optical decoder.

I. INTRODUCTION

Satellite networks provide global coverage and support a
wide range of services. Since Low Earth Orbit (LEO) satellites
provide short round-trip delays, they are becoming increas-
ingly important for real-time applications, such as voice,
teleconferencing and video traffic. Many applications require a
mechanism to deliver information to multiple recipients. In the
literature, several multicast routing protocols were proposed
for satellite networks [1]–[4]. However, the majority of the
proposed approaches are not developed primarily for LEO
satellite constellations. In fact, they are mainly proposed in
the context of IP and mobile networks and then adapted
to support multicasting in LEO networks. Furthermore, the
proposed approaches have not consider free space optical
communication links between satellites, which are ideal for
high data rate real-time applications, such as voice and video
traffic.

In this paper, we propose two all optical multicasting
approaches based on codewords designed for LEO satellites:
the first approach is based on the shortest paths and the second
approach is based on the concept of virtual multicast trees.
Furthermore, we study the mobility management aspect for
the two proposed approaches. The key contributions of the
proposed multicast approaches with respect to the previously
published research are:

1) The proposed multicast process is performed at the
optical layer based on an optical switching concept,
which allows the multicast packets to be processed
at very high bit rates (gigabits per second) without
conversion to the electronic domain. During the optical

multicast process, the received packets are delayed in
an optical buffer proposed in [5], in order to provide a
tunable delay for real time traffic.

2) The optical switching concept is based on the optical
codewords, which are represented by a sequence of
pulses. Indeed, a codeword is assigned to each satellite
in the network and serves as an optical identifier of the
satellite. Based on the received codeword and the struc-
ture we build in, the traffic will be multicasted to one
or several directions allowing to reach the destination
satellites.

3) The proposed multicast approach is scalable since its
performance is not affected by the multicast group size
and the member combination in the multicast group.
Therefore, the optical multicast module implemented in
each intermediate satellite is at most composed of three
tunable decoders.

The rest of the paper is organized as follows. Section
2 presents the proposed multicast approaches for the Leo
constellation networks in the literature. The use of optical
codewords for the multicast in LEO networks is described
in Section 3. The all optical multicast approach based on
the shortest paths is described in Section 4. The all optical
multicast approach based on the virtual multicast trees is
explained in Section 5. The mobility management in the two
all optical multicasting approaches is discussed in Section 6.
Simulations and experimental results are given in Section 7.
Finally, Section 8 concludes the paper.

II. MULTICAST IN LEO CONSTELLATION NETWORKS

Satellite-based optical communication systems have become
a most promising technology for high-speed inter-satellite and
satellite-to-ground communication links due to their various
advantages. A free space optical communication system in-
cludes optical transmitter and receiver satellites. The transfer
of information between the two satellites is performed with
optical rather than microwave radiation, which allows high
data rate transfer and transparency to Radio Frequency (RF)
interference. The advantages of an optical communication
system compared with a microwave communication system
in free space are: 1) high data rate, 2) less transmitter power
consumption, 3) terminal design with reduced size and weight,
and 4) transparency to RF interference.
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In this paper, we are particularly interested in LEO satellite
mobile systems. LEO satellites are orbiting at low earth orbits
with an altitude generally between 500 km and 2000 km.
Compared to communication satellites in geostationary orbit,
the communication links to LEO satellites are characterized by
lower propagation delay and lower link attenuation because
of the shorter distance, resulting in the need for reduced
transmission power.

In the literature, several multicast routing protocols were
proposed for satellite networks. In [1], a new core-based
shared tree algorithm, viz Core-Cluster combination-based
Shared Tree (CCST) algorithm and the weighted version
(i.e., w-CCST algorithm) are proposed in order to resolve
the channel resources waste problem in typical source-based
multicast routing algorithms in LEO satellite IP networks. The
Rectilinear Steiner Trees (RST) [2] algorithm uses one of
integer linear programming method for solving the minimum
RST tree, so that the bandwidth of multicast routing using the
least suitable non-real-time multicast applications, but more
complicated calculation process. In [3], a fast iterative dis-
tributed multicast routing algorithm was developed based on
the inherent characteristics of satellite networks, that consider
distributed computing model and significantly reducing the
algorithm computational complexity. In [4], a QoS-Guaranteed
Secure Multicast Routing Protocol (QGSMRP) is proposed
for satellite IP networks using the logical location concept to
isolate the mobility of LEO and HEO satellites. a novel triple-
layered satellite network architecture including Geostationary
Earth Orbit (GEO), Highly Elliptical Orbit (HEO), and Low
Earth Orbit (LEO) satellite layers is introduced. However,
the majority of the proposed approaches are not developed
primarily for LEO satellite constellations. In fact, they are
mainly proposed in the context of IP and mobile networks
and then adapted to support multicasting in LEO networks.
Furthermore, the proposed approaches have not consider free
space optical communication links between satellites, which
are ideal for high data rate real-time applications, such as voice
and video traffic.

III. CODEWORD BASED MULTICAST

An optical codeword is composed of a sequence of pulses
that represent the positions of the information bit "1". The
transmitter does not produce any optical pulse when the
information bit "0" is transmitted.

An optical codeword is assigned to each satellite in the LEO
constellation network. Therefore, each satellite is uniquely
identified by its assigned codeword which is similar to an
address in our case. The total number of associated codewords
is equal to N ∗M with N is the number of orbits (planes) in
the constellation, and M is the number of satellites in each
orbit. We notice that the number of codewords used for a LEO
constellation network (e.g., Global Positioning System (GPS))
is very reduced compared to current terrestrial networks (e.g.,
24 codewords are required in the GPS network). We suppose
that the codewords are generated, assigned and managed by a

central entity implemented in a terrestrial station which is the
ground station in our case.

To allow the application of our physical routing approach
and discriminating data transmitted to different satellites, the
optical codes should be orthogonal. In our case a codeword
can be represented as an integer vector where each element
identifies the position of a pulse ( bit "1"). Thus, we adopted
a generation process based on lattice point theory to satisfy
this requirement. The code generation process is realized as
follows: Consider a m×k integer lattice L = Zm×Zk, which
elements are labeled by points from the set V = 1, 2, ...,mk.
Using a simple linear mapping function defined as:

l : L→ V, l(x, y) = mx+ y + 1 (1)

where 0 =< x <= k − 1 and 0 =< y <= m− 1.
The codewords are represented as lines connecting points of

the rectangular integer lattice. The subset of points are referred
to as lines, and the code spaces are defined as the sets of lines
of different slopes. A line with a slope s, where 0 ≤ s ≤ m−1,
starting at the point (i, j), contains the following set of points:

(i; j + (s.imod(m)) : 0 ≤ i ≤ k − 1; 0 ≤ j ≤ m− 1 (2)

Thus, for every slope s, the m codewords that
can be obtained are ν = ν1, ..., νm, where νj =
mi+ j + (s.imod(m)) + 1; 0 ≤ i ≤ k − 1 for every 0 ≤ j ≤
m − 1. It can be shown in [6] that this method generates
codewords with length equal to mk and weight k. The weight
witch represents the number of bits "1" in the codeword.
This is a very important parameter because it identifies the
maximum value of the autocorrelation between codes and
hence reflects the capability of the routing approach to separate
traffics intended for specific destinations. It is noteworthy
that, for every slope, the codewords obtained through the
aforementioned process are orthogonal. According to this
reasoning, every codeword νj can be represented as an integer
vector νj = ν0j , ν

1
j ..., ν

k−1
j where j ∈ 1, 2, ...,mk and νij is

the ith bit in the optical code νj .
Since LEO satellites provide short round-trip delays, they

are becoming increasingly important for real-time applications,
such as voice and video traffic. Many applications require a
mechanism to deliver information to multiple recipients, as
illustrated by Figure 1.

Since each group of destination users has a geographic
location, each group is covered by a different distribution
satellite that we call also a destination satellite. At t0, a source
user is attached to a source satellite and a group of destination
users is served by a destination satellite via a wireless link.
On the contrary, the links between satellites, which are free
space optical communication links. During the communication
period, the group of destination satellites are changed due to
the mobility of the source and destination satellites. Thus, the
management of the multicast process between the source and
the destination satellites must be done during communication
periods that may last for hours.
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Figure 1. Multicasting in LEO satellite constellation.

In this work, we propose an optical multicasting process
based on codewords. Also, we provide a function so that each
satellite can optically switch a multicasting traffic based on
codewords properly structured. Thus, each satellite implements
an optical switching module based mainly on two optical
operations, which are the optical codeword matching and the
deviation of the traffic to the adequate direction. The received
codeword is split to a set of decoders; if a codeword is matched
by a decoder, an optical switching gate will be activated by
a pulse to forward the multicast traffic to the direction that
allows reaching the destination satellite.

The physical implementation of the reconfigurable encoding
is achieved by delaying pulses in a set of Optical Delay Line
(ODL) loops. The positions of the pulses in the codeword
define the number of rounds that must be performed by every
pulse in each ODL-loop [7]. The optical sequence of code
is then created by combining different delayed pulses at the
output of ODLs.

A codeword decoder, which is the main component of the
proposed optical multicasting module, allows the matching
of a codeword optically without the O/E/O conversion. The
design of a tunable decoder was proposed in [7] in order
to implement an optical filtering technique based on code-
words. In each loop, we inject the optical pulse, which will
be confined in the fiber until it performs the number of
rounds needed to place it in the positions of a ’1’ bit in
the optical code. It is obvious that the number of ones in
the code sequence determines the number of optical loops
needed. Consequently, we could easily control and modify
the codeword by controlling the number of rounds performed
by the optical signal in every optical loop. Unlike classical
techniques, such as fixed length Optical Delay Lines and Fiber
Bragg Gratings, in which modifying optical codes needs a
physical intervention, our approach allows soft based control-
ling of the optical codewords by considering a control unit,
even if it uses Fiber Bragg Gratings. A codeword is considered
as an integer vector of k elements that presents the positions of
ones in the codeword. Thus, an optical codeword is composed
of optical pulses transmitted in specific bit intervals that

Figure 2. Tunable optical decoder architecture.

correspond to positions of ones in the code sequence. This
can be achieved by considering an on-off keying technique and
modulating the label by a Gaussian optical pulse signal and
a Mach-Zehender modulator. The tunable decoder, illustrated
by Figure 2, generates an optical pulse on the receipt of a
valid codeword that matches the configured code-word. The
decoding operation is performed by delaying optical pulses
that compose the received codeword until they superpose in
the last bit interval.

IV. ALL OPTICAL MULTICAST BASED ON THE SHORTEST
PATHS

In this section, we present an optical multicast approach
based on the shortest paths. In this approach, each interme-
diate satellite considers three codewords indicating its direct
neighbors: two in the same orbit, and one in the following
orbit. A shortest path is defined in term of number of hops and
is established by favoring the inter-orbit on the intra-orbit hop.
In order to establish the shortest paths to a list of destination
satellites, the route discovery process is initiated by the source
satellite. The source satellite duplicates a Route REQuest
message (RREQ) in order to send it to d destination satellites.
The considered RREQ message format is composed of: the
message identifier, the codewords associated to destination
satellites, the satellite source address, the satellite destination
address, and the communication time between the source user
and the destination users.

At the reception of a RREQ message, the intermediate satel-
lite adds its codeword to the Multicast list address and sends
it to the nearest neighbor based on the Destination address in
the RREQ message. A destination satellite that receives the
RREQ message, sends a Route RESponse (RREP) message,
which contains the shortest path to the source satellite. A path
is formed by a list of codewords that denote the intermediate
nodes in the shortest path.

After the route discovery process, a source satellite sends
the multicast traffic to the d destination satellites. Each mul-
ticast packet is duplicated on the shortest paths established
to destination satellites. The paths are composed of a list of
codewords that characterize the list of intermediate nodes on
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the shortest path. Thus, a header that contains the path to a
destination satellite is associated to each packet.

The design of the multicast module implemented in each
satellite is illustrated by Figure 3. Therefore, an intermediate
node that receives a multicast packet examines the received
header optically by considering the following steps:

• the first codeword in the header, which indicates the
current satellite, is extracted from the received list of
codewords that compose the header and dropped;

• the packet and the new header are delayed in a Virtual
Optical Memory (VOM) based on optical delay lines, that
we have developed in [5];

• during the buffering delay, the second codeword in the
received header is extracted from the received list of
codewords and split to three tunable decoders. Each
decoder allows to match a codeword that characterize one
neighbor of the current satellite;

• If the second codeword matches a configured codeword,
then the delayed packet and its corresponding header will
be sent to the adequate next neighbor that allows to reach
the destination satellite.

V. ALL OPTICAL MULTICAST BASED ON MULTICAST TREES

In this section, we present an optical multicast approach
based on the concept of virtual multicast trees. The virtual
multicast paradigm is used in order to underline that the
multicast tree is not physically established but only built on
the codewords structure used to switch traffic contrary to the
first proposed approach that requires a route discovery process
preceding the routing of a multicast traffic. In this approach,
the virtual tree establishment consists on the management of
codewords structure. Thus, an optical codeword is structured
in two parts as follows: the first part identifies the orbit
and the direction (left or right) in this orbit, and the second
part identifies uniquely a satellite in the LEO constellation
network. Therefore, the destination satellite can be either on
the left or on the right of an intermediate satellite or it
can be localized in another orbit. The source satellite sends
a multicast packet composed of the payload and a list of
codewords that corresponds to the list of destination satellites.
At the reception of a multicast traffic, an intermediate satellite
can forward the traffic to the right or left if the destination
satellite is in its orbit or it switches the traffic to the following
orbit.

In the following example, we consider the virtual tree
structure illustrated by Figure 4. Therefore, from a source
satellite, the header to be sent, which is composed of a
set of codewords, has the following structure: CdOrbit2r
CdD1| CdOrbit2l CdD2| CdOrbit2l CdD3 | CdOrbit3l CdD4

| CdOrbit3r CdD5, where CdOrbitir is the codeword that
identifies the right direction in the Orbiti, CdOrbitil is the
codeword that identifies the left direction in the Orbiti, and
CdDj is the codeword that identifies the destination satellite
Dj in the LEO constellation network.

Each intermediate satellite integrates a multicast module,
which design is described by Figure 5. The optical multicast

Figure 4. Virtual tree structure.

process is performed as follows:
• The received payload is extracted and delayed in the

optical buffer called Virtual Optical Memory (VOM),
proposed in [5];

• The list of received codewords are extracted and sepa-
rately treated by the multicast module. If the intermediate
satellite is not a destination satellite, it split the received
codewords to three tunable decoders. Each decoder allows
to match a received codeword in the header. The matching
operation is performed in serial by treating each time one
codeword until treating all the codewords that compose
the received header. And, the matching is performed
only on the first part of the codeword that indicates the
switching direction: left or right if the destination satellite
is in the same orbit as the intermediate satellite, or down
if the destination satellite is in the following orbits. If
the intermediate satellite is a destination satellite, based
on the received codewords, it performs the matching
operation based on the other received codewords in the
header and does not consider its codeword. Indeed, a
satellite needs to perform a matching operation on the
second parts of the received codewords that uniquely
identify a satellite in the LEO constellation network
before performing the optical switching operation based
on the matching of the first parts of codewords that
identify the forwarding direction.

• If a codeword is matched then an SOA gate (Semiconduc-
tor Optical Amplifier gate) is activated in order to pass
the delayed payload to the new header generation module.
This module generates a new header for the payload
by considering only the codewords of the satellites that
are reachable by the forwarding output port. Indeed,
the group of destination satellites is divided in each
intermediate satellite based on the fact that the traffic that
is forwarded to a direction (left, right, down) must only
contain in its header the codewords corresponding to the
destinations located in this direction.

VI. MULTICAST COPING WITH LONG PERIOD SERVICES

Satellite movement results in challenging mobility man-
agement problems in LEO satellite networks. Due to the
movements of the satellites and according to the movements
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Figure 3. All optical multicast based on the shortest paths.

Figure 5. All optical multicast based on the Virtual multicast tree.

of their coverage area and footprints, a group of destination
users are served by several groups of satellites during a
communication period that may lasts for hours. In this section,
we present the mobility management for the two proposed
optical multicasting approaches. For the two approaches, three
types of handovers can occur during a multicast session period

T . The first type of handover occurs when the source satellite
moves and will not serve the users source of the traffic any-
more. The second type of handover occurs when a destination
satellite will not serve any destination user therefore it will be
deleted from the group of the destination satellites. The third
type of handover occurs when a destination satellite is added
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to the group of the destination users in order to serve one or
several destination users.

A. Shortest paths management

The optical multicasting based on the Shortest paths requires
the initiation of a novel Route request discovery process to
the destination satellites when a source satellite is not in the
coverage of source users anymore. The ground station must
send the current list of codewords, that indicate the current
list of destination satellites, to the new source satellite. In the
case where a destination satellite will not serve any destination
user, it will be deleted from the group of destination satellites.
This type of mobility does not require any treatment in
the intermediate satellites. In fact, the multicast traffic to
be switched by the intermediate satellites will no longer be
switched in the direction of the deleted satellite since it is
not in the coverage of the destination users. An updated list
of codewords, that corresponds to the new list of destination
satellites, will be sent to the source satellite from the ground
station. In the case where a destination satellite is added to
the group of destination users in order to serve one or several
destination users, the shortest path from the source to the new
destination satellite must be established. An updated list of
codewords will be sent to the source satellite from the ground
station.

B. Virtual tree management

When a source satellite is not in the coverage of source
users anymore, the optical multicasting based on the virtual
tree concept does not require any route reestablishment process
initiation to discover the routes to the destination satellites as
it is the case in the optical multicasting based on the Shortest
paths. Indeed, the multicast tree will be implicitly established
by sending a multicast traffic that requires at each intermediate
satellite to be optically switched. The ground station must
send the current list of codewords, that indicate the current
list of destination satellites, to the new source satellite. In the
case where a destination satellite will not serve any destination
user, it will be deleted from the group of destination satellites.
The ground station must send the current list of codewords
to the new source satellite. And, the source replaces the
codeword corresponding to the deleted destination satellite by
the codeword associated to the new destination satellite and
adds to the codeword, a special codeword that identifies the
destination orbit and the direction (left or right) in the orbit.
The new codeword will be added to the header of the multicast
traffic. In the case where a destination satellite is added to the
group of the destination users in order to serve one or several
destination users, its corresponding codeword will be added to
the header of the multicast traffic.

C. Comparison

First, the two proposed optical multicasting approaches are
compared in term of the number of used segments. The
segments used by the approach based on virtual trees are
those in the tree axis and in the left and right of the axis.

And, the segments used by the approach based on the shortest
paths are the total segments that compose the shortest paths
to the destination satellites. Thus, the number of segments
used in the first approach avoids the segments redundancy and
consequently it is smaller than the number of segments used
in the second approach.

Second, the virtual tree construction favors the inter-orbit
over the intra-orbit hop, which allows to have only one
possible path to the destination satellite. This method is also
considered in order to establish the shortest paths in the second
approach. Indeed, the association of all established shortest
paths gives the constructed virtual tree in the first approach.

Third, in the approach based on the shortest paths, when
a satellite leaf handover occurs in the direction of satellites
movement, a segment is removed of the path and the codeword
of the removed destination satellite is removed of the list of
destination satellites. In the contrary case, a segment will be
added to the path and the codeword of the new destination
satellite is added to the list of destination satellites. Thus,
the handover in this approach consists on the increase or the
narrowing of paths. When we consider the approach based
on virtual trees, the destination satellites can be either a leaf
or an intermediate satellite, which minimizes the increase or
the narrowing of paths due to handovers compared to the first
approach.

VII. SIMULATIONS AND EXPERIMENTAL RESULTS

In this section, we assess the performance of the two pro-
posed optical multicasting approaches in terms of traffic load
(in erlang) and number of decoding functions. As simulation
environment, we have considered Matlab tool. For simulation
purpose, we consider: the Global Positioning System (GPS)
constellation topology, which forms a LEO network (6 orbits,
each orbit has 4 satellites), a traffic load matrix. The traffic load
matrix is a matrix that considers a traffic load only between
each satellite and its four neighbors (up and down, left and
right). For each simulation, a source satellite number and
destination satellite numbers are randomly generated.

In order to compare the efficiency of the two multicasting
approaches in terms of the traffic load criteria, we calculate
the traffic load for each approach by considering the maximal
path length/multicast tree depth and the mean on all shortest
paths/segments of the tree. As illustrated by Figure 6, we
can notice the similarity between the traffic load curves
computed on the maximal path length and the depth of the
multicast tree and considered for several multicast group sizes
(4,8,12,16,20,24). This similarity can be justified by the fact
that the maximum path length corresponds to the depth of the
multicast tree. We notice also that the mean traffic load on the
total segments of the multicast tree is the half for a multicast
group size equals to 24 satellites, which is optimized compared
to the mean traffic load on the total path lengths. Therefore,
we can deduce that the all optical multicasting approach based
on the virtual multicast tree has the advantage to eliminate the
redundant segments in the shortest paths established in the all
optical multicasting approach based on the shortest paths.
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Figure 6. Traffic load in terms of multicast group size.

The efficiency of the two multicasting approaches in terms
of the number of used decoding functions is also assessed. We
have considered a communication period of one hour between
a source and destination users. During this period and due
to the mobility of satellites, four source satellites and four
multicast groups are considered. We calculate the number of
used decoding functions for: 1) different multicast group sizes
(4,5,6,7,8,9,10), 2) three path lengths less or equal to 1,2,3
hops. As illustrated by Figure 7, we notice that the number
of used decoding functions for optical multicasting approach
based on the shortest paths is five times greater than the
number of used decoding functions for optical multicasting
approach based on the virtual multicast tree for a multicast
group size equals to 10 satellites. This can be justified by the
fact that the virtual multicast tree eliminates segments redun-
dancy observed in the shortest paths approach. Consequently,
the optical multicasting approach based on the virtual tree
decreases the traffic load observed in the network segments
and uses less decoding functions for the optical multicasting.
Thus, this approach is more efficient than the approach based
on the shortest paths.

VIII. CONCLUSION

In this work, we have proposed two all optical multicasting
approaches based on codewords designed for LEO satellites:
the first approach is based on the shortest paths and the second
approach is based on the concept of virtual multicast trees.
For the two approaches, we identify each satellite in the LEO
constellation network by an optical codeword. The proposed
multicast process is performed at the optical layer based on an
optical switching concept, which allows the multicast packets
to be processed at very hight bit rates by considering optical
codewords. Indeed, a codeword is assigned to each satellite in

Figure 7. Decoding function number in terms of multicast group size.

the network and serves as an optical identifier of the satellite.
Based on the received codeword, the traffic will be multicast
to one or several directions allowing to reach the destination
satellites. Furthermore, the proposed multicast approach is
scalable since its performance are not affected by the multicast
group size and the member combination in the multicast group.
Therefore, the optical multicast module implemented in each
intermediate satellite is at most composed of three tunable
decoders.
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Abstract—The world of the geo-synchronous satellite 
communications is witnessing, for several months now, a 
strong discussion, if not a dispute, between some systems 
manufacturers about the opportunity of increasing the 
efficiency of the coding schemes proposed by the second 
generation of the Digital Video Broadcasting standard by 
introducing some extensions. Even if the debate rises the 
interest of operators and manufacturers, its conclusions are far 
from being unanimously accepted. This paper concentrates 
mainly on the sharper low roll-off factor shaping filters 
proposed among the extensions. Their effects on the satellite 
channel are presented in a comparative analysis supported by 
measurements performed on commercial devices. The 
operational impacts are observed from the point of view of one 
of the main European satellite operators: Eutelsat. 

Keywords-DVB; satellite transponder; amplifier saturation  

I. INTRODUCTION 

In 2011, different manufacturers started to release new 
modulation and coding architectures for satellite 
communications, claiming to achieve significant 
performance improvements (higher than 15%) over their 
competitors and over the existing Second Generation of the 
Digital Video Broadcasting over Satellite (DVB-S2) 
standard [1]. The new features encompass, among others, 
sharp roll-off factors (ROF) for the shaping filters as well as 
proprietary pre-distortion and equalization techniques 
mitigating the non-linearity of the active components 
(mainly high power amplifiers). 

These novelties arose the interest of the entire satellite 
communications world, including standardization 
committees, such as the current DVB-Technical Module, that 
are evaluating the insertion of these new features in the 
DVB-S2 standard [2]. 

 Confronted with this innovation and the increasing 
requests for high efficiency in the capacity usage, Eutelsat, 
as one of the leading worldwide satellite operators, has to 
assume the role of customers guide in order to warrantee a 
high quality of service by using the very latest standard 
transmission techniques in the most correct way. 

One of the most frequently asked questions concerns the 
real performance of ROF reduction over a satellite link in 
particular referring to the existing DVB-S2. The objective of 
the work presented in this paper is to assess by reliable and 
reproducible measurements in controlled laboratory 

environment the pros and cons of reducing the ROF in 
satellite transmission.  

This study is based on measurements obtained with 
different professional devices and the close collaboration 
with key manufacturers in satellite communication industry. 
The devices under test are commercial products; the reported 
tests are performed over a reference DVB-S2 test bed [3]. 

The paper is organized as follows: Section II provides 
some backgrounds including the satellite channel 
description, the transmission techniques, their extensions and 
emission constraints. Section III is dedicated to a preliminary 
analysis of two operational scenarios. The validation 
equipment and methodology is described in Section IV, 
whereas the results are discussed in the Section V. 

II. BACKGROUND 

A. The Satellite Link 

This paper considers operations over transparent 
geostationary satellites. To maximize their efficiency, the on-
board amplifiers are operated as close as possible to the 
saturation point. This imposes a trade-off between power 
efficiency and signal distortion. 

Further impairments onto the signal quality come from 
the Input Multiplexer (IMUX) before, and Output 
Multiplexer (OMUX) after the satellite Travelling Wave 
Tube Amplifier (TWTA) [4]. They aim at limiting 
interferences between adjacent transponders.  

On the ground, the uplink earth station high power 
amplifier (HPA) output is not filtered. So proper back-off 
setting is of paramount importance to limit in-band and out-
of-band distortion. 

On the whole, satellite transmission is impacted by 
amplitude and phase distortions mainly due to amplifiers 
working in the saturation point, group delay, phase and 
frequency errors, Additive White Gaussian Noise (AWGN) 
and phase noise. This paper will consider the effect of 
amplifiers and AWGN only. 

Studies on the non-linear degradation of end-to-end 
system performance exist in the literature and are here 
referred. These are simulations [5], extensive testing over 
emulator or satellite [6] and results obtained by the 
International Telecommunication Union Radio-
communication Sector (ITU-R) [7].  
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B. Baseline Transmission Standard and Filtering 

DVB-S2 [1] specifies the format of the digital signal to 
be transmitted over a satellite channel. It is used by the 
manufacturers as a reference document in the 
implementation of transmitters (or modulators) for 
broadcasting, interactive services, news gathering, and 
broadband applications that will be compatible with any 
receiver. The receiver design is not described in the DVB-S2 
standard.  

DVB-S2 introduces new modulation and coding 
(modcod) schemes with respect to the previous DVB-S. 
Three higher order modulation schemes, 8PSK, 16 and 
32APSK. In particular, the last two suffer from non-linear 
distortions and their activation leads to a trade-off between 
power efficiency and signal degradation. 

In DVB-S2, a conventional square-root raised cosine 
(RRC) shaping filter is defined at the transmitter. The 35% 
ROF is inherited from DVB-S whereas new values of 25% 
and 20% have been added. Today’s industry manufacturers 
aim at extending the portfolio of their products by further 
deploying new modcods and new ROF. 

C. Extension Towards New Features and Sharper Filters 

Sharpening the roll-off of the filters changes the 
characteristics of the modulated signal. The impact onto the 
entire transmission chain should be identified to derive the 
new operational parameters to be used, for ground and space 
segments, from consolidated experience.  

The analysis and measurements performed by Eutelsat 
onto professional equipment is based on the following 
assumptions. The reference waveform is DVB-S2 with roll-
off 35%. Competitive waveforms operate at sharper roll-off 
of 5% and 10%. The impact of compensation techniques 
(i.e., pre-distortion and equalization) is assessed but these 
additional techniques are considered as non-standard [1]. 

D. Eutelsat’s Emission Constraints 

Eutelsat aims at maintaining a high level of services and 
is mainly concerned about the amount of out-of-band 
emissions and the in-band distortion. That is why the 
European operator has published a standard, commonly 
known as EESS 502 [8], giving the basic requirements for 
the earth stations (E/S) and the spectrum utilization. 

At the uplink E/S, the HPA sizing and linear operation 
has to be verified in order to reduce the risk of interference 

with other customers using the same Eutelsat satellite as well 
as with adjacent satellites.  

At the receiver, the error performance over a non-linear 
channel should be known to ensure correct link closure, as 
well as the robustness against inter-channel interference 
(ICI). The two measurement points can be found at the HPA 
output and at the Low Noise Amplifier (LNA) input in 
Fig. 1. 

III.  PRELIMINARY ANALYSIS 

A. Definitions 

This section and the remaining part of the paper, 
considers the resources of satellite transponders, or capacity, 
in terms of bandwidth and power. As all natural resources, 
also the transponder bandwidth and power are limited: 
Eutelsat’s satellites provide transponders with bandwidth of 
33, 36, 72, 115 and 237.5 MHz whereas the power received 
on ground depends on the footprint extension.  

In order to dissociate the power and the frequency, the 
power spectral density (PSD), or power per frequency unit 
(in dBW/Hz) is introduced. For linear modulation, the PSD 
is proportional, if not equivalent, to the symbol energy 

SE which is representative of the quality of the received 

signal through the ration 0NES with 0N  the thermal noise 

energy.  
From these definitions, it follows that a carrier modulated 

on a bandwidth B has a power C (in dBW) that is the 
mathematical integral of the signal PSD calculated over the 
bandwidth B at the receiver. Assuming an AWGN channel 
the noise power is given by BNN 0= . The ratio NC  is 
also representative of the received signal quality and we can 
use the approximation 

00 N

E

BN

C

N

C S≅
⋅

=   (1) 

The expression (1) is already indicative of the fact that if 
we need to improve the performance of the received signal, 
the symbol energy must be increased. But, since the 
available power on board the satellite is limited to C, the 
only way is reducing the bandwidth B and increasing the 
PSD. 

B. Two Reference Scenarios 

The DVB-S2 (or related extensions) carriers can be used 
with two configurations: single and multiple carriers per 
transponder.  

The first configuration is typical of consumer services 
like TV broadcasting and the forward channel in interactive 
networks (as it is described in the DVB-RCS standard [9]: 

 
 

Figure 1. Emulated satellite chain and critical measurement: the IMUX 
and OMUX effects have not been investigated during the tests  

Figure 2. Multi-carriers per transponder configuration 
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one carrier exploits all the power available in a single 
transponder, also working close to the saturation point of the 
TWTA on board, and the signal coming from the satellite 
can be easily received also by small and cheap end user 
antennas.  

With the same issue of exploiting the resources of a 
transponder, the configuration with only one carrier per 
transponder is used for the implementation of wideband data 
links, in which case the ground segment is represented by 
very large satellite dishes (typically over 3.2 m antennas). 
The entire transponder’s power is required in order to reach 
the highest throughput by introducing high efficiency 
modcods. 

The second configuration, i.e., multiple carriers per 
transponder (see Fig. 2) is typical for the single channel per 
carrier (SCPC) adopted for relatively small data links based 
on Very Small Aperture Terminals (VSATs), video 
contributions and all inbound carriers of interactive systems.  

The usage of the extended DVB-S2 features would bring 
important advantages to both these scenarios, but from the 
point of view of an operator there are also some counterparts 
to be taken into account. 

C. Sharpening the Shaping Filters: Spectrum Analysis 

First immediate advantage would come from reducing 
the ROF down to very low values. In a configuration with 
single carrier per transponder, this would permit to reduce 
the bandwidth occupied by the signal and increase the 
symbol rate and therefore the overall throughput.  

For example, in a 36 MHz transponder, the maximum 
symbol rate reachable with a 20% ROF is 

)1( ROFBRS += = 30 Msym/s, whereas with 5% ROF it 
would be 34.3 Msym/s. But also we have to maintain a 
constant value of the signal power because of the 
transponder limitation: decreasing the ROF means that the 
PSD must be reduced of the ratio 

%)51(%)201( ++ =1.14=0.6 dB. The link budget would 
suffer from 0.6 dB reduction and, depending on the link 
margin assumed, this could impose to choose a less efficient 

modcod and the expected gain of 4.3 Msym/s would be 
hardly applicable to real cases. Certainly, this scenario would 
benefit from the introduction of new modcods but only 
satellite links with large link margin would take a real 
advantage by the small ROF. In any case, this analysis does 
not take into account the distortion induced by the filters on 
both sides of the transponder: measurements are a helpful 
tool to study these effects, which could require a fine-tuning 
of the satellite link. 

A similar analysis can be performed in the case of multi 
carriers per transponder where the impairment due to the ICI 
must be considered. As better shown in the following of this 
paper, the TWTA saturation generates a spectrum regrowth 
at the frequencies adjacent the signal band. Such a regrowth 
is more pronounced for small ROFs (see in particular Fig. 5) 
leading to increased ICI in a multi-carriers configuration. So, 
on one hand a small ROF would allow the reduction of the 
distance between the carriers, or carriers spacing, on the 
other hand this would also drive the transponders close to 
saturation, which would increase the interference.  

Measurement results reported below in this paper will 
clarify this point and will permit to add further conclusions. 

D. Low ROF Effects on the Constellations 

One of the effects of sharpening the shaping filters 
appears in the plot of the transitions from one symbol to 
another within a constellation. These transitions generate a 
signal envelope variation over the maximum symbol energy 
which extent depends on the ROF: as smaller the ROF is as 
important is this envelope variation. 

Fig. 3 shows the envelope variation at ROF 35% (black 
lines) and 5% (red) for two QPSK signals measured at the 
output of a modulator.  

This behaviour has an immediate impact on the distortion 
and the Inter Symbol Interference (ISI) when the amplifiers 
are driven close to the saturation: as indicated in [5] pre-
distortion techniques can be applied in order to mitigate this 
effect, even if they are less effective for high order 
constellations (APSK) than for QPSK and 8PSK. Small ROF 
would further reduce the pre-distortion performances. Also, 

 
Figure 4. Sharper roll-off signal characterization: frequency response 
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Figure 3. Plots of the QPSK constellation and transition between 

two symbols 
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this argumentation has been subject of some measurements 
described here below. 

IV.  THE MEASUREMENTS: THE TESTBED DESCRIPTION 

A.  The Channel Emulator 

Eutelsat’s validation equipment mainly consists of a 
reference satellite channel emulator [3] and state-of-the-art 
professional DVB-S2 transmitter and receiver. The entire 
DVB-S2 testbed also includes traffic generators and 
recipients, spectrum analyzers, a control unit, as well as 
additional DVB-S2 devices for a multi-carrier per 
transponder configuration.  

The non-linear TWTA profile, defined in the DVB-S2 
standard [1], Fig. H.12, is emulated in order to test the 
spectrum regrowth and the end-to-end performance over a 
non-linear channel in single carrier per transponder 
configuration. It is worth mentioning that the adopted profile 
is pessimistic compared with the modern TWTA 
characteristics. Anyway, the choice of this profile becomes 
mandatory in the case the studies done in the literature are 
taken as reference. 

B. Test Conditions 

A linear channel, i.e., a link with only the presence of 
AWGN, is often considered as a reference scenario to verify 
the performance of the channel decoder. Such a performance 
should be specified also in terms of difference between the 
minimum 0NES allowing a demodulator to lock a received 

signal (i.e., the lock threshold) and the 0NES  at which the 
same device already locked to the signal passes to the unlock 
status (i.e., the unlock threshold).  

For the emulation of a single carrier saturating a 
transponder, a memory-less non-linearity impairment on top 
of AWGN is added. A phase noise impairment is then 
introduced to represent the receive chain down-conversion 

characteristics (in the spacecraft, low-noise block down-
converter, and tuner oscillators). At high TS BR ratio (with 

SR symbol rate, and TB  the satellite transponder bandwidth), 
a major impact is due to IMUX and OMUX filtering. In fact, 
since the signal works close to the transponder boundaries 
defined by these filters, a severe group delay affects the 
carrier: this aspect is not investigated hereafter. 

Multiple carriers per transponder configuration consist in 
setting several carriers side by side, and insuring a limited 
adjacent channel interference of one to the other. 

V. RESULTS 

A. Transmitter End 

Measurements at the modulator output and the HPA 
output have been performed in order to characterize the 
signal. At the modulator output the roll-off reduction causes 
sharper fall of the transmit filter frequency response (Fig. 4). 
The corresponding impulse response presents oscillations 
which amplitude decreases in time slowly than for high ROF 
filters. This behavior has its counterpart in the IQ signal 
diagram as already presented in Fig. 3.  

At the output of the uplink high-power amplifier, the 
spectrum regrowth is given for Input Back-Off (IBO) values 
ranging from 0dB (saturation) to 18dB (linear region). 
Moving from 35% (Fig. 5-a) to 5% (Fig. 5–b) increases the 
out-of-band spectral regrowth by 1 to 2dB (depending on the 
IBO) as well as a change of the spectrum shape. 

Therefore, whereas a sharper roll-off is activated with the 
aim of increasing the symbol rate (see the discussion above) 
a higher power is required to keep the 0NES ratio constant. 
Therefore, the uplink HPA could require a re-sizing in order 
to grant a level of unwanted out-of-band emissions 
compliant with the Eutelsat EESS 502 standard [8].  

 
Figure 5. Spectrum regrowth versus IBO for roll-off 35% (a), and 5% (b) 
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In order to enable smaller ROF, E/S operators shall 
demonstrate that their out-of-band emissions are compliant 
with the Eutelsat’s requirements. The same amount of 
spectrum regrowth is also present after on-board satellite 
TWTA, but will be partly rejected by the satellite OMUX 
filter. 

B. Receiver End: One Carrier per Transponder 

The error performance curves for modcods QPSK 1/2 
and 8PSK 2/3 are given in Fig. 6-a; those for 16APSK3/4 
and 32APSK4/5 in Fig. 6-b. For every modcod, two channels 
are investigated (AWGN plain lines, and non-linearized 
TWTA dashed lines). For each channel the performance for 
ROF 35% (blue squares) and ROF 5% (green triangles) are 
presented.  

In a linear channel, the most recent DVB-S2 
demodulators overcome the first generation DVB-S2 
chipsets by about 0.7dB to 1.7dB (from QPSK to 32APSK, 
see [7]). The use of ROF 5% always requires a 0NES  ratio 
about 0.3dB higher to lock, but the steep waterfall behavior 
is unchanged. Over a non-linear channel at optimal IBO 
(given in [1], Table H.1) conventional ROF 35% suffers 
from low degradation compared to the reference figures. 5% 
ROF suffers from additional non-linear distortions of about 
0.5dB.   

For all modcods, the expected frame error rate (FER) 
versus 0NES waterfall curves are shifted to a higher 

0NES region when decreasing the ROF from 35% to 5% at 
the transmitter. 

Reference simulations results presented in [5], indicate 
that the impact on the synchronization of the carrier of ROF 
20%, 25% with reference to 35% is negligible. Our 
measurements onto professional equipment state that ROF 
5% slightly degrades the error performance over linear and 
non-linear channels. 

Another way to look at the non-linear channel is to 
search for the optimum back-off. The total degradation 

(DTOT), as defined in [5] and reported in (2), is minimized 
when the sum of the non-linear distortions suffered by 
modulated signal and the power loss due to the operation of 
the amplifier at a given back-off is minimized.  
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The optimum back-off values for ROF 35% and 5% are 
given in Fig. 7. ROF reduction to 5% does not change the 
output bock-off (OBO). The optimum IBO is larger, so is the 
total degradation. 

So, when the ROF decreases, the loss over a nonlinear 
channel due to the distortion becomes stronger. To support 
the use of sharper roll-off, mitigation algorithms have been 
introduced. Some results of non-linear compensation 
techniques are presented in Fig. 7-b: even if the pre-
distortion seems achieving better performance than 
equalization, it also suffers from several known limitations. 
First, TWTA characteristics must be known by the 
modulator in order to calculate the pre-distortion 
coefficients. Second, the pre-distortion algorithm minimizes 
the non-linear distortion at a given back-off. Consequently, 
at higher OBO the pre-compensation of the signal increases 
the degradation: in extreme conditions the usage of 
pre-distortion in linear region causes a huge penalty.  

C. Receiver End: Multiple Carriers per Transponder 

The measurements performed with ROF down to 5% 
highlight the risks for ICI due to the sharpening of the 
shaping filters. Fig. 8 is comparable to the Fig. 30 in [10] and 
shows that the degradation increases with the reduction of 
the carrier spacing (CS) much rapidly for very small ROF. 
The consequence is that, in particular for small carriers, the 
transmission is easily exposed to frequency errors that add 
heavy impairments due to ICI. In other words, very low 
tolerance is allowed to the central frequency for low ROF 
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Figure 6. Impact of ROF reduction over linear and non-linear channel 
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modulations. In the figure, the carrier spacing is normalized 

to the symbol rate SR . 

Another source of degradation of the end-to-end link 
appears when the receiver filter does not match the transmit 
filter. The dashed lines Fig. 8, labelled as “unknown” are an 
example of receivers using ROF higher - even if not 
explicitly indicated by the manufacturer - than the transmit 
filters. Obviously the ICI impact on the degradation is not 
negligible. 

VI.  CONCLUSIONS 

This paper reports on the test results obtained by Eutelsat 
with professional DVB-S2 equipment featuring small ROF. 
Error performance in single and multiple carriers per 
transponder configurations have been assessed. The outcome 
unveils several issues as seen from a system operator 
perspective. At the receiver, the end-to-end link degradation 
is amplified. At the transmitter as well as on board satellite, 
non-linearity is increased. In multicarrier per transponder 
configuration, the old DVB-S2 only receivers suffer from 
additional losses.  

In case of adoption of sharper roll-off factors, important 
changes must be planned at the transmitter and receiver. At 
the uplink station, more powerful high power amplifiers are 
required to limit out-of-band emissions.  

At the modulator and demodulator ends, proprietary pre- 

and/or post-compensation techniques are available to 
mitigate the non-linear distortions. Their advantages and 
weaknesses have been highlighted, but since they are not part 
of a standard no commitment onto the interoperability and 
achievable performance among chipset manufacturers can be 
assured. 
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Abstract—Transmitting video with portable devices (such as
smartphone), over heterogeneous networks with satellite portions,
to a Remote Monitoring Host (RMH) represents a hot scientific
and technical topic. Unfortunately, heterogeneity often implies
impairments such as packet losses, due to errors and conges-
tion, which negatively affect the video quality. To guarantee a
satisfactory video fruition at the RMH, an application layer joint
coding algorithm for video transmission is presented. It adaptively
applies both video compression and encoding to protect the sent
video stream, at the application layer, on the basis of the overall
network condition estimated in terms of both maximum allowable
throughput of the network and quality (packet cancellations or
lossiness). A preliminarily performance study, carried out with
real implementation of the algorithm, compares the joint coding
against fixed schemes.

Keywords—Application layer; joint source channel coding; dis-
aster recovery.

I. INTRODUCTION

The recent spreading of mobile computing platform such
as those constituted by smartphones has provided grounds
for ubiquitous connectivity. Much research has been done in
the field, especially in the light of the recent advances in
wireless communication [1], and [2]. The reference network
considered in this paper is composed of heterogeneous por-
tions, which include two main components: radio and satellite,
which allows wide coverages. Offering real services with a
specific guarantee of Quality of Service (QoS) over these
hybrid systems is very challenging, as implies the solution
of research and development issues due to the peculiarity of
the application environment: efficient communication networks
composed of mobile and fixed nodes operating with radio
and satellite links. For this reason, the study and the tests in
this paper is concentrated on the integrated wireless-satellite
components of the network, where also much work has been
done [3], [4]. These portions, unlike wired channels where
information loss is mainly imputable to network or resource
congestion, wireless media are characterized by low Signal-to-
Noise Ratios (SNRs). This leads to Bit Error Rates (BERs),
which amount may range from negligible to almost completely
impairing. Moreover, when dealing with wireless channel the
time invariance assumption can no longer hold: typical wireless
channels may exhibit extremely quick dynamics, due to a

number of factors, such as multipath fading, shadowing, radio
interferences and weather conditions.

Fig. 1: The reference scenario

The specific scenario considered in this paper (reported in
Fig.1) consider the case in which there is the need for trans-
mitting a video stream over a satellite link. It often happens
when an emergency link need to be established between an
incident site and a RMH where a command center is operating.
Unfortunately, heterogeneity often implies impairments such as
packet losses, due to errors and congestion, which negatively
affect the video quality. With this kind of scenario in mind,
a static management of how the information is compressed
and protected throughout its flow clearly constitutes a non
optimal choice: one would want to be able to dynamically
adapt the information flow by opportunely tuning the amount
of information offered to the transmitting apparatus and how
it is being protected, possibly jointly considering the impact
each of these these tunings has on each other and on the whole
system performance.

In more detail, to guarantee a satisfactory video fruition at
the RMH, an application layer joint coding algorithm for video
transmission is presented. It adaptively applies both video
compression and encoding to protect the sent video stream,
at the application layer, on the basis of the overall network
condition estimated in terms of both maximum allowable
throughput of the network and quality (packet cancellations
or lossiness). By choosing to exploit the tools provided at the
application layer, we develop an application layer joint coder
completely oblivious of what happens at the lower network
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layers, thus being able to be deployed on top of existing
infrastructure without any need for rewiring or replacing
hardware components. Application layer entities talk to each
other via datagrams, so whenever one packet is sent, it is either
delivered (possibly with some amount of delay) or lost as a
whole. This can be modelled by means of a Packet Erasure
Channel (PEC) model, and it is the reason we chose to protect
information using a packet level channel code as detailed in
the next Sections.

The remainder of the paper is organized as follows: Sec-
tion II surveys the state of the art regarding the application
layer coding and source-channel join coding problems; in
Section III is described the proposed Application Layer Joint
Coding (ALJC) approach. The simulative scenario developed
to validate the proposed algorithm and the obtained numerical
results are discussed in Section IV. The obtained results
represent a initial study of the performance whose development
has been proposed in [5]. Finally, the conclusions are drawn
in Section V.

II. STATE OF ART

In the literature, in particular in the field of satellite and
space communications, it is argued that application-layer cod-
ing, obtained by applying redundancy at the application layer
to protect the sent information, may be used to efficiently
recover original data by guaranteeing flexibility and easy-
configurability [6]. Nevertheless, the advantages of applying
coding strategies at the application layer may improve the per-
formance only in systems with low channel error rates because
high error rates imply high levels of redundancy thus causing
information losses due to congestion over a network. In more
detail, starting from the Separation Theorem formalized by
Shannon in [7] which is based on some assumptions such as
infinite coding length, no constraints on complexity and on
delay, in [8] the existence of two performance regions has
been formally demonstrated. In a region, the employment of
application layer coding is significantly advantageous while it
is quite useless in the second. The first performance region is
represented by systems that experience low level of intrinsic
loss probability. On the contrary, applying such coding in high
intrinsic loss probability systems is not advantageous because
the high level of necessary redundancy causes a congestion
growing. Differently, [9] proposed a slightly different point
of view of the problem, whereas increasing protection does
not directly result in increased offered load: in this sense,
an end-to-end distortion minimization algorithm is devised.
However, to the best of the authors’ knowledge, literature lacks
investigation upon actual implementation of a joint source-
channel coding at the application layer, whereas proposed
approaches take channel state knowledge for granted.

The aforementioned results inspired, as done similarly in
[10], the rationale under this paper is that the boundary
between the two regions can be moved so increasing the region
size where the usage of the application layer coding is useful.
In technical words, if the information sent from the sources is
previously compressed the load offered to the network will be
reduced. As a consequence, the redundancy employment does
not cause a critical network load increasing.

For this reason, when dealing with practical radio networks
it may be beneficial to handle compression and protection
jointly, taking into account how one affects the other also.
Moreover, differently from the aforementioned approach, our
work introduces a method to estimate of the overall network
condition estimated in terms of both maximum allowable
throughput of the network and quality (packet cancellations or
lossiness). It allows adapting, dynamically, compression and
protection applied, in the case of this paper, to the transmitted
video.

III. THE HEURISTIC ALJC APPROACH

The technical reference of the proposed ALJC approach
is reported in Fig.1. In the depicted scenario, video streams
are transmitted, with portable devices (such as smartphone),
over terrestrial/satellite networks, to a RMH. It may support
emergency and rescue operations after crisis situations. For
this reason, the practical implementation for the proposed
ALJC has been developed on the Android operating system,
by building two separate applications: a transmitter and a
receiver. The chosen source encoding for the video frames
is MJPEG due to its implementation and management
easiness, as well as its intrinsic resiliency: it does not
remove temporal correlation, so that losses and errors do not
propagate in consequent frames, i.e. the stream does not lose
synchronization even if the link temporarily drops. For what
concerns the channel coding, LDPC [11] has been devised as
a practical and computationally feasible solution. Finally, the
stream of information is then handled to the UDP transport
protocol.

Working on Android operating systems, we already have
control of the source coder, by means of a JPEG encoding class
which allows to specify a compression index q, in the [0, 100]
range, from worst to best quality, respectively. Considering the
aforementioned optimization framework s1k = q, ∀k ∈ [1,K],
M = 1. The chosen resolution for the video frames is the
standardized resolution QCIF (176 x 144 pixels) .
The LDPC codec has been ported from an existing implemen-
tation [12]. The source code has been adapted and wrapped to
be used as a native library within the Android Native Develop-
ment Kit (NDK). It is a packet level LDPC code, meaning that
it allows recovering of whole packets of data (i.e., a codeword
is a set of packets). The encoder is used to dynamically set the
employed code rate fec (i.e., the number of packets containing
information over the overall number of packets composing a
codeword). Considering again the aforementioned optimization
framework c1k = fec, ∀k ∈ [1,K], N = 1.
The tests presented in this paper were carried out using
packets 1024 bits long, which compose codewords 35 packets
long. However, the LDPC mechanism needs some additional
control information to be transmitted along with the source
information flow, namely sequence numbers which identify
codewords, packets within codewords and contents within the
packets. This information is carried by a 24 bits additional
header, leading what we call an application layer packet to be
1048 bits long.
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The adaptiveness is made possible by means of a feedback
(return) channel, that is, the receiver periodically sends in-
formation to the transmitter in the form of cumulative ack
packets that carry information about how many packets have
been lost, sent each time a new codeword is received, which
allows the transmitter to make estimates about the overall
network state. The return channel in our experimentation is
error-free. In this sense, the key point for a system that
aims at managing the source and channel coding jointly is
to estimate how fast the hybrid terrestrial/satellite network
is able to deliver the information and how vulnerable is the
information in the process of traversing the entire network,
in particular the radio/satellite portions. The estimation of the
maximum allowable throughput of the network is made by
using a particular packet buffer, which is filled by the LDPC
encoder and it is emptied when an ack arrives (i.e., a packet is
not removed after it has been sent, but it remains in the buffer
until it is marked as acked or a timeout expires). The network
service gross rate is given by the rate at which this buffer is
being emptied.
On the other hand, since ack packets carry the lost packet
count, provided by the LDPC decoder on the receiving side,
we can use this amount as a measure of the quality (packet
cancellations or lossiness).
The adaptive ALJC algorithm has the granularity of a code-
word and, for each decision stage, it first assess the amount
of protection needed to successfully traverse the entire hybrid
network, then it tries to best exploit the remaining packets to
try to fit in frames with the goal of maintaining a target frame
rate expressed in Frame-Per-Second (FPStarget) and equal
to, in this paper, 10 frames per second. To do this, we firstly
tabulated the image size associated to each compression factor
from 0 to 100 then inverted the function and computed a poly-
nomial fitting. The mentioned actions have been performed in
order to be able to obtain the compression quality needed as
a function of the desired image (i.e., the single MJPEG video
frame) file size.

Fig. 2: The structure of the framework implementation

IV. PERFORMANCE INVESTIGATION

A. Testbed
We realized a testbed to simulate the scenario depicted in

the introduction. In this configuration, two separate Android
devices communicate through a WiFi local network connected
to a machine which emulates the effect of a satellite channel.
On the receiving side, another WiFi network is used to

interconnect the second device, which is supposed acting at
the RMH.

Fig. 3: The terrestrial/satellite network emulation apparatus
used

This is reported in Fig.3, and it consists of a regular PC
running with a Linux based operating system and equipped
with two network interface cards, each connected to a WiFi
access point. This way two separate sub-networks are created,
and by using the netem tool it is possible to easily manage
traffic going out of each interface, by tuning the bandwidth,
the packet loss and bit error rate due to the emulated satellite
channel, the delay and the packet buffer queuing policy.

B. Scenarios and Performance Metrics

TABLE I: The test scenarios

Bandwidth BER
A 400 Kbps 0 %
B 400 Kbps 10 %
C 180 Kbps 35 %
D 180 Kbps 0 %
E 180 Kbps 10 %
F 180 Kbps 35 %

TABLE II: The transmitter application source and channel
coding settings

FEC Rate Compression Index
ALJC dynamic dynamic

Minimum Protection 30/35 60
Maximum Protection 4/35 20

In order to evaluate the behaviour of the ALJC system, we
compared with two antipodal and static policies (i.e., minimal
protection and maximum protection (see TABLE II). The
compression index has been set to 20 in the case of maximum
protection in order to provide a minimal intelligibility of
the image (when equal to 0 the image information is almost
completely lost), and to 60 because it conveys a frame
image size that lies in the middle of the range. The test
runs evaluate each coding choice behaviour during three
minutes long sessions, exploiting the aforementioned network
emulating machine that simulates different bandwidth and
BER conditions experienced by the satellite link. A second
run of tests deals with the system’s adaptation capabilities in
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time varying conditions.
We devised six plausible scenarios, listed and described
accurately in Table I. In every scenario we had the network
emulator introduce a 600 [ms] propagation delay to simulate
a the presence of a geostationary satellite link in the network,
as described in the introduction. In order to be able to evaluate
and correctly understand how each coding policy actually
behaves, we had to devise the key factors to measure in a
video streaming framework. Intuitively, from a qualitative
point of view it would be desirable for such a system to
provide the highest possible image quality, as well as a fluent
video reproduction, and naturally, a minimal information loss
due to network impairments.

In order to measure the quality of individual frames of
the MJPEG sequence, we utilize a well known metric, the
Structural SIMilarity index. It was first introduced in [13],
and it provides a quality measure of one of the images being
compared, provided the other image is regarded as of perfect
quality. The SSIM represents a good choice since it follows
the MOS more closely than other indexes such as the Peak
Signal to Noise Ratio (PSNR) or Mean Square Error (MSE).
The SSIM index is computed over small patches of image, and
the whole image index is obtained by averaging the individual
patches’ values. The individual SSIM value for a patch is given
by

SSIM(x, y) =
(2µxµy + C1) + (2σxy + C2)

(µ2
x + µ2

y + C1)(σ2
x + σ2

y + C2)
(1)

where x and y are the two small image blocks, µi is the i-th
block pixel value average, σi is the i-th block pixel standard
deviation, and

σij =
1

M − 1

N∑
k=1

(ik − µi)(jk − µj) (2)

where M is the number of pixel contained in the patch.
The SSIM index ranges from 0 (completely uncorrelated

images) to 1 (identical images), and this is a useful feature
since it can be considered a degradation factor.

In order to evaluate the performance of a given test run we
devised a performance index with the following requirements

• it must reward high quality frames
• it has to reward a fluent video stream, i.e. a high frame

throughput
• it must penalize corrupted or lost frames

We found that the following index S satisfies such require-
ments

S =

∑M
i=1 SSIM(fi, f̂i) · fTOT

received

Tsim
(3)

and can be interpreted as a quality-weighted average framerate.

For experimental purposes, in order to collect the informa-
tion needed to compute such metrics, we arranged the im-
plemented smartphone applications to write down each image
frame: the transmitter writes a full quality version, while the

Fig. 4: Results of the simulation runs

receiver application records the source encoded version (i.e.,
including information loss due to compression). The frame
written out by the smartphone applications are temporally
referenced, so that it is possible to also infer information about
the frame rate.

A test run is structured in the following steps:
1) The smartphone starts streaming to the receiver, which

is individuated through its IP address.
2) When the duration limit is reached, the transmitter stops

broadcasting and sends to the server the reference file
containing the original full quality frames.

3) As soon as it is done sending, the receiver sends its
data, containing the received (and possibly corrupted)
video frames.

C. Emulation Campaigns Results

In this section we show how our joint coding framework
behaves in a stationary network condition (i.e., within channels
whose characteristics do not vary over time), referring to Fig.4.
As mentioned in Section IV-B, scenarios A, B and C, which
set a bandwidth of 400 kbps and different BER conditions.

Scenario A simulates a wideband, error free channel: in this
particular case the adaptive ALJC policy seems to perform
slightly worse than a minimum protection one. This is reason-
able, since the latter consistently employs high quality com-
pression and waste a little quantity of bandwidth for protection,
while ALJC more cautiously because the compression tuning
“oscillates” due to a non-perfect network condition estimation
in terms of both maximum allowable throughput of the network
and quality. There is a minimal amount of lost packets to be
imputable to kernel drops due to busy CPU. Naturally, the
maximum protection approach here is the worst scoring, due
to the unnecessarily poor quality of the frames and the low
throughput due to high bandwidth waste. Scenario B is much
more interesting: a significant BER (10%) causes the minimum
protection policy to lose a substantial amount of packets, thus
bringing down the overall sequence PSNR.
A very high BER (35%) represents a highly challenging
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channel: here the performance index cannot be as high as in
previous scenarios, because the ALJC policy needs to cut down
on the offered load by using more aggressive compression in
order to let the frames through the narrower window left by
the channel encoder. At the same time, the minimal protection
approach now loses nearly half the information fed into the
network, while the conservative maximum protection policy is
not able to transport a sufficient amount of information.

Scenarios D, E and F simulate narrowband channels instead.
The behaviour is roughly the same as in the previous scenarios.

V. CONCLUSIONS

In this paper we introduced an application layer joint coding
algorithm for video transmission. It allows the transmission
of video streams on networks based on time varying and
possibly lossy networks, such as those entailed by hybrid
terrestial/satellite networks. It is shown that using only infor-
mation available at the application layer, we can implement a
system that outperforms oblivious static coding under nearly
every network condition. From the practical viewpoint, it
adaptively applies both video compression and encoding to
protect the sent video stream, at the application layer, on
the basis of the overall network condition estimated in terms
of both maximum allowable throughput of the network and
quality (packet cancellations or lossiness).
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Abstract—The network selection is a decisional process aimed
at determining the Radio Access Network (RAN) that a Mobile
Node (MN) has to use and represents the core-function of the
Vertical Handover procedure. In this paper, the authors propose
a new algorithm for the network selection, called Dynamic-
Technique for Order of Preference by Similarity to Ideal So-
lution (D-TOPSIS) that is a new formulation of the TOPSIS
algorithm aimed at performing the same selection but requiring
a minor number of operations and consequently reducing the
time necessary to perform the selection. The main contribution
of this work is the evaluation of the D-TOPSIS performance in
a scenario where are available simultaneously a satellite network
and Wi-Fi and WiMAX networks. The proposed approach is
compared with other network selection methods found in the
literature in two different cases: i) pedestrian, with a MN speed
equal to 3 [m/s] and ii) vehicular, with a MN speed equal to 10
[m/s]. The numerical results show that D-TOPSIS assures a good
performance as well as a limited execution time in both cases.

Index Terms—Network Selection, Vertical Handover, Multi At-
tribute Decision Making, Satellite Networks.

I. INTRODUCTION

Nowadays the multitude of heterogeneous Radio Access
Networks (RANs) available can assure ubiquitous communi-
cations to Mobile Nodes (MNs) independently of their posi-
tions. Among them, the Satellite Networks are very important
because they assure a vast coverage area without requiring
any infrastructure or any Base Station or any Access Point,
and a MN has only to be equipped by an opportune interface
to use this technology. As a consequence they are able to
support a large mobility even in environments where other
technologies, such as Wi-Fi and Wi-Max, are not available.
On the other hand the satellite network can assure worst
performance with respect to the classical wireless networks
in terms of a minor available capacity or an higher MN power
consumption to maintain active the communication. So, it is
important to define a mechanism for the cooperation of all the
aforementioned networks that enables the MN to dynamically
select to use the most appropriate one.
In this scenario, two concepts play a fundamental role: the
vertical handover and the network selection. The first process
is referred to the change of the RAN used by a MN. This
change is vertical if the two networks, involved in the process,
belong to two different technologies. The network selection is

the decisional process that is in charge to select the RAN that a
MN has to use. The two issues are tightly linked because if the
selected RAN is not in use the MN has to perform an handover.
As a consequence, an important requirement in order to not
negatively impact the whole handover process, as reported in
[1], is a stringent time constraint for the selection problem. For
this reason the algorithm applied to solve the network selection
problem has to limit its number of operations in order to reduce
the time necessary to perform the selection.
Several works in the literature are focused on the network
selection problem. A wild used algorithm is the so called RSSI
Based (see [2] and [3] among the others), that belongs to the
mono-attribute group. This algorithm is quite simple, charac-
terized by a limited execution time but it assures poor results
because of it considers only one metric during the selection
process. In fact, this algorithm measures the Received Signal
Strength Identifier (RSSI) from the Access Point (AP) of all
the networks available and selects the one with the highest
value. But it is true that there are also other metrics, such
as available Capacity, Packet Loss Rate, Packet Delay, Energy
(or Power) Consumption and Monetary Cost, that may be con-
sidered in the network selection problem. As a consequence
better performance can be obtained by a different group of
algorithms, called multi-attribute, because of they are able
to consider several parameters (i.e., attributes) simultaneously,
selecting the network that represents a compromise among the
considered attributes. Four are the most diffused algorithms of
this group: i) the Simple Additive Weight (SAW), defined in
[4], [5] and [6] among the others, assigns a value, often called
cost, to each alternative computed as the weighted sum of the
normalized value of each considered attribute. ii) similarly
the Weighted Product Method (WPM) calculates a cost for
each network as the weighted product of the value of each
considered attribute. iii) The Fuzzy Logic Based is derived
from fuzzy set theory. Concerning the network selection many
papers (such as [7], [8] and [9]) present a combination of
the Fuzzy Logic theory with multi-attribute algorithms. iv)
Finally the Technique for Order of Preference by Similarity
to Ideal Solution (TOPSIS) algorithm selects the alternative
(i.e., the RAN) that simultaneously minimizes and maximizes
the distance respectively between the Positive Ideal Solution
and the Negative Ideal Solution. This algorithm represents the
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starting point and a standard version of the algorithm proposed
by the authors.
Even if the mobile scenario is highly dynamic, some charac-
teristics of the available RANs, evaluated during the network
selection problem, remain constant until the MN is inside the
related coverage areas, independently of the position of the
MN. Such metrics are, for example, the monetary cost of the
RAN, its level of security and the power consumption. In [10]
the metrics (or parameters) are grouped in three categories:
static, dynamic and semi-dynamic. A similar classification is
applied in this paper and a new version of the Technique for
Order of Preference by Similarity to Ideal Solution (TOP-
SIS) algorithm, called Dynamic-TOPSIS (D-TOPSIS), aimed
at obtaining the same selection results and at reducing the
number of operations and consequently the execution time,
is presented. The rest of the paper is organized as follows:
in Section II are described the TOPSIS algorithm and the
D-TOPSIS proposed by the authors. The simulative scenario
developed is described in Section III, and the numerical results
of the execution time and of the performance comparison are
discussed in the same section. Finally, the conclusions are
drawn in Section IV.

II. THE PROPOSED NETWORK SELECTION ALGORITHM

The proposed algorithm is a modification of the well known
TOPSIS method that, tanks to its elasticity and versatility,
can be applied not only to network selection as in [11], [12]
and [13] but also in other telecommunication fields such as
the sensor networks [14]. The new algorithm determines the
same solution of the TOPSIS but assures a great computational
complexity reduction. It is worth noticing that the definition of
the D-TOPSIS is reported in [15]. Nevertheless, the algorithm
formulation is here presented for the sake of completeness.

A. The TOPSIS algorithm

TOPSIS considers all the alternatives (i.e., all the avail-
able RANs) defined by the values assumed by the consid-
ered attributes. The i-th alternative is defined by the vector
Ai = (xi1, · · · , xij · · · , xin) for i ∈ [1,m] where n and m
are respectively the number of attributes and the number of
alternatives. As reported in [16], the TOPSIS approach can
be geometrically modelled with m points in a n-dimensional
space where it is possible to apply the Euclidean Norm to
compute the distance between each alternative and a reference
point.
This algorithm is composed of the following steps:

• Calculation of the weighted normalized attribute values
(1):

vij = wj

xij
�

�

�

�

m
�

i=1

x2ij

(1)

for each i = 1, · · · ,m alternative, for each j = 1, · · · , n
considered attribute. wj is the weigh associated to the

j − th attribute, and the condition
n
�

j=1

wj = 1 must be

hold.
• Identification of the Positive (A∗) and the Negative (A−)

Ideal Solution, shortly PIS and NIS respectively, as
reported in (2).

A∗ = (v∗
1
, · · · , v∗j · · · , v

∗

n) =

=
�

(max
i
vij |j ∈ J1), (min

i
vij |j ∈ J2)|i = 1, · · · ,m

�

A− = (v−
1
, · · · , v−j · · · , v−n ) =

�

(min
i
vij |j ∈ J1), (max

i
vij |j ∈ J2)|i = 1, · · · ,m

�

(2)

where J1 represents the set of positive attributes, that
needs to be maximized, and J2 represents the set of
negative attributes that needs to be minimized.

• Calculation of the Separation Measures (SMs), to evalu-
ate the distance between alternatives and ideal point (i.e.,
the Separation Measures) applying the Euclidean Norm,
as reported in (3).

S∗

i =

�

�

�

�

n
�

j=1

(vij − v
∗

j )
2; for i = 1, · · · ,m

S−

i =

�

�

�

�

n
�

j=1

(vij − v
−

j )
2; for i = 1, · · · ,m

(3)

• Calculation of the Similarity Index (SI) as C∗

i =
S−

i /(S
−

i +S∗

i ). The values are in the range [0−1], where
C∗

i = 0 if the alternative coincides with the NIS (i.e.,
Ai = A−) and C∗

i = 1 if the alternative coincides with
the PIS (i.e., Ai = A

∗). It means that the best alternative
is the one with the higher similarity index associated.

B. New Formulation of the TOPSIS Algorithm

The new formulation of the TOPSIS algorithm is called
Dynamic-TOPSIS (D-TOPSIS) to highlight the fact that the
decision at the generic step t, which coincides with a given
instant, takes in consideration the decision performed in the
previous step t− 1. In more detail, the attributes at a generic
step t used to evaluate the i− th alternative are divided into
two groups: the static attributes si(t), that maintain constant
their values at each t step when the alternative is available,
and the dynamic attributes di(t). So for the i− th alternative
it is true that si(t) = si(t− 1). Consequently, it is possible to
modify the formulation of the TOPSIS algorithm as described
in the following. Supposing the network selection performed,
periodically, each T second (i.e., the selection at the step t+1
is taken T seconds after the selection at the step t) and defining
the i− th alternative as in (4):

Ai(t) = (si(t− 1),di(t)) = (si,1(t− 1), · · · , si,j(t− 1), · · · ,

si,ns
(t− 1), di,j(t), · · · , di,j(t), · · · , di,nd

(t))
(4)
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where ns and nd represent respectively the number of static
and dynamic attributes.

The basic idea of the D-TOPSIS is to apply the standard
version of the TOPSIS algorithm each time the set of available
RANs changes (i.e., the MN enters or leaves a new RAN).
Then the results obtained are saved and reused each successive
selection in which the D-TOPSIS is applied, until the set
of available RANs does not change again (i.e., MN enters
or leaves another RAN). In other words the following steps,
necessary to perform the selection, are different depending on
the number of available alternatives at the instant t (m(t)).
In practice, if m(t) = m(t − 1) is employed the dynamic
version of the algorithm, while, if this condition is not ver-
ified, the standard version of the algorithm is employed. To
clarify the D-TOPSIS approach, the aforementioned distance
is represented in Figure 1. It is worth noticing that in this
case only two attributes are considered (n = 2) for the sake
of simplicity but this choice is not a limitation. Both the
attributes are positive (i.e., they must be maximized). One of
them is static (s1) and the other is dynamic (d1). In Figure 1
is represented only the distance from the NIS, nevertheless
similar conclusions can be drawn for the PIS. In Figure 1 the

Fig. 1: Distance of the i− th alternative from the Negative
Ideal Solution (NIS)

NIS at the step t, A−(t) and t−1, A−(t−1), are identified by
two squares, red and blue, respectively. The distance between
the NIS and the i − th alternative at the t − th instant is
determined by the two components Si1(t) and Di1(t), called
in this work Partial Distances, that must be calculated for each
alternative during each execution of the TOPSIS algorithm.
It is possible to view in Figure 1 that Si1(t) = Si1(t − 1)
and, consequently, it is not necessary to calculate the value
of this parameter. It obviously reduces the number of the
operation needed to carry out the RAN selection. Obviously
this reduction becomes larger if the considered number of
static parameters or the number of alternatives increase.
Starting from these considerations, and supposing that the
number of available alternatives has not changed since the
last network selection decision, the algorithm proposed is

composed of the following phases:
• Calculation of the weighted normalized values of dy-

namic attributes only.
• Identification of the components of the Positive A∗(t) and

the NegativeA−(t) Ideal Solution referred to the dynamic
attributes. The other components of both vectors, referred
to the static attributes, computed during the last standard
TOPSIS execution, are constant, so it is not necessary to
compute them again.

• Calculation of the Partial Distances for all the dynamic
attributes between each alternative and the Ideal So-
lutions. This distance is defined as the square of the
difference between the values assumed by the weighted
normalized attribute and its ideal value. Also in this
step the static attributes are not considered because their
Partial Distances are equal to the distances computed
during the last standard TOPSIS execution.

• Calculation of the Separation Measures (SMs) of each
alternative, combining the Partial Distances of the dy-
namic attributes, calculated in the previous step and the
Partial Distances of the static attributes, calculated in the
last standard TOPSIS execution. The SM for a generic
alternative is defined as the square root applied to the
sum of the Partial Distances of all its attributes.

• Calculation of the Similarity Index as defined in the
standard TOPSIS formulation. Clearly, also for the D-
TOPSIS the highest Similarity Index identifies the best
alternative.

Starting from the described phases, the reduction in the num-
ber of necessary operations is obvious. In practice, applying
the D-TOPSIS for each alternative, it is not necessary to
calculate both values of the Partial Distances for the static
attributes. These values are stored during the last execution of
the standard TOPSIS and simply loaded during the execution
of the D-TOPSIS. Only the Partial Distances referred to the
dynamic attributes must be calculated in order to compute the
Separation Measures and the Similarity Index.

III. PERFORMANCE INVESTIGATION

A. The Reference Scenario

The scenario taken as a reference in this paper is composed
by a remote host that communicates with a MN. Two different
MN speeds are considered: 3 [m/s] (pedestrian mobility case)
and 10 [m/s] (vehicular mobility case). The communication
is constituted by a UDP traffic flow that is transmitted by
a remote host to a MN. Three different types of RANs are
considered: Satellite Network, with a single footprint that
covers the whole area, Wi-MAX, with again a single coverage
area and eight Wi-Fi areas. The network selection is performed
periodically each T = 5 [s]. Each simulation duration is set
equal to 500 [s].
The metrics considered during the network selection are four:
the Received Signal Strength Indicator, (RSSI), measured by
the MN, the Capacity that the network reserves to the MN (C),
the Monetary Cost (MC) paid by the user to use the network
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and the Power Consumption (P) of the MN. Obviously the
first two attributes are positive while the others are negative.
It is worth noticing that, according with [10], C, MC and P are
static attributes while RSSI is a dynamic attribute, computed
as a function of the distance between the MN and the AP
of the RAN in use for all the RAN except for the satellite
network in which it is kept constant in all the cell. So ns = 3
and nd = 1.
Nine network selection algorithms are considered: five multi-
attribute approaches, among them TOPSIS and D-TOPSIS are
included. The other four are representative of each group
presented in Section I. The other four are single-attribute,
each of them is focused only on optimizing one of the
considered attributes: i) Received Signal Strength Indicator
based (RSSIb), ii) Capacity based (Cb), iii) Monetary Cost
based (MCb) and iv) Power Consumption based (Pb).
The simulated scenario adopted has been developed through
the Network Simulator 2 (ns-2). The dimension and the
position of the coverage areas of each access network are
randomly set in each simulation. Likewise the values of the
considered attributes vary in each executed simulation, over
the range reported in Table I. The Monetary Cost is modelled

TABLE I: RANGE VALUE OF THE ATTRIBUTE CONSIDERED

Parameters Range Value
Power Consumption [0,16 - 0,22] w

Monetary Cost [1-10]
Wi-Fi Capacity [1 - 20] Mbps

Wi-Max Capacity 2 Mbps
Satellite Network Capacity 0.384 Mbps

as an indicative number that ranks the network from the
cheapest (MC = 1), to the most expensive (MC = 10) while
the satellite capacity is obtained considering a bandwidth equal
to 200[KHz], C/N = 5.7[dB].
The numerical results obtained through a simulative campaign
are grouped into two sets. The first one is aimed at highlighting
the improvement assured by the D-TOPSIS, with respect
to the standard TOPSIS and also with respect to the other
algorithms, in terms of execution time. The second set reports
a comparison between the performance obtained by the two
TOPSIS versions that converge on the same solution and by
the aforementioned algorithms.

B. Execution Time Comparison

Figure 2 shows the execution time for all the considered
network selection algorithms for a different number of RANs,
from two, the minimum number of alternatives to perform
the network selection, to ten, the total number of RANs in the
simulated scenario. D-TOPSIS is the second fastest algorithm
among the considered ones; only the single-attribute method is
faster. On the other hand these algorithms give poor results and
a sub-optimal selection as highlighted in the next subsection.
The execution time of the standard TOPSIS has intermediate
performance while the fuzzy algorithm is the slowest algorithm
because it implements several operation during the so called

fuzzyfication and the defuzzyfication phases. So it is clear the
advantage assured by the D-TOPSIS in terms of execution
time, not only with respect to the standard TOPSIS but also
with respect to all the other multi-attribute network selection
algorithms.
Finally, it is possible to note that the difference between
the execution times increases if the number of alternatives
increases.

2 3 4 5 6 7 8 9 10
0

1

2

3

4

5

6

7

Number of available networks

E
xe

cu
tio

n 
tim

e 
[u

s]

TOPSIS Dynamic
TOPSIS Standard
GRA
SAW
WPM
Single Attrtibute
F−SAW

Fig. 2: Distance of the i− th alternative from the Negative
Ideal Solution

C. Performance Comparison

In this subsection, the performance obtained with the afore-
mentioned algorithms are compared. As it is possible to see in
Figure 3, the value of the metric H is much higher when the
MN moves at a speed of 10 m/s with respect to when it moves
at 3 m/s. This occurs because the MN is inside of each RAN
for less time if its speed increases, and the scenario changes
its characteristics more quickly.
Observing the power received by the MN, plotted in Figure 4,
expressed by the metrics RSSI, it is possible to observe that
also in this case the best results are obtained by pedestrian
mobility. In fact, the permanence time of the node inside
the Wi-Fi or WiMAX cells is higher for the pedestrian pace
with respect to the case of vehicular mobility. If the node
speed increases, it is necessary to use satellite networks more
frequently which provide worse performance but at the same
time more ample coverage.
Similar considerations can be made for the values assumed
for some other metrics, especially the allocated capacity C
(Figure 5) and the power consumption of the MN P (Figure 6).
As a matter of fact also in this case a wider use of satellite
networks corresponds to a worsening in the values assumed
by the two metrics we have considered in this paper.
Different behaviour, characterized the delay of the traffic flows
transmitted in downlink (D) and the monetary cost (MC) paid
by the mobile node to use the network, plotted respectively
in Figure 7 and in Figure 8. It is possible to observe similar
performance for the two mobility types considered. In fact, the
use of satellite networks guarantees minor allocated capacity at
the terminal, but this reduction does not particularly affect the
perceived delay of traffic flow, because the allocated capacity
is sufficient to guarantee satisfying average performance. As
far as monetary cost is concerned, we have decided to impose

50Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-317-9

SPACOMM 2014 : The Sixth International Conference on Advances in Satellite and Space Communications

                            56 / 62



the cost in the same range for both the satellite network and
the other networks we have considered in this paper.
It is worth noticing that the comparison between the two
mobility types is not fair because the MN in the vehicular
mobility follows a longer path with respect to the pedestrian
mobility. As a consequence when the speed is 10 m/s the
MN stays outside the Wi-Fi and WiMAX coverage area for
a longer time, and, consequently, it has to use the satellite
network. Nevertheless, the performance comparison among
the network selection algorithm is fear in both the considered
mobility scenarios.
Considering the numerical results obtained through the con-
ducted simulation campaign, one can observe that with a MN
speed equal to 3 m/s the multi-attribute algorithms assure best
performance with respect to the single-attribute ones even
if these algorithms determine a minor number of handover
executions (H) and a minor execution time. Moreover, it is
possible to view that among the multi-attribute algorithms
the best performance are obtained with both the TOPSIS
algorithms that perform the same selection, choosing the
RAN that assure the best compromise between the adopted
attributes.
Similar results can be obtained considering the MN speed
equal to 10 ms. A slight difference is that in this case also
the SAW algorithm, and not only the TOPSIS algorithm, as-
sure the best compromise among the considered performance
metrics.
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Fig. 3: Values of the H metric for different network
selection algorithms for the two MN speed considered.
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selection algorithms for the two MN speed considered.
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Fig. 5: Values of the C metric for different network selection
algorithms for the two MN speed considered.
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IV. CONCLUSIONS

A stringent time limit requirement in the network selection
process is necessary to optimize the handover execution. Con-
sequently, the network selection algorithms should be designed
by limiting the number of operations needed to perform the
selection. Starting from this necessity, a new version of the
TOPSIS algorithm applied to the network selection problem,
called D-TOPSIS, is proposed in this paper. It is aimed at
determining the same selections but with a large reduction of
the number of required operations.
The performance obtained by using D-TOPSIS are compared
with the performance obtained by using the most important
network selection policies found in the literature. Two mobility
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Fig. 8: Values of the MC metric for different network
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scenarios have been considered: the pedestrian and the vehic-
ular case. The numerical results demonstrate that the TOPSIS
based approaches improve the performance of the network
selection process and, in particular, D-TOPSIS reduces the
execution time needed to carry out the network selection.
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Abstract—We show preliminary results for the performance
of Network Coded TCP (CTCP) over large latency networks.
While CTCP performs very well in networks with relatively short
RTT , the slow-start mechanism currently employed does not
adequately fill the available bandwidth when the RTT is large.
Regardless, we show that CTCP still outperforms current TCP
variants (i.e., Cubic TCP and Hybla TCP) for high packet loss
rates (e.g., > 2.5%). We then explore the possibility of a modified
congestion control mechanism based off of H-TCP that opens the
congestion window quickly to overcome the challenges of large
latency networks. Preliminary results are provided that show the
combination of network coding with an appropriate congestion
control algorithm can provide gains on the order of 20 times
that of existing TCP variants. Finally, we provide a discussion
of the future work needed to increase CTCP’s performance in
these networks.

Keywords—Network Coding; TCP; High Delay.

I. INTRODUCTION

It is widely known that TCP performs poorly over satellite
networks [1], [2]. The combination of long round-trip times
(RTT ) and high packet loss rates (PER) over these networks
create an environment that seriously degrades the performance
of TCP. To overcome the challenges presented by satellite
communication, a large variety of solutions have been pro-
posed over the years. These range from modifications to TCP’s
congestion control algorithm to implementing performance
enhancing proxies (PEPs). Each, of which, usually have their
own drawbacks. In the case of modified TCP protocols,
adoption is prevented due to the specialized nature of the
protocol and issues related to fairness with other TCP variants.
In the case of PEPs, increased hardware costs and issues
regarding end-to-end semantics is an issue. In this paper, we
suggest the use of Coded TCP (CTCP) proposed by Kim et.
al., [3], to overcome a large number of these issues.

Providing reliable data transport for satellite environments
has been a topic of study since the late 1990’s [1], [2].
End-to-end solutions typically involve tuning TCP so that the
long RTT s representative of satellite links do not negatively
impact performance. Two versions that perform well over
satellite networks are TCP Cubic [4] and TCP Hybla [5].
Cubic, designed for high speed networks, and Hybla, de-
signed for heterogeneous networks, use a congestion window
algorithm that increases the congestion window size (cwnd)
independently from the RTT . This makes either version useful
in environments with high delay. Unlike TCP Cubic, Hybla
was developed to also reduce the impact of multiple losses,
inappropriate timeouts, and burstiness making it a more logical

option for use over satellite links. When compared with each
other, studies have shown that Hybla performs better than
Cubic under high PERs while the reverse is true under low
PER’s [6]. Regardless, both experience performance degrada-
tion under high losses. A more recent protocol, Loss-Tolerant
TCP (LT-TCP) [7], [8], combines Reed-Solomon (RS) coding
with TCP to overcome this issue, but it requires the use of
explicit congestion control (ECN) and the RS code can result
in performance loss due to decoding errors. CTCP circumvents
these issues by using a congestion control algorithm that does
not rely on feedback from lower layers and network coding
eliminates the possibility of decoding errors while helping to
overcome packet losses.

In lieu of changes to TCP, PEPs are another common
method used to increase performance over satellite links.
A TCP flow is generally terminated at the gateway to the
satellite link, a protocol specifically designed for the satellite
system (usually one that is proprietary) is used to transmit
data over the satellite network, and a new TCP session is
setup on the other side of the satellite link to complete the
connection. This implementation poses two issues. First, the
cost of implementing a PEP at the satellite network gateway
may be high. Second, the termination of TCP sessions at the
PEP violates end-to-end semantics such as IPSEC [2]. Again,
CTCP has the potential to eliminate the need for PEPs while
providing the same level of service over satellite links.

In this paper, we explore CTCP’s performance in high RTT
environments to determine if we can provide resilience in the
presence of high packet loss rates, in addition to achieving the
performance of TCP Cubic or TCP Hybla under no packet
losses. We first provide a description in Section II of the
existing, well tested version of CTCP that uses a TCP Reno
style slow-start mechanism. This version is designed to provide
robustness to packet losses through the use of network coding,
but the congestion window management is ill-suited to large
bandwidth-delay products (BDP). In Section III we measure
the performance of a modified version of CTCP that opens
cwnd in a manner similar to H-TCP [9] to show that it is
indeed possible to achieve high performance with large PER’s
and RTT ’s. Finally, we conclude in Section IV by proposing
areas of possible future work.

II. CTCP OVERVIEW

The development of CTCP [3] has shown how the inte-
gration of network coding with TCP can provide significant
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benefits over existing TCP variants, especially in high packet
loss environments. These gains are a direct result of the
combination of both network coding and CTCP’s congestion
window management. The remainder of this section will
provide a brief introduction into both of these mechanisms.
For a more detailed explanation of CTCP’s implementation
and performance, the reader should refer to [3].

A. Network Coding

One of the key features of CTCP is the use of network cod-
ing to aid in recovery from packet losses and the capability to
decrease overhead by limiting the number of required retrans-
missions. The gains provided by network coding are twofold:
network coded packets can be used to provide forward error
correction in the case of lost packets, and also simplifies
feedback and retransmissions (should they be needed). In
its current implementation, CTCP uses a systematic random
linear code [10]. As an example, consider the transfer of
packets p1 . . . pk between a server and client. Each packet
pi, i ∈ {1, . . . , k} is first sent uncoded followed by a number
of network coded packets where every coded packet ci is a
random linear combination of the packets p1, . . . , pk, i.e.,

ci =

k∑
j=1

αjpj , (1)

each αj ∈ F2q is randomly chosen, and q is large enough to
ensure linear independence among all network coded packets
with high probability (the current implementation draws αj

from F256). Should retransmissions be needed, additional
network coded packets are generated and sent to the client.
The number of coded packets sent along with the uncoded
packets is dynamically determined based on an estimate of
the path’s packet loss probability, while the number of packets
sent as a result of feedback is determined by both the number
degrees of freedom (dofs) required by the client to decode
and the estimated packet loss probability.

B. Congestion Control

The second feature of CTCP that is a major contributor
to the observed gains is the congestion window management.
CTCP uses a modified version of TCP’s Additive Increase,
Multiplicative Decrease (AIMD) algorithm that was designed
to be compatible with network coding. Specifically, the current
implementation modifies the multiplicative back-off factor, β,
to be

β =
RTTmin

RTT
, (2)

where RTTmin is the path’s estimated true round-trip prop-
agation delay (which is assumed to be the lowest per-packet
RTT observed during the lifetime of a connection) and RTT
is the last measured round-trip time. The congestion window
is increased using TCP Reno’s increase mechanism (i.e., the
slow-start mode increases cwnd by 1 for every received
acknowledgement, otherwise cwnd is increased by 1/cwnd).

This approach, in effect, assumes that the increase of a
packet’s RTT is solely due to the queuing of packets along
the path, which is an indication of congestion. If a packet is
lost at random and RTT = RTTmin (i.e., it is not lost due

Server Client

Dummynet

Router

Buffer, size Q 

packets

Packet discard

probability p

Rate, 

B Mbps
Delay T

Figure 1: Schematic of experimental testbed.

to congestion), then cwnd is not reduced. On the other hand
if RTT > RTTmin, a packet loss is interpreted as congestion
and cwnd is reduced by a factor of β. While this approach does
a fairly good job at distinguishing between packet losses due
to congestion and poor channels, it has a few characteristics
that may not work well for satellite networks. A more detailed
discussion is provided in Section IV.

C. Performance over Short RTT Networks

Using the mechanisms summarized above, [3] implemented
CTCP as a SOCKSv5 proxy in user space and measured its
performance over a wide range of conditions (although all
measurements were made using round-trip times representative
of terrestrial networks). Kim et. al. showed that CTCP can
achieve goodput efficiencies greater than 90% for packet loss
rates less than 0.2 while the performance of standard TCP
variants is severely impacted. Another important aspect of
CTCP is that it is friendly/fair with standard TCP, unlike
some TCP variants that work well over satellite networks but
are unfriendly to other TCP variants (e.g., TCP Hybla and
Cubic TCP [11]). This is important since we are interested in
providing an end-to-end solution. Therefore, we would like to
ensure that if the bottleneck link is not the satellite link, CTCP
does not adversely impact the performance of TCP flows not
traversing the satellite.

III. CTCP PERFORMANCE IN SATELLITE NETWORKS

While previous results show that CTCP has great potential
in networks with high packet losses and low RTT , no mea-
surements exist for networks with large RTT . This section
will explore the potential for CTCP to provide improved
performance in environments with large delays using a testbed
located at the Hamilton Institute, NUI Maynooth, Ireland.

The testbed used to collect measurements consists of
commodity servers (Dell Poweredge 850, 3GHz Xeon, Intel
82571EB Gigabit NIC) connected via a router and gigabit
switches. A diagram of the setup is shown in Figure 1. Sender
and receiver machines used in the tests both run a Linux
2.6.32.27 kernel. The router is a commodity server running
FreeBSD 4.11 and ipfw-dummynet. Data is transferred be-
tween the sender and receiver machines using rsync (version
3.0.4) and the appropriate TCP version.

Each version of TCP, other than CTCP, is implemented
within the kernel making it easy to select the appropriate
variant. In the case of CTCP, it is implemented in user space as
a SOCKSv5 proxy with the forward proxy located on the client
and the reverse proxy located on the server. Traffic between
the proxies is sent using CTCP. Therefore, a client’s request
is first directed to the local forward proxy, transmitted to the
reverse proxy, and then forwarded to the appropriate port on
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Figure 2: Comparison of TCP variants with varying PER and RTT with a link rate of 10 Mbps. Each bar shows the mean goodput, while the error bars show one standard
deviation.

the server. The server responds using the reverse process. In
order to use rsync, proxychains (version 3.1) was used
to direct traffic to the proxy.

A series of tests were conducted using the following TCP
variants: CTCP, Cubic, Hybla, Reno, Veno, and Westwood. A
20 MB file download is used, along with varying PER’s and
RTT ’s, to characterize the performance of each TCP version.
Figure 2 provides a summary of each version’s mean goodput
as a function of the PER. Each test was run a minimum of
three times and a maximum of ten times depending on the
amount of time need to complete the 20 MB download.

The performance of CTCP, labeled “CTCP v1” in Figure
2, in networks with large RTT and low PER is significantly
poorer than two of the TCP variants designed for these network
types (i.e., TCP Hybla and TCP Cubic). For PER greater
than 2.5%, CTCP begins to outperform both of these TCP
variants for most of the RTT s tested. In fact, the goodput of
CTCP remains relatively constant as the PER increases to
20% while the goodput of the other TCP variants approaches
zero quickly.

The additive increase portion of CTCP’s current congestion
control algorithm is the primary reason for its poor perfor-
mance at low PER. To overcome the challenges related to
long RTT ’s, a modified version of CTCP, labeled “CTCP
v2” in Figure 2, was implemented that increases cwnd in
a manner consistent with H-TCP (see [9] for more details).
Because cwnd is no longer dependent on the RTT , it can
increase rapidly allowing it to use the available capacity more
efficiently. In addition to the use of network coding and the
unmodified multiplicative cwnd back-off approach, CTCP is
able to maintain a large throughput for PER’s as high as 20%.
In fact, measurements indicate that this modified version of
CTCP provides a gain of approximately 21 times that of TCP
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Figure 3: Goodput versus packet loss rate for (i) a Cubic TCP flow and CTCPv2 flow
sharing a link (solid lines), and (ii) two Cubic TCP flows sharing a link (dashed line).
The link rate is 5 Mbps and the error bars show one standard deviation.

Hybla for a PER of 20% and RTT of 500 ms over a link
with a bandwidth of 10 Mbps.

In addition, preliminary testing has shown that this version
of CTCP is friendly with existing TCP versions. Each sub-
figure in Figure 3 provides a comparison of the throughput
for two tests. The dotted line labeled “Cubic TCP vs. Cubic
TCP” shows the throughput obtained by one Cubic TCP flow
competing against a second Cubic TCP flow. The solid lines
show the second test where a Cubic TCP flow is competing
against a CTCP flow. The indication of fairness is provided
by the similarity of the solid Cubic TCP line and the dotted
line.

While these results are promising, additional work is re-
quired. This is evident in the trace of the goodput and cwnd
shown in Figure 4. The instantaneous goodput is highly
variable, which causes delay jitter as packets are delivered to
higher layers. Possible causes of this may be an underestimate
of the packet loss probability or an underestimate of the
number of coded packets needed. Either case creates the
distinct decode events shown in the figure. Regardless, the
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Figure 4: Trace of CTCPv2 over a 10 Mbps link with a RTT of 500 ms. The dotted
line shows the the instantaneous goodput and the solid line shows cwnd. The mean
goodput in (a) and (b) is 9.19 Mbps and 8.92 Mbps respectively.

potential for greatly increasing performance at the transport
layer is evident. Not only can throughput performance be
drastically improved, but this solution appears, at first glance,
to be backward compatible with existing TCP variants.

IV. CONCLUSIONS AND FUTURE WORK

In Section II, an overview of CTCP is presented and a brief
overview of CTCP’s performance in networks with short RTT
was provided. In Section III, CTCP’s performance is compared
with other TCP variants in networks with RTT ’s similar to
those that would be observed with satellite communications.
Measurements showed that the current implementation of
CTCP performed worse than some existing TCP versions for
small PER, but outperformed other TCP versions for high
PER. One of the primary causes of this was discussed and
an alternate cwnd increase mechanism is used to highlight
that some minor changes to the current congestion control
algorithm can significantly improve performance in these
environments. While previous sections discussed several areas
of future research such as this, the remainder of this section
will introduce additional future research directions.

Additional research into CTCP’s congestion control algo-
rithm is required. First, the current implementation relies
on the RTT of the path in order to increase cwnd. For
connections with large RTT ’s, this is obviously an issue.
More aggressive methods for increasing cwnd, such as using
a H-TCP like mechanism, need to be thoroughly developed
while still maintaining interoperability with network coding
and fairness with legacy TCP variants. Second, the method
for determining whether a packet is lost due to congestion or
due to a poor link is also an issue. The multiplicative back
off method currently used (i.e., β = RTTmin/RTT ) works well
when jitter in the RTT measurement is primarily caused by
the filling of queues. It fails to work properly when the delay
jitter is caused by something else. For example, if the delay
jitter is caused by a particular medium-access (MAC) method,
it is likely that β < 1 causing cwnd to collapse. This was
observed in measurements taken over a WiMax network [3]
where the MAC’s scheduling algorithm caused large variations
in the RTT . Methods using feedback from the network, such
as LT-TCP, which uses explicit congestion notification (ECN)
[7], are possibilities although we would like to ensure that
CTCP operates irrespective of lower layer implementations.

The use of network coding in CTCP is critical for overcom-
ing packet losses and providing high throughput, but little is

understood about how to adjust the number of packets coded
together (i.e., the coding window). The current implementation
of CTCP uses a fixed size block, or generation, scheme for
generating network coded packets. This is not optimal given
the user’s requirements since there is an inherent tradeoff
between throughput and delay as the block, or generation,
size is changed [12]. Dynamically adjusting the block size,
or using a sliding coding window approach, to meet the
user’s throughput/delay requirements is also a topic of ongoing
research. Furthermore, the interaction between congestion
avoidance and network coding is not fully understood. The
current implementation treats both congestion avoidance and
network coding separately, yet there is evidence that intelli-
gently merging the two can provide a performance increase.

In summary, CTCP has potential to greatly improve network
performance over existing transport layer protocols in the
presence of both high packet error rates and round-trip times.
Initial measurements have shown significant gains in goodput
over existing TCP versions, but additional research is needed
to tune both the congestion control algorithm and network
coding parameters to ensure proper functionality.
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