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The Eleventh International Conference on Social Media Technologies, Communication, and
Informatics (SOTICS 2021), held on on October 3 - 7, 2021 in Barcelona, Spain, was an event on social
eco-informatics, bridging different social and informatics concepts by considering digital domains, social
metrics, social applications, services, and challenges.

The systems comprising human and information features form a complex mix of social sciences
and informatics concepts embraced by the so-called social eco-systems. These are interdisciplinary
approaches on social phenomena supported by advanced informatics solutions. It is quit intriguing that
the impact on society is little studied despite a few experiments. Recently, also Google was labeled as a
company that does not contribute to brain development by instantly showing the response for a query.
This is in contrast to the fact that it has been proven that not showing the definitive answer directly
facilitates a learning process better. Also, studies show that e-book reading takes more times than
reading a printed one. Digital libraries and deep web offer a vast spectrum of information. Large scale
digital library and access-free digital libraries, as well as social networks and tools constitute challenges
in terms of accessibility, trust, privacy, and user satisfaction. The current questions concern the trade-
off, where our actions must focus, and how to increase the accessibility to eSocial resources.
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program committee, as well as all of the reviewers. We also kindly thank all the authors who dedicated
much of their time and effort to contribute to SOTICS 2021.

We also gratefully thank the members of the SOTICS 2021 organizing committee for their help in
handling the logistics and for their work that made this professional meeting a success.

We hope that SOTICS 2021 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the area of social eco-
informatics.
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Abstract—This paper proposes our designed system to estimate
the optimal social networking connections for people with mood
disorders, such as depression. We collected data from Twitter and
analyzed users’ characteristics by adopting an emotional polarity
value index. Based on these data analyses, we defined each user’s
positivity level and estimated the level of mood disorder from the
content of their tweets. We also simulated the system’s use by
people with severe mood disorders. A computational model based
on a knapsack problem, a combinatorial problem to solve using
an optimization method, was created based on the hypothesis that
people likely to have mood disorders will more likely connect with
people who have similarly severe mood disorders. The proposed
system solved it using an approximate solution method that can
be computed in a practical amount of time. As a result, (1)
the user preferred a user with the same mood disorder severity
when a user connected to a user with frequent tweets and (2) the
difference in mood disorder severity was not as important when
the user connected to a user with infrequent tweets.

Keywords-Twitter; SNS; data mining; combinatorial opti-
mization.

I. INTRODUCTION

We will present an outline of our research in this section.

A. SNS and Depression

Social Networking Services (SNSs) have attracted atten-
tion as a communication platform less affected by time and
space constraints compared to face-to-face communication.
However, the cost of SNSs’ convenience is that many people
suffer from physical and mental fatigue. Fatigue caused by
information overload has been studied in large social networks
[1].

Depression can be caused by diverse factors, including
problems with health, family, economics, and employment
and labor, but a relationship between social network use
and depression has also been recently identified [2]. In other
words, information overload emotional overload must both be
addressed.

Depressed people tend to underestimate their social skills
and avoid communicating with others [3]. A relationship
between loneliness and depression has been suggested, and ap-
propriate communication may help alleviate depressive symp-
toms [4]. Bessiere et al. [5] also pointed out the importance
of considering the psychological impact of communicating on
the Internet.

B. Motivation

One negative effect of social networking sites is people’s
inevitable unpleasant experiences with anonymous communi-
cation. In the real world, more people suffer from depression
for various reasons, and SNSs’ ease of use greatly benefits
society and should be utilized to solve these problems. If we
can improve relationships through SNS, we can alleviate mood
disorders, such as depression.

C. Optimization Problem

The number of people an individual can connect with is
very small compared to the number of people who use an
SNS, so it is important to know who to connect with. Finding
the best connections among users is essentially a combinatorial
optimization problem.

Although combinatorial optimization problems are solvable
in computational theory, solving them in practical computing
time is difficult when their scale becomes large. However,
many solutions to restrictive problems have been studied, and
the solution to the knapsack problem is practical. Optimization
methods based on mathematical programming make it easier to
estimate the calculation accuracy and time required compared
to learning algorithms such as neural networks.

Therefore, these optimization methods are suitable for build-
ing elaborate computational models. In this study, we use the
surrogate constraint method for the multi-constraint nonlinear
knapsack problem to optimize connections among Twitter
users.

D. Research Subject

1) Language: Considering the author’s language-dependent
environment and the possibility of future experiments on
subjects, we targeted SNS users who use Japanese. Notably,
Japanese has no explicit word separators, so a morphological
analysis is needed to generate word list data from sentence
data for analyses.

2) Types of SNS: Several types of SNSs exist, and we chose
Twitter for its wide usage rate among Japanese people and its
easy-to-use an Application Programming Interface(API). The
most popular SNS in Japan is LINE, but LINE is mainly used
for private purposes, so it was excluded from the study.

E. Proposed System

We devised a system that suggests optimal connections for
Japanese Twitter users likely to have mood disorders. Based

1Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-899-0
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on a user’s tweet data, we defined the user’s characteristics,
created a computational model of the knapsack problem by
clustering the characteristics, and calculated a sub-optimal
solution using an approximate solution method.

In general, mood disorders refer to conditions such as
depression and bipolar disorder, which are characterized by
emotional ups and downs so severe or unstable that they in-
terfere with daily life. This study concerned situations ranging
from weak to severe tendencies but did not use a clinical
diagnosis.

Instead, we defined “mood disorder” broadly to cover mild
conditions, such as lethargy and depression to severe condi-
tions with a high possibility of depression. These states were
estimated via statements posted on SNS.

F. Structure of The Paper

The paper is organized as follows: Section2 gives related
works corresponding to our study. In Section 3, we show the
overview of proposed system. In Section 4, the features of
the Twitter users targeted for research are explained. Section
5 describes how to quantify the features of Twitter users and
how to evaluate them. In Section 6, we present our method
for finding the optimal interactions of Twitter users based
on evaluation method we defined. In Section 7, we show
the results of computer simulations using the method set up
in Section 6. In Section 8, we provide a discussion of the
simulation results, and in Section 9, we conclude and discuss
future work.

II. RELATED WORKS

In this section, we will present the effects on the mind and
the Twitter-based recommendation system as they relate to our
research.

A. Effects on the mind

Tsukawa et al. [6] studied data from remarks on Twitter
to diagnose depression. They used the Zung score [7], a
depression evaluation index obtained using an advance ques-
tionnaire, and performed a multiple-regression analysis using
the frequency of words detected by a morphological analysis
of tweets from 50 subjects. Among detected words, negative
words showed a high correlation with the Zung score. A mod-
erate correlation (correlation coefficient R = 0.45) appeared
between the score obtained by the regression equation and the
Zung score. Considering the number of samples, this result
seems valid, so it should be possible to diagnose depression
symptoms using tweets.

One study of college students indicated that a long usage
history or a high degree of dependence made people seem
unhappier than others [8]. Researchers also stated this ten-
dency would be strong among unacquainted people. On the
other hand, almost no relationship exists between SNS usage
duration and stress or depression when targeting SNSs while
excluding Instagram [9]. The stress load depends on the quality
of communication with other people.

Fig. 1. System flow.

B. Twitter-based recommendation systems

Chen et al. [10] proposed a system that recommends useful
tweets to Twitter users. The system provides collaborative-
filtering-based recommendations via tweet content, social rela-
tionships, and other explicitly defined user data generally used
as indicators of a tweet’s usefulness. This system provided
better recommendations than previous methods.

Research focused on followers has also indicated that
follower-adding patterns can help predict who the user will
follow next [11]. Another system considered users’ emotions
in recommendations focused on users’ interests [12]. The
researchers implemented better recommendations for the user
by including functions with positive, negative, and neutral
parameters in the evaluation axis.

All these studies aimed to efficiently select useful informa-
tion for users from the large amount of information flooding
the SNS.

III. SYSTEM OVERVIEW

In the proposed system, we obtain information from target
users whose tweets contain keywords related to depression.
The tweets are then analyzed and mood disorder levels are
assigned to individual users in three phases. The first phase is
conducting a morphological analysis of the tweets to determine
the emotional polarity value. The second is quantifying the
user’s characteristics based on the emotional polarity value.
The third is clustering users to improve the optimization by
grouping users with similar characteristics. The second and
third phases depend on the first phase’s results, but they are
not mutually dependent. Finally, these data are formulated as
a knapsack problem, and the optimal solution is computed.
Figure 1 shows the flow of our method.

IV. TARGET USERS

Target users include the following words in their tweets:
1) “languid” or “melancholic”
2) medicine names related to depression
The number of users who included the keywords “lan-

guid” (‘da-ru-i’ in Japanese) or “melancholic” (‘yu-u-tsu’
in Japanese) in their tweets was insufficient, so the names

2Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-899-0
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of 27 drugs related to mood disorder treatment, such as
antidepressants, mood stabilizers, and anxiolytics, were added
to the keywords to collect data. Twitter API was used for data
collection, and a maximum of 3200 tweets per user (upper
limit) were obtained. For each level of mood disorder, 500
user accounts were collected. Data were collected in February
2019.

V. DATA ANALYSIS AND DEFINITION

In this section, we will present a method for quantifying
and evaluating the features of Twitter users.

A. Emotional polarity of tweets

The tweets were split into word data for each noun of
a sentence using MeCab [13], a morphological analyzer.
Japanese tweets must be morphologically analyzed because
Japanese sentences have no explicit separators, such as spaces
in English. Word data are quantified using the emotion polarity
table [14], a database generated by a system that estimates
a word’s emotional polarity (desirability or non-desirability),
with a floating number from -1 to +1 associated with the word.
Values close to +1 are generally more desirable, and values
close to -1 are less desirable; values close to 0 are neutral.
Words not included in this database are considered 0.

B. Evaluation function of user’s emotional polarity

1) Classification of mood disorder level: Based on the
emotional polarity values, a user’s mood disorder level was
set from 0 to 3, and the user was classified into one of four
classes. Research on mood disorders, especially depression, is
active and many diagnostic scales exist for them. However,
most scales are subjective, use questionnaires, and are not
appropriate for objective assessments based on tweet data.

Non-anonymous computer mediated communication (CMC)
has less effect on users than does face-to-face communication
because CMC has fewer channels compared to communication
in real spaces [15]. However, people with mood disorders are
influenced by others’ remarks, especially negative remarks.
Thus, positivity should be transmitted differently depending
on users’ symptom levels. We therefore classified the mood
disorder states according to the rules in Figure 1.

The classification involved the following steps. First, target
users were divided into two groups. Group A’s tweets con-
tained names of medications for mood disorders, and Group
B’s tweets did not. Then, each group was further divided into
two groups. In Group A, users whose tweets contained two or
more names of medications for mood disorders were classified
as Level 3, the highest level. The remaining Group A users
were classified as Level 2, the second highest level of mood
disorder. Among the members of Group B, users whose tweets
contained the words “languid” and “melancholic” less than
3% of the total tweets were classified as Level 0, the lowest
level of mood disorder. The remaining Group B users were
classified as Level 1, the second lowest level. Figure 2 shows
the flow of users.

Fig. 2. The classification of users.

2) Defining the evaluation function: We defined the fol-
lowing evaluation function based on the hypothesis that a user
with a tendency toward a mood disorder would be suitable for
communicating with a user who has a similar mood disorder
level and who offers many positive comments.

Pos(k,m) =
posk
negk

{1.0 + α ∗ (nk −m)}

where
k : Index of user

posk : Positive value of userk
negk : Negative value of userk
nk : Mood disorder level of userk
m : Mood disorder level of main user
This evaluation function is named the positive function,

which quantifies the degree of individual positivity and con-
siders differences in mood disorder levels. α is a constant and
is specified, so the function’s value becomes positive. The
values of the function 1.0 + α(n−m) for α = 1/4 and for
1/6 appear in Figure 3.

Fig. 3. Effect of level difference on positive values.

VI. OPTIMIZATION

In this section, we will present a method for optimizing
Twitter users’ interactions using the knapsack problem.

3Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-899-0
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A. Combinatorial Optimization Problems

Combinatorial optimization cannot be solved in a practical
amount of computation time for a large-scale problem. This is
especially critical for huge social networking sites like Twitter.
For the knapsack problem among combinatorial optimization
problems, however, a method to quickly obtain an approxi-
mate solution using the surrogate constraint method has been
developed [16]. The surrogate constraint method generates
a single constraint function by weighting multiple constraint
functions, and a method for calculating the optimal weights
has also been established [17]. We used this calculation
method to quickly obtain an approximate solution to the single
constrained knapsack problem via the algorithm [18].

B. Nonlinear knapsack problem

The multi-constraint nonlinear knapsack problem is formu-
lated as follows.

maximize
∑
i∈N

fi(xi)

subject to

gj(x) =
∑
i∈N

gji(xi) ≤ bj(j = 1, 2, · · · ,m),

xj ∈ Aj(j = 1, 2, · · · ,m),

where N = {1, 2, . . . , n} is a set of variable numbers,
x = {x1, x2, . . . , xn} and Ai = {1, 2, . . . , ai}(i ∈ N) is the
alternative item set for each variable.

C. Knapsack computation model

To calculate the optimal connections for a user, we defined a
nonlinear knapsack-type computational model of Twitter user
data. Each user has an emotional polarity value, and users with
similar values were grouped into the same class, as shown in
Figure 4.

Fig. 4. Make a knapsack model.

The objective function and the inequalities for constraint
function are as follows:

maximize
∑
i∈N

Pos(xi,m)

subject to

g1(x) =
∑
i∈N

g1(xi) ≤ b1

g2(x) =
∑
i∈N

g2(xi) ≤ b2

where

g1(xk) =

{
1, member selected inGroup k

0, nobody selected

g2(xk) = days per tweet of user xk

The function Pos() is defined at V-B2. N = {1, 2, . . . , n}
is a set of group numbers, x = {x1, x2, . . . , xn} is a set of
members of the group.b1 is the upper limit for the number of
connected users. b2 is the upper limit for the tweet frequency,
which depends on b1. Thus, b2 = (days per tweet)× b1.

VII. COMPUTATIONAL EXPERIMENT

In this section, we will present a computational simulation
of our proposed method.

A. Creating problem data

1) Setting the positive function: As a parameter of the
positivity function, the user’s mood disorder level (m) was set
to 3. For α, which represents the weight of the mood disorder
level on the positivity level, we set α = 1

4 and = 1
6 .

2) Setting the knapsack problem: We created the problem
data according to the model defined in the previous section. A
total of 2000 target users were selected, with 500 for each
of the four mood disorder levels. At each level, the 500
users were sorted by the magnitude of their emotional polarity
values and then divided into 50 groups of 10 users each in a
descending order. It is possible to choose one person from each
group or no one from any group. In other words, we created a
nonlinear knapsack problem with 50 (=500/10) variables and
with 11 choices in each group: 10 ways to choose a member
plus a way to choose no one. The whole problem comprises
50 groups with 4 levels, for a total of 200 groups.

The first constraint (b1) is the number of users with connec-
tions, and we created four types: 20, 40, 60, and 80. The sec-
ond constraint(b2) is the number of days per tweet(dpr)×b1,
where dpr is 1

2 or 1
5 . We assume that users who tweet twice

a day are casual users, and users who tweet five times a day
are heavy users.

3) Total number of problems: There were 2 types of param-
eters for the positive function and 4(b1)×2(b2) combinations
regarding the knapsack problem’s constraints, yielding 16 total
types of problems.

B. Computation results

The calculations for each problem appear in tables I to table
IV. * 1: not mood disorder, * 2: early mood disorder, * 3: mild
mood disorder, and * 4 severe mood disorder.

4Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-899-0
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TABLE I
CONNECTING HEAVY USERS(m = 3 α = 1/4).

20 level0∗1 level1∗2 level2∗3 level3∗4 total
0 1 2 16 19

40 level0∗1 level1∗2 level2∗3 level3∗4 total
0 2 4 33 39

60 level0∗1 level1∗2 level2∗3 level3∗4 total
0 2 8 50 60

80 level0∗1 level1∗2 level2∗3 level3∗4 total
0 2 27 51 80

TABLE II
CONNECTING HEAVY USERS(m = 3 α = 1/6).

20 level0∗1 level1∗2 level2∗3 level3∗4 total
0 2 2 16 20

40 level0∗1 level1∗2 level2∗3 level3∗4 total
0 2 8 30 40

60 level0∗1 level1∗2 level2∗3 level3∗4 total
0 3 17 40 60

80 level0∗1 level1∗2 level2∗3 level3∗4 total
0 3 30 47 80

TABLE III
CONNECTING CASUAL USERS(m = 3 α = 1/4).

20 level0∗1 level1∗2 level2∗3 level3∗4 total
1 1 5 13 20

40 level0∗1 level1∗2 level2∗3 level3∗4 total
2 6 16 16 40

60 level0∗1 level1∗2 level2∗3 level3∗4 total
1 20 19 20 60

80 level0∗1 level1∗2 level2∗3 level3∗4 total
2 24 22 23 71

TABLE IV
CONNECTING CASUAL USERS(m = 3 α = 1/6).

20 level0∗1 level1∗2 level2∗3 level3∗4 total
1 2 7 10 20

40 level0∗1 level1∗2 level2∗3 level3∗4 total
2 8 15 15 40

60 level0∗1 level1∗2 level2∗3 level3∗4 total
5 18 19 18 60

80 level0∗1 level1∗2 level2∗3 level3∗4 total
5 22 22 21 70

VIII. DISCUSSION

In this section, we will discuss the results of computational
simulations.

A. Computational results

We proposed a method for optimizing a user’s connections
with other users according to the mood disorder level. Based
on the optimization results, the optimal solution is 1) to
connect users with a similar mood disorder level when a user
desires connections with heavy users, and 2) to connect with
others at various levels from 1 (early mood disorder) to 3
(severe mood disorder) when the user desires connections with
casual users.

In connecting with heavy users, we anticipate that the
amount a user communicates with a particular person will
increase and that the user will spend much time browsing
Twitter to see what they are up to. In other words, if users want
to communicate deeply for a long time, they should engage
with people at a similar mood disorder level. In the case of

α = 1
6 , the above characteristics appeared in users preferring

to connect with casual users and with heavy users. In the case
of a larger α(= 1

4 ), however, these characteristics appeared
stronger.

A comparison between heavy users and casual users shows
that users with severe mood disorders (Level 3) often tweet
frequently, and many Level-0 users had fewer tweets per day
than Level-3 users. On the other hand, users who connect
with casual users have shorter visits to Twitter. Therefore,
connecting with people of various mood disorder levels is
considered optimal. This observation aligns with the difference
between using Twitter for communication and using it for
information gathering.

When we want to get to know other people deeply, we gain
a sense of security by connecting with people in situations
similar to ours. When we want a shallow relationship with
people, we gain diverse ideas by connecting with people who
have diverse situations and personalities.

B. About the system

1) Knapsack problematization: Although combinatorial op-
timization problems are generally hard to compute, we quickly
obtained a solution using an approximate solution method in
the knapsack problem. This should be sufficient for developing
applications that run at a practical speed. In this study, we
used the positive function value to group the users. Various
clustering methods can be used to group users via indicators
such as personality and knowledge traits, which will increase
the scope of the analysis.

2) Evaluation function: In this study, we defined a positive
function as an evaluation function. The difference in the
computational results between heavy users and casual users
suggests the positive function worked well.

However, the sentiment polarity dictionary required for the
positive function was created based on WordNet [19] words, so
the performance of the dictionary may not be sufficient in the
SNS world, where abbreviations and new words are created
every day (such as on Twitter).

Developing a sentiment polarity dictionary based on word
variance information on Twitter should be considered to im-
prove evaluation function. Because of the wide variety of
user characteristics and purposes of use in practice, multiple
evaluation axes [20] should be considered instead of using a
single polarity of positive/negative.

C. Limitation

We used the Twitter API’s keyword search to obtain users’
data. The first search did not provide sufficient information,
so search words were appended later. In this regard, the data
collection method is somewhat inconsistent.

We conducted an additional study to estimate users with de-
pressive tendencies and obtained data from 1,008,618 profiles
from the followers and friends of 100 tweeters. The data were
obtained from a keyword search for “depression” (‘u-tsu’ in
Japanese Kanji). The number of users who had sentences in
their profiles that could indicate they were depressed was 882.
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By more carefully observing their tweets and their interac-
tion relationships, we should make more accurate estimates of
mood disorder levels. Correlations between mood disorder lev-
els and positive functions, as well as other statistical analyses,
must be studied to show a valid estimation method.

D. Summary

Using this study’s proposed system, we show the possibility
of designing an optimal way for users to connect with other
users. This system reveals to users the best way to interact
with other people.

If this approach can be realized, the system could reduce
mood disorders and provide support for healthy reintegration
into society by using the online resource of SNS.

IX. CONCLUSION AND FUTURE WORK

In this paper, we analyzed tweet data from about 2,000
Twitter accounts and calculated positive and negative values
for individual users using an emotional polarity dictionary. We
also estimated the mood disorder degree using the vocabulary
in the tweets and classified the users into four mood disorder
levels. A positive function was also defined based on the
assumption that statements from other users with similar or
more severe mood disorders would positively affect the user.

Next, we created a computational model of the knapsack-
problem type using these characteristics. We then simulated
the optimal community environment for users with mood dis-
orders by solving the problem. From the results, we assumed
that a user with a high-level mood disorder who wanted to
interact with users who tweeted frequently should optimally
follow people with the same level of mood disorder as the user.
On the other hand, we inferred that a user with a high-level
mood disorder who wanted to interact with casual users who
tweeted infrequently should optimally connect with people
who have various levels of mood disorder.

These estimations can be made in a practical computation
time, suggesting the possibility of developing an interactive
user-recommendation system. Considering actual use, how-
ever, a unified evaluation function is inappropriate because
individual users have different purposes for using SNS. There-
fore, a system that dynamically generates an evaluation func-
tion according to a user’s purpose and values is necessary.

For future work, we want to examine our proposed system’s
validity and consider systems that can help people with mood
disorders. For users without mood disorders, we should also
research SNS uses that allow them to enjoy their social
networking life to the fullest while maintaining their mental
health. Slandering behavior, flaming, and polarization are
major social issues in modern SNS use. SNSs are a powerful
tool for knowledge acquisition and communication, and it is
important to use SNSs well instead of running from them.
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Abstract—Access to large amounts of information has resulted
in users experiencing the effects of information overload, which
is the state where users are presented with a much higher amount
of information than they can process at a given time. Information
overload is also observed in Social Media Platforms (SMP),
which has resulted in the invention of mitigation techniques
for information overload. Currently, there are many different
approaches to deal with information overload. One popular
method to deal with information overload and minimize the
time spent by users analyzing large amounts of information
is using notification systems. Notifications aim to display the
most relevant information at a certain point in time to the user
without disturbing the daily workflow of an individual. This
work focuses on determining aspects of social media that can
be integrated into a notification system. These aspects have the
purpose to enhance and aid information retrieval, visualization,
and distribution capabilities in a notification system and reduce
the effects of information overload. As part of this work, we
executed a study with 35 participants and presented different
use­cases of Social Media Elements (SME) to evaluate their
usability. The preliminary results of the study showed that adding
social media elements to notifications increased the credibility
and clarity of notifications. The participants reacted positively
to notifications that were formatted as social media posts, rating
them more trustworthy as compared to traditional notifications.
SME had the effect of aiding the participants to better determine
the difference between fake and real information.

Keywords—Social Media; Notifications; Large Organisations;
Hashtags; Microblogs

I. INTRODUCTION

Adoption of modern Information and Communication Tech­
nologies (ICT) have increased the amount of generated infor­
mation and made information easily accessible. However, this
also has resulted in users experiencing information overload
[1], which can be defined as the state when users are presented
with large amounts of information, that exceed the processing
capability of the users [2].
One source of information overload is notifications, since

users receive a large amount of notifications from multiple
applications on multiple devices (e.g., desktop notifications or
mobile notifications). Notifications allow applications such as
email clients, messaging applications, calendars, and others
to inform users of incoming messages from other users,
upcoming events, reminders, new emails, and more without
explicitly requiring user interaction with the application. Since
each application has a specific notification format, the user is

presented with a large amount of different information, making
it hard to process [3].
Based on a study of 40191 randomly selected partici­

pants from different areas of work, users receive on average
44.9 notifications per day from multiple sources. Participants
received notifications from 173 applications. Some of the
applications were email applications (e.g., Gmail or Outlook),
text messaging applications (e.g., Whatsapp or SMS apps),
and voice messaging applications (e.g., Google Hangout and
Skype) [4]. Findings also shown that high number of notifi­
cations, in particular from email clients and social networking
applications, correlate with increased stress and the feeling
of being overwhelmed. They distract users from executing
current tasks and induce negative emotions [5]. Another study
based on a sample of high­performing management individuals
has revealed that the increase of information overload leads
to more stress and negative emotions in individuals [2].
Users acknowledge notifications as potentially disruptive and
distracting since they do disrupt the current engagement of the
user [4].
Despite the disruptive nature of notifications, users decide to

use them because of their benefit in providing relevant infor­
mation. In this context, notification systems can be beneficial
and attempt to aggregate the previously mentioned information
from different sources (email clients, news portals, messaging
platforms, and others), and deliver it to the user in the form
of notifications [6]. Besides providing information aggregation
and notification delivery, notification systems enable the man­
agement of notifications (e.g., selecting which applications are
allowed to send notifications), which reduces the user need to
constantly interact with different applications [7]. The success
of a notification system hinges on accurately supporting the
user with information between tasks, while simultaneously
enabling utility by providing access to additional information
[8]. Notification systems attempt to keep the users informed
by balancing the amount of valuable information provided
and the disruption the information causes. It is necessary to
find means to coordinate the delivery of notifications from
multiple applications across multiple devices or/and display
only relevant information at a glance. By bringing multiple
sources of notifications together, the user can determine the
importance of a notification and reduce the level of distraction
[9].
According to [8], there are three critical parameters for the
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creation of a successful notification system:
1) Interruption ­ is defined as an event, where the user

has to shift their attention from the main task and switch
focus to the notification. Examples of these events are
receiving notifications while operating heavy machinery,
where the notification should not distract the user from
the main task. However, other situations like medical
emergency alerts, require that the notification explicitly
interrupts the user [10].

2) Reaction ­ is defined as the response to the stimulus
provided by the notification. Some examples of user
reactions are ignoring notifications, removing them from
the notification list, and clicking on the notification.

3) Comprehension ­ is defined as the use of notification
systems with the goal of remembering and making sense
of information at a later point in time. Based on past
reactions, a notification system can show notifications
to the users when they are more likely to read them.

While quick and correct reaction to information is important
in many situations, it is also important to present the informa­
tion in a comprehensible way. Notifications should display a
balance between the interruption, reaction, and comprehension
parameters [8].
One of the main challenges with designing a notification

system is learning when and how to display understandable
and valuable messages at a glance without explicitly disturbing
or distracting the user. This problem has been tackled in
different disciplines. Potential practical concepts can be found
in social media, especially Social Media Marketing (SMM).
The goal in SMM is to present information to the user at a
specific time based on previous user behavior and experiences
with other similar users. The information contains social
media elements and should not irritate the user but stimulate
engagement with the content. This SMM information usually
has the goal to guide the user to a social media site [11].
Social media sites have become one of the most popular

social behaviors among humans, and recent statistics suggest
that more than two­thirds of internet users use social media
sites [12]. One of the main reasons for its popularity is the
user engagement and personalized information it provides
to the users. There are also drawbacks such as the lack of
security, internet addiction, frequent interruptions from other
tasks, information overload, creation of information bubbles,
and loss of social contacts [13].
Social Media and SMM concepts related to user engagement

and information presentation can potentially be adopted in
notification systems to improve message flow to users and
enhance user engagement.
Kietzmann et al. [14] identified seven main functional build­

ing blocks of social media: identity, conversations, sharing,
presence, relationships, reputation, and groups. These building
blocks can be identified in various social media applications,
like networking sites, photo­sharing platforms, blogging plat­
forms, video­sharing platforms, collaboration platforms, and
micro­blogging platforms.

In this paper, we want to identify social media elements
based on previously mentioned functional building blocks
of social media and explore which of these social media
elements can be adopted in a notification system. The goal is
to improve user interaction and navigation, information value,
information dissemination of notifications, and comprehension
of notifications in notification systems. In addition, attention
is also given to mitigate possible side effects of social media
elements and notification systems, such as wasting time ana­
lyzing and reviewing the information provided to the user via
the notification system.
Based on the observations stated above, more specifically,

the main research questions are: RQ1: Which elements of
social media can be integrated into notification systems to
display understandable and valuable notifications at a glance
without explicitly disturbing the user?, RQ2: Would users
prefer to receive notifications with integrated social media
elements like hashtags, topic keywords, source information,
rating by other users, and groups information?, RQ3: How do
users react to notifications with this additional information?,
and RQ4: Which emotions do users experience when receiving
notifications with and without this additional information?
To this end, the remainder of this paper is organized as

follows: Section II covers the literature overview and discusses
current topics in social media, notification systems, and their
relation and use­cases. In Section III, the methodologies used
in the study and the study are explained. Results are presented
in Section IV, together with the discussion of the study
outcome. Finally, we conclude the work in Section V.

II. BACKGROUND AND RELATED WORK

Inspired by SMM, where the integration of social media
elements into marketing information has led to increased user
engagement and satisfaction, we propose adopting social me­
dia elements into notification systems and notifications [11].
In analogy to gamification applying game design elements
in non­game contexts [15], it is proposed to integrate social
media elements in non­social media contexts. The application
in notification systems aims to improve the readability of
notification and increase its informational value.
The remainder of this section assesses the drawbacks and

advantages of notification systems, outlines social media el­
ements, and investigates possible integration in notification
systems.

A. Notification Systems
There are many different implementation versions of noti­

fication systems. The most commonly used are push notifi­
cation systems for mobile phones, desktop status notification
systems, browser­based notification systems, in­vehicle infor­
mation systems, and others [16]. As mentioned in the previous
chapter, notification systems attempt to convey important
information to users effectively without creating an unwanted
intrusion into current user tasks [6]. Selecting important in­
formation for the user is a difficult task. A study of 400+
participants has shown that users are not satisfied with the
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notifications they receive from notification systems because
they do not express the user’s current interest. This leads
to users ignoring most notifications from these systems [17].
Besides determining what is relevant information for the user,
an essential concern in notification systems is the display of
notifications without a significant interruption of users’ main
tasks. Visual implementations of notifications that typically
are not a user’s main attention priority are called secondary
displays. Users willingly sacrifice brief interruptions from their
primary task to view information of interest in these secondary
displays [18].

B. Social Media Elements
The above­mentioned functional building blocks of social

media are umbrella terms used to cover many social media
elements observed on different social media platforms. Based
on the analysis of social media sites and research on social
media aspects [14][11][19] we identified and summarized
some of the most common elements. Table I displays these
elements.

TABLE I
SUMMARY OF MAIN SOCIAL MEDIA ELEMENTS

Social Media
Element

Description

Hashtags A hashtag is a metadata tag type used on social
networks to help users find resources with a specific
theme or content [19][20]

Microblogs Microblog services allow users to post and share
short textual messages that are then propagated to an
audience, which can then quickly interact with the
posts and between each other [21]

Content
approval/
disapproval

Social cues that send signals of social appropriateness
or social acceptance of content to the content creator.
Examples of these social elements are Likes, Retweets,
Reactions, and more [22]

User Groups User groups represent the extent to which users can
form communities and sub­communities. The more
‘social’ a network becomes, the bigger the group of
friends, followers, and contacts.

User­to­User
Relationship

User­to­user relationships express the extent to which
users can relate to each other (e.g., friendships on
Facebook or Followers on Twitter) [14]

User Identity It represents the degree to which users expose their
identities on social media sites. It includes exposing
information such as name, age, gender, profession,
location, and other users’ identifiable information [14].

Considering the definition of social media elements from
Table I and the description of notification systems above, we
have decided to exclude user identity from our research and for
the review in this section. The main reason for the exclusion
of this element is that it is too focused on the individual.
Including user identity information in notifications displayed
to the user does not improve the information on notifications.
Showing this information would be redundant for the user and
could not be integrated into the context of notifications without
privacy concerns.
1) Hashtags: The content of hashtags can be dynamically

generated or user­generated and can only consist of letters,
digits, and underscores. Thus, hashtags are iconic features that
enable easy retrieval of connected resources [19][20]. They
are used to construct a personal word/hashtag vector space

of a user by examining the users’ linguistic expression [23].
Besides identifying and representing user features, hashtags
connect similar resources by assigning tags to provide contex­
tual information [24]. According to [25], linking information
on Twitter with information from other sources like Wikipedia
led to increased understanding of the information and pro­
ductivity when consuming the information. For example, in
the context of notifications, hashtags could represent the topic
of the notification or connect the notification to information
related to the topic, making it easy for the user to determine
if the notification is related to the current task.
2) Microblogs: Similar to microblog posts, notifications

are messages displayed to the users with the intent to share
information. These messages contain information from dif­
ferent applications (e.g., email subject and part of email
text, new message alert). Based on the above description,
it can be concluded that notifications share similarities to
microblog post entries. However, unlike notifications which
do not contain much additional information in their visual
representation, microblog posts contain aspects of social me­
dia, which allow the users to determine the importance and
validity of a post.Aspects like the number of individuals that
have shared, liked, or approved the post, topics related to the
shared post, and the type of individuals that have interacted
with the post are of crucial importance to assess the value of
the post and the information within [26][27].
Hashtags in Microblogging services contain information

about temporal trends of the information stream and the topol­
ogy of the spread of information. This makes hashtags a tool
suitable for archiving, tracking, and disseminating information
[28][29].
3) Content approval/disapproval: Providing and receiving

feedback is a fundamental component of participation in social
media. In addition, the popularity of social media has enabled
the use of rich user information from Facebook and other so­
cial networks to predict users’ latent traits for recommendation
[30]. Based on the previously mentioned study, users have
expressed a need for more personalization in notifications;
integrating likes into a notification system as a means to gather
feedback from the user related to the notifications could be
beneficial for improving the satisfaction rate of users [17].
4) User Groups: A widely discussed relationship group

metric is Dunbar’s Number, proposed by Robin Dunbar in
1992. He theorized that people have a cognitive limit that
restricts the number of stable social relationships with other
people to about 150. Social media platforms have recognized
that many communities grow well beyond this number and
offer tools that enable users management of memberships [31].
The assumption that the vocabulary used to discuss a topic
stays similar between different user communities and does not
vary significantly over time directly suggests that it is possible
to compute the overlap of topics of two or more communities.
This community similarity can connect communities from dif­
ferent social networks (e.g., Facebook), facilitate information
sharing between communities, and extract community interest
[32]. Furthermore, user groups and group behavior information
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infer social cues, including group information (e.g., number of
people with the same interests who approved a notification or
executed a specific action) in notifications could increase the
credibility and information dissemination of notifications.
5) User­to­User Relationship: The type of relationships

users form between each other determines what information
exchanges between them. For example, when users form
professional relationships online, the information exchanged
between them will be of professional content and high value,
compared to friendly relationships where the information is
of a different nature [14]. User relationship information could
be used in notification systems to determine the character of
information presented to the user.

C. Discussion
Towards our goal to determine how social media elements

can enrich notifications with additional information, the sec­
tion above outlined vital social media elements and investi­
gated their application for this purpose. Table II summarizes
how social media elements could be beneficial for notification
systems.

TABLE II
SOCIAL MEDIA ELEMENTS AND USABILITY IN NOTIFICATION

SYSTEMS

Social Media Element Usability in Notification Systems
Hashtags Quick access to topic information; Enables

instant classification of notifications by topic;
Linking external information to the notifica­
tion

Microblogs Social Media Posts provide information rep­
resentation ideas for notification due to their
similarity; Content Sharing does not have a
direct use in notifications

Content
approval/disapproval

Provide a way for the user to express interest

User Groups Provide additional information and credibility
of information based on the opinion of a group
of users

User­to­User
Relationship

Provide different types of additional informa­
tion based on relationships with different users

Hashtags and user group elements provide additional infor­
mation, potentially enhancing the information in notifications.
Integrating these elements could increase the trustworthiness
of notification systems and reduce the time needed for a user
to evaluate the importance of notifications. Since notification
systems lack a direct user feedback mechanism, integrating
content approval/disapproval elements could provide it.
For Microblogs, our research focused on two features

Social Media Posts and Content Sharing. Due to the lack
of applicability in notification systems, content sharing was
excluded. However, considering that social media posts share
similarities with notifications, we determined that formatting
information in notifications similar to social media posts by
including hashtags, more personalized text, and information
sources, could benefit notification systems.
Even though user­to­user relationships offer great insights

into users’ interests, knowing the user and connections are
mandatory to integrate this element into a notification system.
Due to the setting of our initial study, we excluded this

element from the evaluation since it was necessary to track
user relationships over a more extended period.
To this end, we have selected four social media ele­

ments for evaluation based on their applicability in noti­
fication systems: hashtags, user group information, content
approval/disapproval, and social media posts (formatting the
content of the notification as a social media post).

III. USER STUDY
To determine the effects of certain social media elements

on individuals, we designed an online study. The user study
addresses the above­defined research questions: RQ1 to RQ4.
The study was designed as an AB study including the

following parts:
1) General Questionnaire: contains questions listed in Ta­

ble III that aim to identify the value and effects of additional
information in notifications on the user. This questionnaire
aims to provide insights to RQ1 and RQ2, by explicitly
asking the participants about how they perceive SMEs in the
notifications they received.

TABLE III
GENERAL QUESTIONNAIRE QUESTIONS

Question
Q1: Did you find the additional information in the notification valuable?
Q2: When I received notifications with additional information I was more
confident in the notification?
Q3: Rank the additional information by importance
Q4: It was easier to understand the notification when I had additional
information in the notification?
Q5: Did the notification break your concentration while executing the
task?
2) Article Feedback: contains questions listed in Table IV

that ask participants to evaluate if the articles are fake or
not. The responses determine if notifications with additional
information help determine the truthfulness of articles and how
users react to notifications with additional information.

TABLE IV
ARTICLE FEEDBACK QUESTIONS

Question
Q1: Do you think that the article ”Friends Reunion” is Fake or Real?
Q2: Do you think that the article ”Instagram for Children” is Fake or
Real?
Q3: Do you think that the article ”People live in a 3D­Printed House” is
Fake or Real?
Q4: Do you think that the article ”3 Reasons Why You Should Stop Eating
Peanut Butter Cups!” is Fake or Real?
Q5: Do you think that the article ”Us Bacon Reserves Hit 50 Year Low”
is Fake or Real?

3) Computer Emotion Scale (CES): used to answer RQ4
by determining the emotional influence of notifications on the
participants since it provides one of the most scientific ways
for emotion evaluation [33].
4) System Usability Scale (SUS): used to determine if

the participants would prefer to receive notifications with
additional information, which directly correlates with RQ2 and
RQ3. It provides a trustworthy evaluation tool for usability
testing [34].
The study was created using the CoDiS Survey Tool [35],

which tracked and analyzed participants’ behavior and pre­
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sented specific assignments. The CoDiS Survey Tool is a web
based evaluation tool. The participants were asked to read
articles, mentioned in Table V and execute predefined tasks
(share articles, comment on the article, and more). As the
participants were doing these tasks, notifications related to the
articles were displayed. Notifications were displayed as part of
the CoDiS Survey Tool as web elements that appear when the
user starts reading an article. Depending on the user group,
these notifications were either with additional information
or without additional information. The additional information
included hashtags, user group information, and social media
post formatting. This additional information integrates all
selected social media elements from the previous chapter.

TABLE V
ARTICLE TITLE AND VALIDITY

# Title Is Fake
1 Friends Reunion No
2 People live in a 3D­Printed House No
3 Instagram for Children No
4 US Bacon Reserves Hit 50 Year Low Yes
5 3 Reasons Why You Should Stop Eating Peanut Butter

Cups!
Yes

The participant target groups for the study were high school
and university students. In total, 215 individuals were asked
to participate, and only 35 completed the study. The age of
the participants varied from 15 to 34 years old, with 57.14%
of the participants being in the range from 15 to 20 years,
25.72 % being in the range 20­25, 14.289 % in the range
25­30, and 2.85% in the range above 30 years old. Female
participants made 28.57% of the total amount of participants,
while male participants made 71.43%. As stated previously the
study was designed as an AB study, this is why the participants
were divided into two groups (Group A and Group B). The
purpose of this division is to reduce bias between users. Both
groups received the first article with additional information
notifications. The purpose of this was to create a control article
and familiarize the users with this type of notifications. Group
A received simple notifications on even­numbered articles,
while group B received them on odd­numbered articles. After
the participants finished reading the articles and the article­
related tasks, they had to complete an evaluation.

IV. FINDINGS AND DISCUSSION

Analyzing the answers to questions presented in Table III,
we have concluded that the participants find notifications
easier to understand and share the thought that they have more
credibility when presented with additional information. The
additional information in notifications has increased the value
of notifications to the user based on answers to Q1 from Table
III, where 85.71% confirmed the premise. The participants had
more confidence in notifications with additional information
in comparison to formal notifications, based on answers to
Q2 from Table III. Based on Q3 from Table III 77.14% of the
participants stated that they find it easier to understand notifi­
cations with additional information. With 60% of participants
answering with ”Yes” to Q5 from Table III, we can confirm

that notifications break user concentration, which validates
results of previous research [4][2].
According to [8], the success of notification systems is

dependent on the information they convey to the user. The
survey participants agree with this as shown in Table VI.
It reveals that users care predominantly about the content
and source of notifications. It implies that adding additional
information to validate the content and source increases their
value to users. The results in Table VI also validate our
proposal that formatting notifications as social media posts
could improve the information presented to the user since the
content was formatted to be similar to a social media post.
Contrary to our research, group information (e.g., ”22 readers
validated text”) was not ranked as highly important by the
participants.

TABLE VI
ADDITIONAL INFORMATION RANKING BY IMPORTANCE

Additional Information Very Important Not at all important
Information Source 10 (33.33%) 1 (3.33%)
Hashtags 2 (6.67%) 4 (13.33%)
Content of the Notification 10 (33.33%) 1 (3.33%)
Group or Reader Validation
Info (e.g., ”22 Readers Val­
idated Text”)

1 (3.33%) 10 (33.33%)

Notification Position 7 (23.33%) 14 (46.67%)

The distribution of SUS answers reveals that most of the
users agree or strongly agree with questions Q1, Q3, Q4,
Q5, and Q7 of the SUS [34] while disagreeing or strongly
disagreeing with the rest of the questions. Due to a large
number of neutral answers, the average rating of the scale
is 69.78. This is slightly above the limit of 68 set by [34] as
the value that is the minimum for a usable system. Based on
the results of the SUS, we can infer that the users would prefer
to use a notification system with social media elements.

TABLE VII
PERCENTAGE AN ANSWERS HAS BEEN SELECTED ON THE

COMPUTER EMOTION SCALE

None of the
Time

Some of
the Time

Most of the
Time

All of the
Time

Happiness 20.95% 31.43% 24.76% 22.86%
Sadness 68.57% 24.29% 4.29% 2.86%
Anxiety 69.29% 18.57% 8.57% 3.57%
Anger 65.71% 21.90% 7.62% 4.76%

The result of the CES is shown in VII, the table contains a
list of feelings a participant has experienced. The CES shows
that the users were happy most of the time executing tasks and
receiving notifications, while none of the time experiencing
sadness, anxiety, and anger. Based on VII the emotion anxiety
has the lowest score because most of the users rated it with
”none of the time” followed by Sadness and Anger. The best­
rated emotion was Happiness where the majority of the users
answered with either ”Some of the Time”, ”Most of the Time”
or ”All of the Time”. These results do not correlate with
previous studies, where users experienced negative emotions
and stress while receiving notifications [5].
The participants were asked to determine if the articles
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they read were fake or not. They rated correctly in 57.93%
of the cases. The participants that were shown notifications
with additional information, selected fake and real news with
a 6.61% greater accuracy.
Due to the inability to track the usage of notifications over a

more extended period, we could not evaluate all social media
elements.

V. CONCLUSION

In conclusion, this research study displays the potential of
social media elements in different disciplines, focusing on uses
in notification systems. The initial research study shows how
the selected social media elements can potentially increase
user satisfaction and the value of information in notification
systems. Since time constraints were an issue and restricted
the number of SMEs that could be evaluated, future work
might include an analysis of user reactions to notifications
with additional information over a prolonged period. This
would enable a better evaluation of the analyzed SME and
additional SMEs that could not be part of this study. Prolonged
tracking of user reactions to different combinations of SMEs
in notifications might lead to a novel approach in the use
of SMEs and notification systems. The survey results could
provide the initial steps towards new use cases of social media
applications in notification systems and other disciplines.
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Abstract— Analyzing topics of interest from online discourse 
can be challenging. One well-known approach is to conduct 
topic modeling to study the topics of interest. In this paper, we 
use a multi-method analytical framework to analyze topics in 
addition to characterizing their influence. We analyze 20,066 
blog posts and 10,113 comments from July 2019 through 
December 2020 that deal with diplomacy, defense, trade, and 
election related topics surrounding Australia and China. Our 
results show that COVID-19 discourse absorbs much of the 
attention of bloggers during the time period considered, even 
though no COVID-related keywords were incorporated in the 
data collection. Our findings suggest that a topic can be 
influential even when it is not trending and vice-versa. It also 
showed that Australian bloggers were dominant and discussed 
the topics of interest compared to Russian and US bloggers. The 
Australian blogosphere simultaneously discussed climate 
change along with defense related topics, and they prefer to give 
attention to long-term topics over short-term topics. Finally, 
popular election topics in Australian blogosphere tend to have a 
more analytical tone in the text.  

Keywords-COVID-19; Australia; China; trade war; election; 
South China Sea; Indo pacific; influence. 

I.  INTRODUCTION 
The increasing proliferation of social media provides 

tremendous opportunities for gaining situational awareness to 
assist with strategic policy making, particularly in security, 
defense, and foreign policy. However, social media data are 
often riddled with challenges such as high volume and 
velocity, noisy data, missing data, and incomplete data. 
Analysis of trending topics, influential topics, and key 
influencers, afford computational, systematic, and rigorous 
methods to study big social media data and surmount these 
challenges [1][2]. The benefits of identifying trending and 
influential content from social media are already evident:  
they are often discourse-movers and key indicators that are 
worthy of additional attention. Identifying these contents can 
help stakeholders to better understand the key issues and 
detect, analyze, and monitor new trends by focusing on 
content generators. Significant previous work has offered 
solutions but primarily focused on developing single method 
analysis to solve the issue of accessing relevant information 
[3][4]. However, by considering the nature of real-world 
online discourse, we argue that usage of a single method or a 
tool is limited and instead a multi-method integrated 
analytical framework can yield multifaceted information well 
suited for the complex objective oriented studies [5][6].  

In this paper, we therefore present a framework to build 
an interchangeable multimethod analysis with available 
methods and computational tools to study relevant 
information or topics of interest from the targeted online 
discourse. We turn to the blogosphere discourse related to 
defense, trade, diplomacy, and elections surrounding 
Australia and China between July 1, 2019, to December 31, 
2020 as a case study due to growing diplomatic dispute with 
USA at the center of the narratives [16][17]. Our research 
contributes to the growing body of literature on social media 
analytics to access core, relevant, and influential information 
from trending online discourse. This illustrative study offers 
guidelines and strategies for policy makers to identify and 
monitor key actors from the influential discourse and address 
the key concerns that may need attention. 

The subsequent sections in this paper are arranged as 
follows. First in section II, we review prior work on natural 
language processing, influential blogposts, dynamic network 
analysis and explain how they can be employed in a 
complementary way tailored toward multiple facets of 
situational awareness information. In section III, following 
an overview of the data collection, we summarize how each 
component of our proposed pipeline maps to our blog dataset. 
Finally, we present the results of our integrated analysis, 
assessing topics and their influence trends, the narrative they 
spread, and their core influential bloggers in the overall 
online discourse in section IV. With our findings, we 
concretely demonstrate how our integrated multimethod 
analytical framework can refine trending influential topics 
and bloggers through gathering and triangulation of different 
streams of analysis. We conclude with a discussion of 
enhancing methodological frameworks for situational 
awareness information from blogs in section V. 

II. LITERATURE REVIEW 
Ever-growing scholarship has studied how to monitor 

trending information and their influential operators with 
notable success. In this section, we present a review of this 
literature, highlighting methodologies and gaps in the current 
state of research on blog analysis.   

Latent Dirichlet Allocation (LDA) is a probabilistic 
generative model that is used to extract topics from a corpus 
of text documents. While other distributional semantic 
models can be used to learn latent features from text, the 
latent features, or topics, that LDA learns tend to be more 
interpretable by humans than other methods. The topics are 
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represented as probability distributions over words, since the 
topics that LDA learns are in the form of probability 
distributions over the vocabulary of a corpus, reflecting the 
probability of each word within each topic [7]. Other topic 
models have been proposed that capture how the topics are 
spread out in corpus by extracting key information relevant 
to time of interest [8].  

However, even if the dominant or main topics are trending 
in the blogosphere during a certain period it is not necessary 
that they are also influential. Researchers have formulated 
influence as a factor of four parameters:  Recognition, 
Activity generation, Novelty, and Eloquence [9]. A topic may 
become influential when a blogger posts content that attracts 
participation and recognition. Identification of influential 
topics is therefore important to our multimethod approach.  

Finally, we are also interested in the bloggers that posted 
influential content and asking if they share the same interest 
in different topics. Influential bloggers prefer to join forces 
and work in closely interconnected networks. They build 
their own interest groups, where they gather support, initiate 
socio-political discussions, and spread awareness [1]. We 
leverage previously published work to identify a network of 
core users from online information operations using 
Organization Risk Analyzer (ORA) [10]. ORA enables 
analysis of multi-modal networks to shed light on the core 
influential bloggers that participated in multiple topics.  

In this paper, we demonstrate that our multimethod 
analysis pipeline can provide comprehensive and relevant 
insights on influential trending topics and users from the 
topics of interest in the blogosphere. Past studies have shown 
how accessing situational awareness information requires a 
multimethod analysis model for comprehensive insights 
[11][12]. Our proposed framework consists of a multimethod 
analysis using topic modeling and influence analysis in 
parallel to discover key insights from blog data. 

III. METHODOLOGY 
In this section, we describe the data used for the study and 

our research methodology. 

A. Data Collection 
We collected the data using a set of keywords provided by 

subject matter experts at the University of Sydney and 
Australian Department of Defense. Relevant keywords were 
identified by an iterative cycle of studying coverage related 
to diplomatic, defense, trade, and election news between 
Australia and China. News coverage was reviewed from a 
sample of news articles published between January 1 and 
April 30 of 2020, which constituted the first step of the search 
string. Further reviews of the coverage provided additional 
keywords to enhance the inclusiveness. The finalized set of 
keywords used in the study were ‘Australia’, ‘China’, ‘South 
China Sea’, ‘Military Region’, ‘Fight’, ‘Tensions’, 
‘Election’, ‘India’ ‘Road Belt Initiative’, ‘Thai’, ‘Defence’ 
‘Defense’ ‘Indo pacific’, ‘Asia Pacific’.   

We then deployed an in-house custom web crawler that 
invokes Google Custom Search API to collect the URLs that 
have the required keywords in their articles [13]. Since this 
study focuses on blogs, we initially targeted the sites known 
to host blogs, such as blogpost.com, wordpress.com and 
livejournal.com. We then deployed the crawler on blogrolls 
obtained from these platforms to target sites that are outside 
the initial searched domains.  

We collected data for 18 months starting from July 1, 
2019, to December 31, 2020, and curated 20,066 relevant 
blog posts in total. We found that the data set yielded many 
COVID-19 related articles, which in turn skewed away our 
analysis from the topic of interest. Therefore, we divided the 
data into two groups to study the effect of COVID-19 over 
the blog discourse separately: 1) a dataset including all 
20,066 blog posts (i.e., All data) and 2) a dataset that excludes 
any COVID-19 related data (i.e., No COVID data), 
consisting of 10,113 blog posts. We performed a trial-and-
error method to identify required COVID-19 related terms in 
‘All data’ and used the following keywords ‘+Australia - 
(covid covid-19 coronavirus pandemic vaccine)’ to exclude 
the related posts. 

Table I shows the high-level statistics. The data is 
available for public use through the BlogTracker application 
[14][15].  

TABLE I.  BLOG DATA STATISTICS  

Data elements All data No COVID 
data 

Total posts 20,066 10,113 
Total blog domains 679 344 
Total blog authors 4,217 2,494 

Comments 417,050 84,798 
 
B. Topic modeling 

In order to identify the primary themes of the blog posts, 
we trained two LDA models. One model was trained on the 
All data set and a second model was trained on the No 
COVID data set. Prior to model training, basic preprocessing 
was performed on the text including the removal of stop-
words and punctuation. Each model was specified to have 
five topics. After training, we interpreted the five topics in 
each data set based on the highest-probability words in each 
and by reading exemplar blog posts for each topic. 

C. Influence 
Influence of a blogpost can be visualized as an influence 

graph or i-graph, where influence flows through the nodes for 
any given blogpost and each node of a single blogpost in an 
i-graph is characterized by four variables: 1) Recognition 
(number of in-links, represented by ι), 2) Activity generation 
(number of comments, represented by 𝛾 ), 3) Novelty 
(number of outlinks, represented by 𝜃), and 4) Eloquence 
(length of the blogpost, represented by λ)  [9].  In a directed 
i-graph, if 𝑓(𝑥) denotes the influence flow of a blogpost x 
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with I being the influence of x. The influence of each blogpost 
𝐼(𝑥), can be calculated as 

 	𝐼(𝑥) = 	𝑤(𝜆) × .	𝑤!"#𝛾$ + 	𝑓(𝑥)0 (1) 

where 𝑤(𝜆) represents the weight of the blogpost length and 
𝑤!"#𝛾$  represents the weight of the total number of 
comments from blogpost x. 𝑓(𝑥) is defined as 

 	𝑓(𝑥) = 𝑤%& ∑ 𝐼(𝑥#) − 𝑤"'(
|*|
#+, ∑ 𝐼(𝑥&)

|-|
&+,  (2) 

where 𝑤%&  and 𝑤"'(  are the weights of the incoming and 
outgoing influence, 𝑥#  is the number of incoming links to 
blogpost	𝑥, and 𝑥& is the number of outgoing links of	𝑥. The 
total number of inlinks and outlinks of  𝑥 are denoted by |𝜄| 
and|𝜃| respectively.  

As defined in (2), 𝑓(𝑥)	measures the difference between 
total incoming links and total outgoing links of blogpost	𝑥. 
We calculated these four variables from the collected 
blogposts and calculated the influence of each post as defined 
in (1). We then mapped the influence scores to the respective 
topics to generate influence trends for each topic. To do so, 
we multiplied the influence score I(x) of each blogpost with 
the topic density (p) score of each blogpost p(topic|blogpost). 

 	𝑚(𝑥) = 𝐼(𝑥) × 𝑝(𝑡𝑜𝑝𝑖𝑐|𝑏𝑙𝑜𝑔𝑝𝑜𝑠𝑡) (3) 

where, 𝑚(𝑥) is the product value for each blogpost. Next, we 
calculated the mean 𝑚(𝑥, 𝑡) of each topic for all posts during 
a given time-period (𝑡) to get the average influence of each 
topic.  

In the next section, we explain our results in the following 
sequence: 
• Conduct topic modeling to identify themes and trends of 

the discourse in blogosphere qualitatively. 
• Assess influence of the identified topics over the period. 
• Extracted network of closely connected bloggers from the 

identified topics and their influence scores to evaluate 
their interest in various topics. 

IV. RESULTS 
The highest probability words in the five topics trained on 

All Data can be seen in Table II. Topics 0, 1, and 2 primarily 
focuses on Australia and China, whereas topics 3 and 4 
focuses on COVID-19 and USA politics, accounting for 44% 
of the posts. Similarly, the highest probability words from the 
five topics learned from the No COVID dataset are given in 
Table III. Our following results focus only on topics relevant 
to our interests. 

 

A. South China Sea, China, Australia, USA, Defense 
tension 
Discourse in this theme focuses on topics such as the 

Quad alliance [16] and New Silk Road [17]. Content from 

topic 2 is a crossover between Quad alliance and climate 
change issues. It discusses Quad by embedding it in a broader 
context related to Pacific Island foreign policies. Many of 
these posts simply described the ongoing activities in the 
South China Sea and Indo-Pacific region. Others were 
divided based on their stance and opinions on China’s actions 
in the South China Sea and Indo-Pacific region. We observed 
there were five types of blogposts in this theme: 1) Pro-
Australia 2) Pro-China 3) Military and Technology 4) Critical 
towards Australia government 5) News carrier.  Topic 1 from 
‘All Data’ and topic 3 from ‘No COVID data’ maintained a 
low profile in 2019 (see Figures 3 and 4) and were not very 
influential even though these topics were trending in 2019 
(see Figures 1 and 2). In other words, bloggers may be 
actively posting or publishing blogs on certain topics but may 
not gain enough traction to trigger the required influence 
parameters [9]. We observe the opposite scenario with topic 
2 in 2019, which further indicates that a topic can be 
influential without trending.  

 

TABLE II.  LDA TOPICS FROM ‘ALL DATA’ 

 
Topic 1. china, chinese, military, india, war, 
states, security, power, trump, united 
Topic 4. covid, vaccine, health, coronavirus, 
virus, cases, pandemic, public, deaths, care 
Topic 2. climate, global, market, trade, energy, 
economics, china, change, australian  
Topic 3. trump, see, america, great, biden, 
news, get, html, video, know 
Topic 0. election, party, vote, policy, bank, 
zealand, voters, per, labor, think  
 

TABLE III.  LDA TOPICS FROM ‘NO COVID DATA’ 

 
Topic 3. china, chinese, states, war, 
government, military, power, united, may, use 
Topic 0. women, get, much, life, well, made, 
see, way, back, know  
Topic 1. government, australian, china, state, 
climate, media, per, much, news, change  
Topic 2. china, australian, india, south, water, 
sea, government, pacific, country, fire  
Topic 4. party, government, election, vote, 
labor, australian, votes, parties, preferences, 
candidates  

 
Most of the influential content were produced in May, 

November, and December of 2020. In May 2020, blogposts 
extensively published about the Hong Kong protests 
regarding security law and raised concerns about a possible 
exodus of Hongkongers to Australia, New Zealand, 

16Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-899-0

SOTICS 2021 : The Eleventh International Conference on Social Media Technologies, Communication, and Informatics

                            23 / 27



Malaysia, or Taiwan. In November 2020, influential 
blogposts mocked the Australian Elite Special Forces in the 
killing of Afghans. We noticed much of this influential 
content was posted by Russian bloggers. In December 2020, 
influential content expressed disdain for participants in the 
Quad exercise such as Japan and Australia and suggested they 
will denigrate the relation with Pacific Islanders. 

TABLE IV.  MAPPING TOPIC THEMES BETWEEN ‘ALL DATA’ AND 
‘NO COVID DATA’ 

Theme of 
the topic 

All 
data 

No 
COVID 

data 

Sample blogposts 

A. South 
China Sea, 

China, 
Australia, 

USA, 
Defense 
tension 

Topic 
1 

Topic 2, 
Topic 3 

‘Beijing’s Hong Kong 
plans may lead to an 
exodus, and Australia 
must be ready’. ‘huh, 
fuck the quad’. ‘The 

massive, systemic and 
grave crimes committed 

over the years by 
fighters of Australian 

elite’. ‘Singapore-
Australia exercise 
activities involves 

Singapore’s F-15SGs’. 
B. Climate 

change, 
Economy, 
and Trade 

Topic 
2  

Topic 1, 
Topic 2 

‘Too much fuel causes 
extreme bush fires, not 

climate change’. 

C. Federal 
and 

Regional 
elections in 
Australia 

Topic 
0 

Topic 4 ‘Scott Morrison is up 
two on approval to 66% 

and down two on 
disapproval to 30%, 

while Anthony Albanese 
is up one to 44% and up 

two to 41%, with 
Morrison’s lead as 

preferred prime 
minister out from 58-29 

to 60-28’ 
 

B. Climate change, Economy and Trade 
Most of the content in this theme were produced during 

Australia’s bushfire incident in January 2020 and trade 
tension from April through December of 2020. We found 
blogposts on bushfires to engage in climate change denial and 
conspiracy theories. Influential blogposts in both periods 
were largely limited to climate change and renewable 
energies, discussed by the Australian blogosphere even 
though Australia experienced a recession for the first time in 
2020 after nearly thirty years [18] and experienced a trade 
war with China [19]. The only influential conversation on 
trade war occurred in topic 1 in December 2020, and content 
during this period criticized the Australian government for its 
trade relations towards China. It appeared the online public-
sphere preferred discussion on climate change over the 

economy and trade war. This reinforces findings from 
previous studies that the Australian blogosphere considers 
certain topics as long-term and short-term issues [20]. In this 
case, climate change is a long-term issue, and the economy 
and trade war are short-term issues. 

 

C. Federal and Regional elections in Australia 
The Australian election theme appeared to trend low 

compared to the rest of the topics (see Figures 1 and 2). 
However, it was influential in both 2019 and 2020. In 2019, 
the discourse was primarily about the labor party defeat in the 
May 2019 election including discussions about political 
studies on the election. The aim of these discussions was to 
identify why the Labor party failed to appeal to the Australian 
public with extensive analysis. A possible explanation for 
these influential topics is that readers prefer comprehensive 
analysis from blogs. In November 2020, influential content 
(see Figures 3 and 4) discussed the Queensland election and 
included articles that compared the candidates from various 
parties based on the policies they support and the likelihood 
of their win. We also found blogposts with live election 
updates were less influential than the blogposts that provide 
analysis on election news. 

 

 
Figure 1. Blogpost topics trends from ‘All data’. 

 

 
Figure 2. Blogpost topics trends from ‘No COVID data’. 
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Figure 3. Influence of blogpost topics from ‘All data’. 

 

 
Figure 4. Influence of blogpost topics from ‘No COVID data’. 

 

D. Topics and Blogger Network 
A network analysis of the top bloggers and their usage of  

topics provides insights on which bloggers share interest in 
the same topics. Figure 5 depicts the clusters of bloggers in 
each topic and network shows the bloggers who blogged in 
five topics from ‘All data’. Similarly, Figure 6 network shows 
the bloggers and the topics they belong to in ‘No COVID 
data’. We found both topics 1 and 2 from ‘All data’ and topics 
3 and 1 from ‘No COVID data’ appeared to have a large 
number of bloggers in their respective networks, indicating a 
good number of bloggers in both data discussed diplomacy, 
defense, and trade related topics. However, the cluster of 
bloggers in the election’s topic were comparatively less in 
both data groups aligning with our findings related to theme 
‘c’ that not many bloggers were active in the election related 
topic and therefore produced a smaller number of blogposts 
compared to other topics. 

Networks from both groups also show a cluster of bloggers 
in the center of the network who contributed to multiple 
topics, indicating that the core bloggers actively participated 
in all five topics. We wanted to examine the influence of 
these core bloggers and extracted them by folding the 
networks based on top valued links. In Figure 7(a) network 
shows two bloggers contributed to multiple topics from ‘All 
data’ based on their edge color. Black nodes represent 
bloggers, while orange edges represent four topics and red 

edges represent five topics. Similarly, 7(b) from ‘No COVID 
data’ shows the connection between two bloggers in three 
topics, four topics and five topics, where the edges is blue, 
green and red. 

 

 
 

Figure 5. Topics and Blogger network from ‘All data’ 
 

 
Figure 6. Topics and Blogger network from ‘No COVID data’ 
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(a) (b) 

Figure 7. Folded Topics and Blogger network from ‘All data’(a) and ‘No 
COVID data’ (b) 

 
In Table V, we present core bloggers and their cumulative 

influence score in each group. 

TABLE V.  CORE BLOGGERS AND THEIR INFLUENCE SCORE 

 ‘All Data’  

Blog Blogger Influence 
score 

catallaxyfiles.com Sinclair Davidson 11100.6 
catallaxyfiles.com currencylad 5260.5 

theaimn.com The AIM Network 4151.4 
quadrant.org.au quadrant 1566.5 

catallaxyfiles.com Guest Author 1536.6 

theaimn.com Dr Binoy 
Kampmark 1488.3 

pngattitude.com Keith Jackson 198.6 
crikey.com.au Charlie Lewis 6.6 

 ‘No COVID data’  

Blog Blogger Influence 
score 

zerohedge.com Tyler Durden 23678.7 
catallaxyfiles.com currencylad 2560.5 

theaimn.com The AIM Network 1925 
crikey.com.au John Quiggin 753.9 

quadrant.org.au quadrant 613.5 

theaimn.com Dr Binoy 
Kampmark 553.8 

 
We found highly influential core bloggers in both groups 

who participated in multiple topics belongs to Australian 
blogosphere. 

V. CONCLUSION & FUTURE WORK 
 In this research, our multi-faceted integrated analysis 
offers a multidimensional view on blog discourse 
surrounding Australian defense related topics. Our analysis 
provides several useful insights. We determined the 
Australian bloggers were the major discourse movers and 
produced trending, influential content on defense and climate 
change related topics. These bloggers' opinions and stance on 
defense related topics were mostly pro-Australia and 
disapproved of China's military activities in the South China 

Sea. Additionally, we identified climate change content 
largely in denial of climate change and espousing conspiracy 
theories around renewable energy.  
 We observed that, even though a topic was trending at a 
certain period, it was not necessarily influential at the same 
time. We also captured the behavior pattern of the Australian 
blogosphere during election that influential content tends to 
have analytical tone. Additionally, we found that COVID-19 
was influential only for a short period of time in the 
blogosphere despite it being a global health crisis. Further, 
COVID-19 topic did not gain much traction in the blog 
discourse compared to the defense and climate change topics. 
This may indicate that the blogosphere considers COVID-19 
as a short-term issue and defense and climate change topics 
as long-term issues. This observation can be investigated in 
future work to study bloggers’ preferences. Addition, 
exploration can be done to see whether there is harmonization 
over transcontinental social communities, in terms of 
“igniters”, “followers”, and “passive consumers” that can 
help various governmental or security agencies to monitor 
key influencers. Further, an in-depth analysis of the 
relationship between topical trends and their influence is 
warranted based on the findings.  
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