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SIMUL 2013

Forward

The Fifth International Conference on Advances in System Simulation (SIMUL 2013), held on
October 27 - November 1, 2013 - Venice, Italy, continued a series of events focusing on
advances in simulation techniques and systems providing new simulation capabilities.

While different simulation events are already scheduled for years, SIMUL 2013 identified
specific needs for ontology of models, mechanisms, and methodologies in order to make easy
an appropriate tool selection. With the advent of Web Services and WEB 3.0 social simulation
and human-in simulations bring new challenging situations along with more classical process
simulations and distributed and parallel simulations. An update on the simulation tool
considering these new simulation flavors was aimed at, too.

The conference provided a forum where researchers were able to present recent research
results and new research problems and directions related to them. The conference sought
contributions to stress-out large challenges in scale system simulation and advanced
mechanisms and methodologies to deal with them. The accepted papers covered topics on
social simulation, transport simulation, simulation tools and platforms, simulation
methodologies and models, and distributed simulation.

We welcomed technical papers presenting research and practical results, position papers
addressing the pros and cons of specific proposals, such as those being discussed in the
standard forums or in industry consortiums, survey papers addressing the key problems and
solutions on any of the above topics, short papers on work in progress, and panel proposals.

We take here the opportunity to warmly thank all the members of the SIMUL 2013 technical
program committee as well as the numerous reviewers. The creation of such a broad and high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and efforts to contribute to the
SIMUL 2013. We truly believe that thanks to all these efforts, the final conference program
consists of top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the SIMUL 2013
organizing committee for their help in handling the logistics and for their work that is making
this professional meeting a success. We gratefully appreciate to the technical program
committee co-chairs that contributed to identify the appropriate groups to submit
contributions.
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We hope the SIMUL 2013 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in simulation research.
We also hope the attendees enjoyed the charm of Venice.
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Abstract— Considering that analytic tools are not completely 

suitable to analyze supply chain and distribution networks, 

simulation is considered a better alternative. Some theories 

about discrete simulation have been suggested, especially those 

related to the use of standardized models and the use of 

strategic planning process in simulation. This paper presents a 

standardized simulation model based on a simulation 

programming language rather than a graphical simulator, to 

be used as a decision-making tool for the top management due 

to its strategic approach. The model is validated in a real 

business case, where tangible results were achieved. 

Keywords-Simulation; standardized model, distribution 

network, strategy 

I.  INTRODUCTION 

Considering the opportunities that distribution network 
presents to create value and profits to any organization, 
specific tools to analyze and improve distribution must be 
used in today’s business environment. Most tools might be 
classified as analytical tools (those using a closed-form 
solution based on a mathematical algorithm) or simulation 
tools [1] 

Simulation is considered as a suitable tool because the 
integration of dynamic and stochastic issues of real life 
processes is a critical task. Standardized simulation models 
are those which can be applied to a broad range of systems 
and, at the same time, they can be adjusted to different 
scenarios and performance criteria, becoming specific when 
data for a particular system is loaded [2].  Therefore, a model 
is suggested, based on a common logic used to evaluate the 
configuration of a distribution network. This evaluation is 
focused on a strategic planning approach, using a general 
purpose simulation programming language.  

Any model must be evaluated through specific key 
performance indicators, which should be similar to the 
intended use case.  

This paper is organized as follows: a literature review 
about simulation, strategy and supply chain is presented, 
supporting the proposed idea; then, the methodology used to 
define a standardized model, including the objectives, logic 
and specific considerations of the code is described. The 

validation through a real business case in Mexico is included, 
and finally, some conclusions and future research are 
presented. 

II. LITERATURE REVIEW 

Any organization can been considered as a series of 
related operations where its assets must be adapted to the 
actual and future demand, in several levels of aggregation 
and time horizons [3]; therefore, the supply chain 
management becomes an integral part of the strategy of the 
organizations. In particular, the distribution network plays a 
vital role because successful firms have been supported by 
competitive advantages related to the optimization between 
demand and delivery [2]. Reaching flexibility in distribution 
and evaluating the potential scenarios that can be faced in 
delivery [4] are also relevant issues in the supply chain. 

Another important issue in supply chain deals with the 
integration of suppliers, producers, warehouses and point of 
sales. This integration also deals with the manufacturing and 
distribution of goods or services on time, on the exact 
amount and in the precise place, considering a minimum cost 
and a suitable service level [5]. Inventories are also a critical 
issue affecting the supply chain, and become an even more 
relevant factor in retail industries [6]. 

Any supply chain is a stochastic, dynamic and complex 
system facing a high variability and uncertainty, as well as a 
disperse configuration [7]. Therefore, it is mandatory to 
consider strategic decisions and specialized tools to support 
decision making process [3], focusing in either costs or 
differentiation [8]. 

The integration of all the activities within a distribution 
network provides opportunities in creating value, reducing 
costs, raising productivity and maximizing profits; however, 
this integration cannot be evaluated using analytic models 
[10]. Some analytic models can be used with a limited 
confidence and within specific constraints in the integration 
of variability [9], but are not very useful. 

Gongtao and Gavirneni [11] have suggested a model to 
evaluate distribution policies based on Erlang distribution; an 
analytic model based on a recursive approach to analyze 
demand, inventories and deliveries, but limited to normal 
distribution, is presented in Kim et al. [12].  

1Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-308-7
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Considering that analytic models cannot accurately 
represent the real and complex behavior of the supply chain, 
simulation is considered as a suitable technique to analyze 
and evaluate it. Simulation provides a deep understanding of 
the system, as well as experimental ways to support a 
decision which considers variability [3]. It is important to 
notice that simulation does not provide an optimum result, 
but it provides the evaluation of several scenarios and how 
they affect some specific Key Performance Indicators (KPI), 
as stated by Fleisch and Tellkamp [13]. Also, the definition 
of specific and relevant KPI’s is also a vital issue. 

Some authors have suggested that simulation models 
based on Systems Dynamics (SD) theory can be used to 
evaluate strategies related to supply chain [4]. However, 
these models are focused on continuous behavior, with a 
high level of details and complex relations, making them 
more difficult to design, analyze and improve. In Labarthe et 
al. [9], the use of SD and agent-modeling has been 
suggested, but under an operational approach.  Considering 
that most of the typical operations in a supply chain occur at 
specific points of time, the discrete simulation provides a 
better option to analyze it. 

Siebert and Zubanov [14] have used discrete simulation 
to integrate fluctuations in demand throughout days, weeks 
and months, but using correlations, hence limiting the 
stochastic behavior of the model. 

Zhang and Zhang [5], have proposed a base model, but 
restricted to three echelons due to the complexity of the 
integration of more echelons. Almeder and Preusser [15] 
have presented a simple simulation model, where a lineal-
deterministic algorithm is optimized to prepare input data 
which is returned to the simulation model; however, this is 
not a simulation tool per-se, but a hybrid model. 

Hafeez et al. [16] propose the decomposition of the 
supply chain in two echelons, mainly to simplify the model, 
but they do not provide any arguments to support this idea; 
they also suggested an inventory approach totalizing the 
inventory levels across the network, similar to multiechelon 
theory, without any deep analysis on this issue. 

Some authors have proposed the use of standardized 
simulation models. These models, when used in distribution 
networks, must be flexible, based on parameters, efficient in 
computing requirements and repetitive so they can change 
the position within the network, as suggested by Longo and 
Mirabelli [17]. Standardized models are based on the idea 
that there are always some common processes within the 
distribution network that can be reused [7], and they must be 
focused on the specific elements of the supply chain that will 
be considered in the analysis [4]. However, they should 
consider the complete environment of the system, not 
restricted to a very limited approach [13]. 

Standardized simulation models present a challenge 
because most of the actual software available is highly 
graphics dependent and based on objects. These 
characteristics make software easy to use and learn, but 
implementing some logical processes (e.g., loops or complex 
conditionals) might be difficult; therefore, external 
applications or programming-languages must be used to 
fulfill a standardized model [18]. Simulation programming 

languages provide an easy way to create a detailed logic; 
Yang [19] even asseverates that actual software is based on 
the languages developed in the 60’s and 70’s and sometimes 
these old languages are even used to process the logic. As a 
matter of fact, SLAM [20], GPSS [21] and SIMAN [22] are 
examples of software that are used today and provide useful 
results. They are robust and they have been taught in 
universities, but their market-share is very low today, 
compared to newest software [19]. 

Considering that standardized models can be easily 
applied through the use of simulation programming 
languages, this paper proposes the design of a simulation 
model applied to a distribution network through the 
simulation language SIMNET [23]. This model is tested in a 
business case focused on health industry because this sector 
provides opportunities in inventories and continuous 
improvement [6] and it represents an important component 
of the gross domestic product [24]. It is also a relevant 
industry in developing countries [25]. 

III. PROPOSED MODEL 

A standardized simulation model, codified in SIMNET II 
and under a strategic approach, is proposed in this section. 

The model is based on a standard logic between a two-
echelon structure of the distribution network, providing a 
base code. This code should be general enough to become 
specific with real data, and it must be used in a recursive way 
to develop the structure of the complete distribution network.  

The methodology used in the design of this standard 
model is based on the analysis of the system and the 
definition of objectives and indicators; then, the standard 
logic must be outlined, and the specific characteristics of the 
model should be included in the structure of the 
programming code. Then, a process to verify and validate the 
code should be used, followed by the design of experiments 
to improve the systems. Finally, conclusions about the results 
obtained must be discussed. 

The characteristics of the suggested model are presented 
in the following sections. 

A. Objective of the Model and Indicators 

The focus of the model is based on the cost strategy, as 
stated by Porter [8]. 

Considering the wide spectrum of decisions facing in 
SCM, a selection of specific KPI related to cost strategy, 
must be defined before starting the analysis. Two KPI are 
proposed: 

 The inventory levels and, 

 The transportation cost. 
The integration of both the inventory levels and 

transportation costs will be made through a total cost 
indicator. This indicator will be the sum of the cost of 
holding inventory, the financial cost and the transportation 
cost. Some inputs for the model must be processed by 
analytical means in external tools, and the conjunction of 
simulation and analytical methods might provide the basis 
for a future hybrid model, as stated by Shanthikumar and 
Gargent [26]. 

2Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-308-7

SIMUL 2013 : The Fifth International Conference on Advances in System Simulation

                           13 / 209



B. Standard logic 

Considering the ideas of Pundoor and Hermann [7], the 
model encompasses some common processes found on most 
of the inventory and replenishment systems in all major 
SCM systems. These processes constitute the main logic that 
is considered in a two-echelon situation, where one supplier 
and ―n‖ clients are found. The main logic is the following: 

a) At the start of each week, the clients, accordingly to 
their desired maximum inventory level and the on-hand 
inventory of the last week, place an order to the supplier. 

b) The supplier, also accordingly to its desired 
maximum inventory level, places an order in to his system, 
and receives his order from the previous week. 

c) When the supplier receives his order, his initial 
inventory position is calculated, adding to the actual 
inventory level the received order. 

d) The clients receive their orders from the supplier, 
according to one of the following conditions: 

 If the supplier’s initial inventory level is greater than the 
sum of all orders received, the clients receive the total 
amount of pieces requested. 

 Otherwise, the clients receive a proportional amount of 
their order, based on the per cent that each order 
represent of the sum of all orders requested to the 
supplier. 

g) Orders are transferred from the supplier to the 
clients, and stock base at the supplier is updated. 

h) The initial inventory of the week is updated for each 
client. 

i) A demand is generated for each client, and the final 
inventory of the week is calculated. 

j) The average inventory level of the week is 
calculated for each client. 

k) The units sold for each client are calculated, and if 
needed, emergency orders are placed to the suppliers to 
fulfill the complete demand. These emergency orders are 
supplied from the stock base in the supplier, and if the stock 
base is not enough to fulfill all emergency orders, they are 
prorated based on a percentage basis (in this last case, the 
stock base ends at zero). 

l) The average inventory level at the supplier is 
updated. 

This two-echelon logic can be replicated into a series of 
suppliers-clients structure, where a supplier becomes a client 
of another supplier, as seen in Fig. 1. 

 

 
Figure 1. Two-echelon standard logic 

 

However, in order to recreate the structure of a 
distribution network, the replication should also be used in a 
parallel framework. For example, a network structure might 
be based on a Master Distribution Centre (MDC) which 
serves some Regional Distribution Centres (RDC), and these 
RDC might serve Regions or Clients. Therefore, the model 
should start at the end of the network, considering the 
aggregated demand of the regions, and then move backwards 
to the MDC in a series of phases, as stated in Fig. 2. 

 

 
Figure 2. Replication of the standard logic 

 

C. Model characteristics 

Some of the opportunities identified in the literature for 
the usage of simulation in supply chain are included in the 
model. In particular, the idea to reuse a generic model based 
on a common logic, as stated by Fordyce et al. [3] and the 
strategic approach cited by Chang and Makatsoris [27] and 
by Pundoor and Hermann [7]. The simplification approach to 
improve the computational performance is also include, as 
suggested by Longo and Mirabelli [17]. Other characteristics 
of the model are cited below. 

1) Aggregation and strategic approach  
Considering the design of a distribution network as a 

strategic issue, some assumptions must be made. In 
particular, some operational issues and issues that affect the 
long term results must be included. For example, all the 
pieces and products to be demanded must be added into a 
single aggregated demand, without distinguishing between 
individual items. This approach allows to be focused in the 
total items hold in inventory throughout the whole system, 
and also in the performance of the inventory levels of the 
complete network. 

2) Unitary transportation cost 
Distribution network might use different types of 

vehicles and routes. Therefore a unitary transportation cost 
for each RDC should be defined. 

3) Discrete operation 
Because most operations considered in any supply chain 

occur at specific points of the time, a discrete approach is 
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used. According to this, all variables are considered as 
observation based ones, even those typically considered as 
time based variables (computational rules have been defined 
to provide this conversion).  

Strategic issues also provides a justification to this 
conversion because the detailed behavior of the inventory 
level is not required, due to the aggregate approach of the 
analysis. 

The model is based on a single control entity that flows 
through the code and executes each of the logic steps 
previously defined. 

All the previous characteristics also supports the 
foundation of a simulation model that is completely 
integrated and do not require connection to external data. 
Another benefit of this model is the fast execution because 
memory allocation of observation based variables is 
considerable lower than time based ones. 

4) Time framework 
Considering that the focus of the analysis is the entire 

cycle of operations based on a discrete time scope, the model 
uses a non-temporal time framework. Therefore, the case to 
be analyzed might be based on a week, a month or a day, 
depending on the desired simulation analysis. 

5) Simulation software 
The standard logic must deal with several conditionals, 

mathematical operations and loops between some relations 
supplier-clients. Therefore a straightforward way to carry out 
the model is required, in both serial and parallel operations. 
Most graphical simulators available (e.g., Arena, 
ProcessModel, Simio) provide an easy-of-use environment, 
but cannot deal with loops and conditionals in a simple way.  

A simulation programming language is not as friendly as 
a graphical simulator, but it provides several important 
advantages: 

 Additional flexibility, 

 Allows a self-contained code,  

 All logic, operations, calculations and data 
exchange can work in an integrated way within 
the model,  

 Easy debugging and, 

 The model can run faster. 
The proposed model is developed using SIMNET II, a 

simulation programming language owed to Dr. Hamdy Taha. 
SIMNET II is based on the use of four special nodes linked 
by branches. The nodes used in SIMNET II are: 

 A source where entities arriving into the model 
are created, 

 A queue which serves to house waiting entities, 

 A facility, where service is performed and, 

 An auxiliary, which is a special node with 
infinite capacity providing additional flexibility 
to the simulation. 

Branches connect the nodes and control the flow of 
entities. During the running of the model, branches can 
perform logic and several operations, including special 
routing of entities, evaluation of conditionals, execution of 
loops (for—next and do-while), evaluation and assignments 

of control variables, collection of statistical variables or 
exporting/importing data.  

A specific characteristic of SIMNET II is the use of the 
so-called PROCEDURES. These structures deal with the 
modeling of repetitive segments in a compact and efficient 
way, and can be considered as the foundations of a standard 
model, considering a logic that can be automatically 
replicated both in series or parallel, thus adding flexibility in 
reusing code. Through the use of procedures, the complete 
distribution network can be analyzed in small parts or in the 
whole, starting at the downstream of the supply chain and 
continuing upstream, just defining the appropriate input data. 

IV. VALIDATION OF THE MODEL 

In order to test the standardized model, a business case is 
used involving a Mexican company which runs a network of 
about 2000 drugstores in the whole country (about 25% own 
and 75% franchisees), and under the specific conditions of 
this firm.  

The distribution network is based on one MDC serving 
nine RDC, each one serving specific geographical areas of 
the country (mainly complete States). Each State, and its 
complete number of drugstores included, is considered a 
―region‖. 

This firm has its own-laboratory which produces most of 
the drugs and products to be sold. This laboratory is located 
next to the MDC, the only facility to which it serves, and 
there is no distribution cost to the MDC. The rest of the 
drugs and products are supplied by independent and external 
laboratories, which directly deliver to each of the RDC. The 
transportation cost of these products is carried out by the 
suppliers and included in the unitary cost to be paid by the 
company. 

Each RDC directly serves and deliver products to own-
stores, local warehouses and big franchisees. Due to the 
reduced amount of purchases, small and medium size 
franchisees are treated as final customers. 

A graphical representation of the distribution network of 
this company is presented in Fig. 3: 

 

 
Figure 3. Distribution framework for validation 

 
A special case is presented by small and medium size 

franchisees. As long as they are treated as customers, they 
must pick-up merchandise at specific drugstores or 
warehouses. Therefore they do not affect the distribution cost 
of the total network. 

The distribution is made through an external delivery 
company, serving the whole network by trucks, and some 
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areas by ferry. The routes are defined by each RDC and the 
process of putting orders and delivering products is made 
only once per week, with delivery time being less than three 
days (with average of two days in the complete network). A 
specific methodology to define a unitary transportation cost 
for each RDC is defined, regardless of the vehicle and route. 

A periodic review system is used for the inventory 
control, based on a period of one week. The order-up-to-
level approach is also employed, and the maximum level of 
inventory desired is based on a heuristically philosophy of 30 
days of sales. Of course, this system produces a high level of 
inventory, but also provides a fill rate of 99.9% 

The model is run to resemble the actual distribution 
network, under a steady state analysis with a 95% of 
confidence interval. 

Considering the two KPI defined in section 2, the results 
of the model versus the historical data are within the 5% 
error-tolerance. Because numerical data of the company are 
confidential, comparisons are made using percentages, where 
100% represents the historical data.  

The inventory levels of each RDC and the complete 
network can be seen in Fig. 4, where an overall difference of 
about 2.7% can be found. 

 

 
Figure 4. Comparison of total inventory level simulated versus historical 

data for each RDC and total network 

 
There is one significant difference for RDC number eight 

in the previous figure. This is caused because this specific 
RDC was recently open and no enough data are available.  

The distribution cost comparison is presented in Fig. 5, 
where the overall difference is about 3.2%. 

 

 
 

Figure 5. Comparison of total distribution cost simulated versus historical 
data for each RDC and total network 

 
The analysis has demonstrated that the simulation model 

is valid and it resembles the actual behavior of the real 
system within the desired tolerances. 
 

V. CONCLUSIONS AND FUTURE WORK 

Considering that the maximum error found on the total 
inventory level is 2.7% versus the historical data, and 
deviation in the total transportation cost is only 3.2%, the 
standardized simulation model works properly and presents a 
reasonable precision on the assumed confidence interval. 

The computational power needed to compile this model 
is minimum, due to the use of a simulation language versus a 
graphical simulator.  

It has been demonstrated that the standard logic defined 
in this paper can be used as a base case for distribution 
network under similar conditions, and might be adjusted with 
minimum changes to other scenarios. Furthermore, the 
flexibility provided by the simulation language SIMNET II 
and its procedures have provided the fundamental bases for a 
standardized model. 

A future research or application of the model might be its 
use as a decision tool to support the reconfiguration of the 
actual distribution network. Strategic issues, like evaluation 
of effects due to open, close and/or merge RDC, or 
reassignment of regions to each RDC, can be easily carried 
out in the simulation model, and multiple scenarios could 
provide a framework to define a new network. 
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Abstract— The paper describes a dynamic simulator of a 
scaled sugar factory to use as a reference, or benchmark, to 
design and test complex systems control strategies. The process 
is a subset of a general sugar production process that contains 
both continuous and batch process units and is closely linked 
to the factory energy consumption and the quality of the 
produced sugar. The control problem and the indexes to 
measure the process performance are set up and the simulation 
scenarios, or study cases, are given. Finally, different ways to 
use the simulator from the software point of view are outlined. 

Keywords-process-industry; benchmarking; hybrid systems 
control 

I.  INTRODUCTION 
HYCON2 Network of excellence [1], supported by the 

European Union Seventh Framework Programme, has as 
aims stimulating and establishing the long-term integration 
of the European research community, leading institutions 
and industry in the strategic field of control of complex, 
large-scale, and networked dynamical systems. It has 
identified several applications domains: transportation, 
energy, and biological and medical systems. 

HYCON2 organizes in ten Work Packages (WP), the WP 
V is related to benchmarking for testing and evaluating the 
technologies developed in the network. In particular, two 
show-case applications corresponding to real-world 
problems have been selected: the freeway network around 
the Grenoble area and the high-level operation of two 
coupled sections of a sugar factory. 

In the field of process control, different benchmarks can 
be found. Some of them are used to controller design [2][3]; 
others are process-identification oriented (for instance de 
Wiener-Hammerstein benchmark); control plant-wide is 
another subject for some of them [4]. 

In our proposal, a system oriented to design high level 
controllers, which includes plant scheduling, operation and 
economic optimization, has been thought. The sugar factory 
show case considers significant problems and elements of a 
real sugar plant combining sections with continuous and 
batch process units. The low level regulatory control system 
is given and the researchers must concentrate on designing 
methods and algorithms to operate the plant optimally, 
according to a set of economic targets and observing a set of 
constraints. Four performance indexes, to compare the 
solutions, are given. They measure the energy cost, the 
economic profit and the productive capacity of the system. 

The simulation model has been implemented in 
EcosimPro [5][6], that is an Object Oriented Modeling and 

Simulation Tool with similar characteristics of any language 
that implements Modelica [7][8][9], reusing model 
components from sugar process model libraries [10][11][12]. 
The simulation model cannot be validated versus real data, 
because the real system doesn’t exist. However, the library 
of models has been used to develop a simulator to train plant 
operators of sugar factories. This training simulator has been 
partially quantitative validated with real data and totally 
qualitative validated by managers and control plant operators 
[13][14][15]. 

The simulator is available from EcosimPro or MATLAB-
SIMULINK environment and, additionally, a standalone 
version with a Supervisory Control and Data Acquisition 
(SCADA) interface is available too. The standalone version 
can communicate with any software tool that works as an 
OLE for Process Control (OPC) server [16]. 

The paper is organized as follows: in Section 2, a 
description of the simulated process and the control problem 
is outlined; Section 3 explains the show case performance 
indexes and study cases; Section 4 deals with the computer 
subjects and, finally, some conclusions are given. 

II. PROCESS DESCRIPTION 

A. Sugar Production Process 
A typical beet sugar factory (Fig. 1) is divided in two 

great sections: the Beet End and the Sugar End [17][18]. The 
Beet End contains the diffusion, purification and evaporation 
stages. The sucrose is extracted from beets by using a 
diffusion process, the removal of as many impurities as 
possible is carried out in the purification section and the 
concentration of the resulting sucrose solution is achieved in 
the evaporation section, which uses live steam. In the Sugar 
End is where the crystallization of the dissolved sucrose is 
carried out to deliver the white sugar grains with commercial 
value. The crystallization is performed in batch and 
continuous crystallizers that are heavy consumers of the 
steam, which is served by the evaporation. Other parts of a 
standard sugar factory are the boilers and turbo generators, 
where fuel or gas is used to obtain electric energy and live 
steam, and the pulp dryer, where the exhausted beets are 
dried to obtain food for the cattle. 

For the show case, only a subset of the real process has 
been selected: the evaporation and crystallization sections. 
Although the proposed process is smaller than a real factory, 
the control problem is very significant, because of the great 
interaction between sections, the continuous mode operation 
of the evaporation section and the semi-batch operation in 
the crystallization one. 
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Figure 1. Schematic of a sugar factory 

B. Evaporation Section 
The aim of this section is to increase the Brix (matter 

content in sugar solution) of the juice (sugar solution), by 
evaporating the water to obtain syrup. The required heat is 
provided by a flow of fresh steam that comes from the 
boilers after passing by electricity generating turbines. 
Usually, the evaporators are grouped in four or more effects. 
An effect is a cascade of evaporators, in which the juice 
flows from one to other one, but using the same source of 
steam. 

In the show case, each effect contains only one 
evaporator and it’s a three effect arrangement (Fig. 2), in 
which the juice circulates in series increasing its Brix up to a 
certain value. The first evaporator receives its heating steam 
from the boilers, but the heating of the other evaporators is 
provided by the steam produced in the previous one. The 
scheme is energy efficient in the sense that allows the 
multiple reuse of the live steam that comes from the factory 
boilers. It is important to mention that part of the steam 
produced in each evaporator is redistributed in the factory to 
fulfill other technological duties. In particular, the most 
important consumers of the steam generated by the 
evaporation section (steam I and II) are the crystallizers of 
the Sugar End. 

Figure 2. The show case Evaporation Section 

With respect to the low level control structure, the Brix 
of the syrup at the output is controlled by a cascade 
arrangement of two Proportional Integral and Derivative 
(PID) controllers; the outer loop (CC) gives the reference of 
the inner loop (PC), which controls the vacuum pressure in 
the last effect chamber. Besides, the juice level in the 
evaporators and in the feeding tank is maintained by level 
controllers (LC). Additionally, there is a controller to set the 
value of the fresh steam pressure (PC). 

C. Crystallization Section 
In modern factories, the Sugar End, usually, has an 

architecture consisting of three stages: the first, or A stage, is 

dedicated to the production of commercial white sugar 
crystals and the rest to the exhaustion of the remaining syrup. 

 
Figure 3. The show case Sugar End (Crystallization Section) 

The show case, exclusively, considers A stage (Fig. 3). 
The syrup from the evaporation stage is sent to the melter 
plus a flow of recycled rich syrup and another one of low-
quality sugar from the B and C stages, with the purpose of 
obtaining the so called standard liquor. The latter is 
discharged in a storage tank, which serves the feed syrup to 
the crystallizers or pans (it should accommodate the peaks in 
demands from the crystallizers with the continuous supply of 
standard liquor from the melter). These vacuum pans (Fig. 4) 
operate in batches, following a recipe with a set of stages 
using steam from the evaporation section to further 
concentrate the syrup until over-saturation stage. After 
discharge, the mixture of crystals and non-crystallized syrup 
(mother liquor) is stored in an agitated tank called strike 
receiver that feeds to another tank that supplies the mother 
liquor to a set of centrifuges where white sugar crystals are 
separated from the syrup. The centrifuges, that are modeled 
as a continuous component, use a small amount of water in 
their operation and produce two types of syrups (honeys): a 
high purity one, that is recycled to the melter, and a low 
purity one that is processed further in other stages (B and C) 
and finally is partly recycled to the melter too as a flow of 
low quality sugars (B and C). The recipes of the crystallizers 
are automated with Programmable Logic Controllers (PLCs) 
and the inner control loops are implemented with PIDs (level 
and pressure). In manual mode, the operator only decides 
when then recipe is started and the type of heating steam. 
Thus, the consumed steam and syrup and produced mother 
liquor by each crystallizer are not homogeneous and they 
depend on the stage (Fig. 5). 
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At the Sugar End, another three PIDS control the flow of 
massecuite (mother liquor), to the centrifuges and the levels 
of the melter and the tank that feeds the centrifuges (Fig. 3). 
However, the storage tank and the strike receiver levels are 
not controlled. Then, the high level operation of the process 
must guarantee that are kept within certain limits. 

 
Figure 4. Sugar Batch Crystallizer 

 

 
Figure 5. Flows (kg/s) and level (%) in a crystallizer cycle 

 (time in hours: minutes: seconds) 

D. Operation 
The process operation is complex because both sections 

interact strongly in terms of mass flow and energy. For a 
given flow of juice before evaporation, the flow of produced 
syrup and the fresh steam demands depend on the set points 
for the fresh steam pressure and syrup concentration (Brix) 
controllers as well as on the steam demands from the 
crystallizers. On their side, each crystallizer’s cycle time and 
its variable profiles depend on the concentration and purity 
of the evaporation syrup as well as on the pressure of the 
steam provided. Purity is defined as the % of sucrose of the 
solids dissolved in the syrup and affects also the % of 
crystals obtained in a batch. The cycle time determines the 
syrup processing capability of the Sugar End, which 
obviously limits the maximum allowable syrup flow from 
the evaporation. Other technical variable that affects the 
working of the Sugar End is the ratio water/massecuite in the 
centrifuge. Increasing it, the purity and flow of the rich syrup 
recycled are increased and it means that the cycle time of the 
crystallizers is decreased but, on the other hand, it decreases 
directly the white sugar crystals flow from the centrifuge. 
Thus, there are many choices of a set of key variables that 
determine the right operation of both sections, both from the 
point of view of the process working and its economy. 

On the other hand, the crystallizers must be well 
sequenced. For instance, they mustn’t start at the same time 
because it would imply a great initial demand of syrup and 
steam from the evaporation that it may not be supplied. 
Besides, the storage tank in the crystallization could empty 
and the strike receiver in the discharge stage could overflow. 
Fig. 5 shows the peaks in the steam and juice demand at the 
beginning of each cycle crystallizer and the peak in the 
discharge of mother liquor at the end of the same cycle). 

 
Figure 6. Fresh steam flow (kg/s) 

 
Figure 7. III effect level controller (PV: Process Variable (%), SP: Set 

Point, OP: Output to Process (%)) 

 
Figure 8. Storage tank level (%) 

For instance, Fig. 6 shows the fresh steam demands when 
the crystallizers are well synchronized. The peaks, that are 
due to start a crystallizer, are homogeneously distributed 
along the time and their values are assumable by the boilers. 
Fig. 7 displays the level in the last evaporation effect and the 
control signal of the valve that govern the flow of syrup. This 
flow goes down when a crystallizer starts, because the 
increase of the steam demand of the crystallizer (see Fig. 5) 
affects to the Brix and pressure at the last effect that are 
controlled variables. Fig. 8 shows the level of the storage 
tank. When a crystallizer starts, it demands a great amount of 
syrup (see Fig. 5) and the produced syrup in the last effect 
decreases. Then, the level of this tank goes down. Later, this 
level recovers its value when the demand of syrup decreases 
and the produced syrup gets back its average value. 
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Summarizing, although the process is automated using 
PID and PLC controllers, some variables must be handled by 
a high level controller (or qualified operators) to assure that: 

1. All the juice before evaporation will be processed, 
ensuring that the levels of uncontrolled buffer tanks 
are kept within certain limits. 

2. Additionally, the process operation must minimize 
the energy consumption, trying to obtain a smooth 
and homogeneous fresh steam demand to avoid 
problems in boilers and turbo generators. 

3. And, if possible, maximize the produced sugar. 

To obtain these aims, the main decision variables are: 
1. A set of set point controllers: (a) the fresh steam 

pressure to the evaporation from the boilers, Pfs; (b) 
the syrup concentration from the last evaporator, Bs 
and (c) the massecuite flow to the centrifuges, Wm. 

2. The ratio water/massecuite in the centrifuge (Rw/m). 
3. And, for each crystallizers, the scheduling, that is, 

when the operation of each batch cycle starts; and 
the selection of the steam source (steam I or II). 

Finally, the control objectives must be met in the 
presence of disturbances. The main ones are changes in the 
amount of juice before evaporation (Wj), or its composition 
(Brix, Bj, and purity, Puj). 

III. STUDY CASES 
In this section, the study cases to test the different control 

algorithms are described. Each study case is characterized by 
some unknown operating boundary conditions and a process 
performance criterion. 

A. Process Performance Criteria 
The following criteria or targets have been defined: 
First: Operate the plant to assure that uncontrolled buffer 

tanks levels (storage tank and strike receiver) are kept within 
certain limits and to maintain the value of the Brix and purity 
of the standard liquor within a maximum and minimum 
value due to technological requirements of the crystallizers. 

               ;               

;       
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Lst and Lsr are the storage tank and strike receiver levels. 
Pusl and Bsl are the purity and Brix of the standard liquor. 

Second: Minimize the energy to the system per kg of 
produced sugar (J1, kJ/kg) and the variance of the normalized 
power to the system (J2), respecting the first target. 
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T is the total simulation time.
sugarW is the produced sugar 

flow. E(t) is the instantaneous power or energy flow to the 
first evaporator, and, ( )E t  is the moving average of E(t). 
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Being Δt, the time interval for the moving average and 
it’s equal to the total cooked time in one batch crystallizer 
(normally 9.000 seconds). 

Third: Maximize the average profit per kg of produced 
sugar ( 3J (€/Kg)), respecting the first criterion: 
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Where , ,δ β γ  are the prices of the produced white sugar 
in centrifuges (€/kg), consumed energy (€/kW) and juice 
before evaporation (€/kg), respectively. 

Fourth: Maximize the average value of the flow of juice 
before evaporation ( 4J (Kg/s)), respecting the first criterion. 

                                   ( )
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T

jJ W t dt
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This target is oriented to maximize the production 
capacity of the process, respecting the constraints. 

In the simulation, these four indexes are calculated and 
their values are available for the users (Fig. 9). 

Figure 9. Performance indexes at the simulator interface 

B. Operation Conditions 
Two days was selected as the total simulation time of 

each exercise. The cooked time in a crystallizer is about 2 
hours and a half, thus, the total simulation time must be 
broad enough to consider several batches. Thus, when the 
boundary conditions are modified, changing of a stationary 
point to another one spends several hours. 

Two different boundary conditions are specified. 
Operation condition one (OP1): 

a. The system remains in a stationary state 6 hours. 
b. Then, during 36 hours, the process is disturbed with 

variations in the flow, Brix and purity of the juice 
before evaporation. 

c. Here, the initial values of the boundary conditions 
are restored and the simulation continues during 6 
hours more until the end of the exercise. 

Operation condition two (OP2): it is similar to the OP1, but 
the flow of the juice before the evaporation is not disturbed. 
Now, it must be managed by the high level controller. 

Fig. 10 shows the trend of the uncontrolled level of 
storage tank when the operation condition one is selected and 
no actions are made over the process (red line). It can be 
seen that the storage tank level will go through the limits 
(20-80%). However, the black line shows the same situation 
with some changes in the crystallizer scheduling to satisfy 
the first target. Now, the performance of the uncontrolled 
tank level is better than in the previous situation and the 
constraint is satisfied. 
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Figure 10. Red/black (without/with control actions 

C. Summary of Study Cases 
Thus, based on the operation conditions and the 

performance criteria, four benchmark study cases have been 
proposed (Table 1). Each study case is defined by one 
operation condition and one operation criterion or target. 

TABLE I.  STUDY CASES 

 Operation Variables 
Study 
Case Conditions Criteria Manipulated Disturbance 

1 OP1 First Psf, Bs; rw/m; Wm; 

Pans scheduling 
Wj, Bj; Puj; 

2 OP1 Second Idem study 
case 1 

Idem study 
case 1 

3 OP1 Third Idem study 
case 1 

Idem study 
case 1 

4 OP2 Fourth Idem study 
case 1 plus Wj 

Bj; Puj 

The controller for the study cases number 1, 2 and 3, that 
isn’t implemented in the software, should have the same data 
interface (Fig. 11). The disturbances are the same ones (flow, 
Brix and purity of the fresh juice) and the difference is the 
target function. The study case number 1 looks for a 
controller that operates the process subject to constraints in 
some variables without target function. The controller for the 
study case number 2 must operates the process subject to the 
same constraints and minimize the J1 and J2 indexes, that are 
related with the energy consumption. Finally, the controller 
for the study case number 3 must operates the process 
subject to such constraints and maximizes the J3 index that is 
related with the greatest profit. 

 
Figure 11. Control Structure for Operation Condition 1 

For the study case number 4, the data structure of the 
high level controller changes, because the flow of the juice 
before evaporation is considered a manipulated variable, 
instead a disturbance. Now, the operation target to maximize 
is the number four (J4). In this case, the controller must look 
for the maximum production capacity of the system with 
disturbance on the Brix and purity of the juice. 

IV. SOFTWARE 
The model and control system of the show case process 

is programmed in the simulation environment EcosimPro, 
which incorporates state-of-the-art simulation features. The 
model can be simulated, and the controller could be 
implemented, within the EcosimPro software environment 
but, for those that prefer to use other tools, and in order to 
facilitate the operation of the process from a graphic Human 
Machine Interface (HMI), a system with the architecture 
represented in Fig. 12 has been set up. It combines a real 
time execution of the simulation with a SCADA system to 
supervise and control the simulation. The communication 
between both elements is made by OPC. Additionally, using 
OPC, it’s possible to connect the simulator and the SCADA 
with other external devices and software tools.  

 
Figure 12. Show case software architecture 

The SCADA system, called EDUSCA [19], was 
developed at the University of Valladolid and it’s a not 
licensed tool that runs on PC over Windows OS. It has a 
friendly configuration environment and can work versus 
simulations or real process. It’s used in a training simulator 
for control operators of sugar factories carried out by the 
Center of Sugar Technology and in some university labs. An 
example of the SCADA HMI is shown in Fig. 13. 

 
Figure 13. SCADA HMI, a synoptic of the Sugar End section 

There are different display boxes associated to the 
process variables showing their values and units. Pushing on 
them, a graphic with the time evolution of the variable is 
displayed (some instances can be seen in Fig. 6-8). If the 
variable is a manipulated one of a control loop, full graphical 
information of the loop parameters and variables is provided. 
In order to facilitate the operation of the process, an alarm 
system is included, so if any variable goes beyond the 
allowed limits the process, the operator is warned with an 
alarm. An alarm register and historic data storage is 
maintained as well. The HMI includes the possibility of 
entering changes in previously defined modifiable process 
variables, set point controllers and scheduling of the 
crystallizers. By default, the simulator runs in real-time, the 
user can to speed-up its execution by a certain rate. 
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Besides, it is possible to interact with the simulator in 
different ways to the ones previously exposed (here, 
communication details are not given). In particular, it is 
possible to use the simulator from the MATLAB-
SIMULINK environment. First, it is possible to connect the 
OPC server simulator to MATLAB-SIMULNK using the 
OPC toolbox, being MATLAB-SIMULNK a standard OPC 
client. Second, the EcosimPro simulation code, not the OPC 
server simulator, can be called directly from MATLAB using 
some functions provided for this purpose.  

Summarizing, the user can access to the show case 
simulator using the next methods: 

a) From the EcosimPro environment, if a program 
license is available. 

b) EcosimPro simulation code can be used from 
MATLAB using a toolbox supported by EcosimPro. 

c) It can be used the set formed by the OPC show case 
simulator and the SCADA system, that it is supplied 
by the developers. 

d) The OPC show case simulator can be connected with 
any OPC client. It is possible to link it with several 
OPC clients simultaneously.  

e) Especially, the OPC show case simulator can be 
connected with the OPC clients provided by 
MATLAB or SIMULINK. 

The first two methods implies run the simulation as fast 
as possible, but in the last three methods it runs in real-time, 
being possible to speed-up its execution to a certain rate. 

V. CONCLUSIONS AND FUTURE WORK 
The paper has showed the result of one and a half year of 

work to develop a complex dynamic simulator of a standard 
industrial process. The simulator, that includes the low level 
control system, is thought to serve as a test bench of plant-
wide control algorithms. The proposed control problem 
implies plant scheduling, operation and economic targets. 
Several scenarios and different performance indexes are 
defined. The combinations of these simulated scenarios with 
the targets constitute the so called study cases. 

The simulation program can be used for different 
methods and tools. The MATLAB users can run the 
simulator easily. The simulator can run in real time or to a 
certain rate of real time, but in a standard PC, due to the 
model complexity, the acceleration rate is not greater than 
20. In this way, a study case of 48 hours of real time can 
need about 2 hours of simulation time (the computational 
load of the high level plant controller is not considered). 

The system can be used for the scientific community 
interested in the plant-wide control linked to economic 
requirements. Supplementary material and software of the 
sugar factory show case can be downloaded [20]. 
Researchers are invited to use this benchmark to test their 
control algorithms for hybrid complex systems. 

As, strictly, benchmarking means comparing a solution to 
a reference, the exposed simulator cannot be still consider a 
benchmark, because a reference control system solution is 
not provided. Thus, the authors are working to supply a 
reference solution as soon as possible. 
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Abstract—This work proposes a systematic approach for model 

building and analysis of the product lifecycle processes of 

complex systems development, products and/or services, 

making use of Project Management, Business Process 

Management and Simulation techniques in an integrated and 

unified way. The approach is demonstrated making use of an 

academic model, describing an online Bookshop, but it 

envisages real systems applications and its use in Product 

Lifecycle Management in general. The modeling process starts 

with the creation of a unified reference process model, which is 

used for the development of multifaceted and cross consistent 

representations, each one related with a different view and 

discipline, aiming at the achievement of the complementary 
benefits resulting from their joint application. 

Keywords-unified conceptual modeling; product lifecycle 

management; business process management; project 

management; process simulation; process science and 

technology 

I. INTRODUCTION 

Process Science and Technology (PROST) is a 
designation given in [1, 2] to an emerging transdisciplinary 
science that addresses the integration and unification of 
concepts and techniques, which were originated and are 
traditionally used in several autonomous scientific areas, 
such as: Systems (Concurrent) Engineering (SE), Project 
Management (PM), Business Process Management (BPM) 
and Simulation. 

The research scope of this emerging unified study area is 
the complete lifecycle of complex products and services: 
modeling, building, simulating, automating, managing and 
continuously improving the system´s concurrent engineering 
process, described as the integration of product development 
and organization management processes, by means of 
creating a unified methodology and its supporting tools. 

The main focus of the unified PROST methodology is 
the development of a unique reference process model of the 
system´s engineering lifecycle (product development and 
organization management processes) under consideration 
and on its use to implement different views and applications, 
according to the various disciplines mentioned, in order to 

perform more complete studies and to achieve the 
complementary benefits of their joint application. 

In comparison to Model Driven Engineering (MDE) [3] 
and Model Based Systems Engineering (MBSE) [4], one can 
say PROST advocates a similar approach, not by creating a 
“yet another modelling view”, but by orchestrating existing 
methodologies, such as those used in SE, PM, BPM and 
Simulation, and unleashing their full potential in joint 
applications. The approach is the result of an ongoing 
research [1], but it has also been used in some real 
applications at INPE [2]. 

The current work describes the basics of the PROST 
modeling methodology, especially those aspects related with 
the Product Lifecycle Management (PLM), conducted with 
the simultaneous use of PM, BPM and Simulation modeling 
and analysis, and illustrates its application on a study case of 
an Online Bookshop. The SE dimension was intentionally 
not addressed in the work, partially due to the nature of the 
problem considered for demonstration, which does not 
require the use of proper product engineering procedures, but 
mainly for attending the article´s length restrictions. 

This work is structured according to the following 
sections: Section II presents the unified approach for 
conducting joint modeling and analysis in PROST studies; 
Section III describes the problem used as study case; Section 
IV shows the creation of the reference model of the 
Bookshop Online system; Section V describes the PM model 
and its implementation; Section VI describes the BPM model 
and its implementation; Section VII describes the Simulation 
Model and its implementation; Section VIII discusses the 
integrated analysis and the results obtained with the 
application of the methodology; and Section IX draws some 
conclusions. 

II. THE UNIFIED APPROACH FOR JOINT MODELING AND 

ANALYSIS IN PROST STUDIES 

Fig. 1 shows the unified modeling approach for joint 
applications of the disciplines or dimensions of PM, BPM 
and Simulation proposed by the authors. 

The rounded rectangles are the transformation processes 
and the cylinders stand for the model knowledge content 
(model representations) at a specific point in time. 
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The cycle starts with the definition of the system and of 
the study’s objectives, which determine the scope of the 
model to be built. The Unified Conceptual Model is the main 
product of this phase. It contains the specification of the 
logical structure of the product lifecycle model together with 

the organization’s management process (the unified system´s 
model according to the study’s objectives). This phase also 
defines the system’s boundaries, the model control 
parameters and eventual additional premises and restraints. 

 

Figure 1.  - The Unified Approach for PM, BPM and Simulation [11]. 

 
The Unified Conceptual Model is a concept that needs to 

be understood as the logical content of the system’s 
operation taking into account the study’s objectives. The 
concept of Unified Conceptual Model is similar to the one 
presented in Nance’s conical methodology for building the 
conceptual model [5], which is defined separately and prior 
to the creation of the communicative process model. An 
equivalent of the Unified Conceptual Model in 
communicative format is designated Reference Model. 

The Reference Model is created making use of Unified 
Lifecycle Modeling Diagrams (ULMD), a notation based on 
an extension of Activity Cycle Diagrams (ACD) and Project 
Evaluation and Review Technique (PERT) diagrams, 
originally proposed in Travassos with the denomination of 
Unified Simulation Modeling Diagrams (USMD) [6, 7]. The 
use of ULMD is a corner stone of the methodology, in order 
to assure the cross consistence of the other communicative 
models to be created later using several kinds of notations.  

Besides the idea of including both the product´s 
development and the organization´s management processes 
(system´s processes), another important difference in relation 
to Onggo´s [8] formulation of multifaceted modeling is that 
all the representations are used to describe the same system, 
the integrated lifecycle processes of product and 
organisation, and they must be kept consistent with a single 
reference model, which is created at the very start of the 
modeling process. 

The next step is building the system´s diversified 
communicative processes models, by transforming the 
reference model described in ULMD into different formats, 
such as PERT diagrams, Business Process Diagrams (BPD) 
and the simulation model. 

The communicative process models undergo a third step 
of transformation, the implementation or model 
programming, yielding the implemented model or model’s 
applications, which might be seen as different software 
systems or the same system that can be executed according 
to different threads. These threads are at least two: one for 
process enactment in production mode, with business 
process and project management functionalities; and the 
other one for simulation with design of experiments, the 
building of scenarios, assessment analysis and results 
displaying functionalities embedded. Both threads are fed by 
the process models, produced from the set of communicative 
models, all verified to assess their consistency and validity in 
regard to the unified system’s specifications. Data collected 
during real system’s operation are used as input data for 
simulation model execution, making validation easier and 
future scenarios projections more reliable. 

The results from the different threads of execution 
(project management execution, business process 
management execution and simulation) provide information 
for the next phase of process analysis and assessment. The 
process analysis and assessment step shall be carried out 
according to the diverse views and disciplines, making use of 
the appropriate metrics, with the aim of continuous process 
model improvement, by restarting the cycle. 

III. THE ONLINE BOOKSHOP PROBLEM 

The study case selected to demonstrate the application of 
the methodology proposed in this work is one of a 
hypothetical online Bookshop, as presented by Aalst [9]. 

The process model of the virtual Bookshop might be 
decomposed in three different sub-processes, each one 
corresponding to a different class of entity or participant of 
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the process: the Clients or Customers, the online Bookshop 
itself and the Publisher(s). 

The clients access the Bookshop´s site online via the 
Web. Initially the client places an order for a book filling out 
a form and his order and personal data are registered by the 
system. The Bookshop then sends the client´s request to a 
Publisher, who will check if the book is available in stock. 
The publisher sends a message with the information 
requested and, if the book is not available, the bookshop 
online communicates this fact to the client and the process 
ends. If the book is available, the online Bookshop informs 
the client and pays in advance the publisher, who sends the 
book directly to the client and notifies the Bookshop of the 
fact. The Bookshop sends the invoice to the client, who then 
pays the Bookshop, and the complete process is finished.  

IV. UNIFIED CONCEPTUAL MODELING AND THE 

REFERENCE MODEL 

The reference model is created at the start of the 
modeling process, making use of the ULMD notation, and it 
is used to maintain the consistency of the PM, BPM and the 
Simulation models, to be created later, making use of the 
appropriate tools. Fig. 5 placed at the end of this work shows 
the reference model of the online Bookshop problem. 

The main entities involved are: the Customers, the 
Bookshop and the Publisher, with the darker grey color in 
the middle used to differentiate the Bookshop from the other 
entities, placed in the above order. The squares are the macro 
processes or single activities (transformations that require 
real time to be executed) and the circles stand for the queues 
or actual location in which each of the entities (or token 
representing the control flow) stay along their pathway in 
their process lifecycles. Actually, one could think of these 
locations as databases or knowledge contents carried by the 
entity at a specific point of its path and the complete set of 
these databases as the descriptive (structural) model, whereas 
the process map shows the dynamical model associated with 
the product evolution along its lifecycle. If a complex 
product is under construction, one could think that a 
complete representation (including functional aspects of the 
product, using for example SYSML [10] notation) could be 
an artifact produced by a transformation activity in some 
point in time along the workflow of the product development 
process. 

This type of diagram shows important aspects of the 
model logic, such as: the main entities which are involved, 
the flow of control and how the individual processes 
communicate with each other, the queues in the system, and 
which resource is responsible for the execution of each 
activity. In the case of Customers, just one individual at a 
time is responsible for the activity being executed in his 
process lifecycle, but the other entity lifecycles could have 
many resources associated with them, which would mean 
that several instances of an order or other kind of entity 
flowing through the process map could be processed 
simultaneously. The resources are part of the organization´s 
asset and they might have an associated utilization cost, as 
well as their availability could be established according to a 
schedule varying with daytime or weekday, for example. The 

quantity of resources of each kind can be fixed based on 
some kind of cost consideration or the throughput of the 
system can be chosen as the primary control variable for 
process optimization purposes, and the workload and number 
of resources necessary could be derived – making use of 
simulation modeling and performance analysis. 

V. THE PROJECT MANAGEMENT MODEL AND ITS 

IMPLEMENTATION 

The traditional way to describe a project is by 
representing it as a sequenced network of activities, by 
means of diagrams known as PERT [11], a renowned and 
well documented technique, used for management of 
engineering projects, be it a service provided by an enterprise 
or an industrial product, aiming at their planning and 
execution control. Fig. 2 shows the PERT network of 
activities for the Bookshop Online Problem. 

 

 
Figure 2.  Project Management Model of the Bookshop Online. 

A project is traditionally seen as “a single enterprise, of 
limited time duration, formally organized, which aggregates 
and applies resources aiming at the fulfilment of precisely 
pre-established objectives” [12]. This "single enterprise" way 
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of viewing projects might be the reason why projects have 
been traditionally treated in the literature of the area and by 
computer systems developers as a matter completely 
dissociated from business process management and 
industrial serial processes. 

The analogies between these study areas and their 
particular types of problems become evident, however, when 
one considers a project not as a single process, but as a serial 
one or, equivalently, when one looks at it as a multi-project, 
made by the repetition, in parallel and possibly with some 
delay between each start, of its basic single process. The 
objective of a project management study could then be seen 
as the determination of the ideal basic process descriptive of 
the project, corresponding to the optimized distribution of all 
allocated resources to achieve the best performance both in 
terms of total process time and cost through all stages or 
phases of the project execution. 

These models can then be used for the analysis and 
management of the project under development, making use 
of PM supporting systems, including the identification of the 
critical path, the scheduling of all activities, the allocation of 
all resources, the assessment of time duration and costs of 
partial segments (model´s components) or total project´s 
process model. 

VI. THE BPM MODEL AND ITS IMPLEMENTATION 

A business process occurs when different entities 
(individuals and/or organizations) interact to achieve a 
common business goal. The business process model is 
described by a workflow of activities, that is, how the entities 
interact to perform certain tasks in order to meet the business 
goals. The jobs under execution flow among them and each 
entity performs the part of the business process he/she is 
responsible for. 

The BPM study area requires process model building in 
Business Process Management Notation (BPMN) as a means 
for the creation of representative models of the product´s or 
services´ development processes provided by an 
organization, in order to better understand them and to allow 
their continuous improvement.  

Fig. 3 shows the transformation of the ULMD reference 
model into the BPMN representation using the Bizagi´s 
Process Modeller graphical editor. 

Bizagi is a Business Process Management System 
(BPMS), a system used for implementation of solutions in 
order to model, analyze, manage and improve performance 
of an organization´s business process [13]. 

Bizagi provides a graphical user interface for business 
process design based on the BPMN notation – called Process 
Modeller – and a Suite Bizagi, an environment with many 
functionalities, for the implementation and the deployment of 
applications to help real system´s operation, automation, 
management and control, the monitoring of results and the 
analysis of performance, in order to continuously improve 
the organization´s business process. 

Graphical editors like Process Modeller allow model 
building of business process operations making use of a 
network of graphical objects, constituted mainly by the 
activities, the routing and the synchronization gates, and the 
lines showing the flow of control - the activities  ́sequence of 
execution. A BPMS, like Bizagi, provides several 
functionalities to help the development of automatic BPM 
applications, such as:  

• Model building, workflow application generation, 
execution, control, management, automation and simulation 
of business processes; 

• Real time monitoring; 
• Communication and quality improvement of 

business processes; 
• Increasing of efficiency and productivity; 
• Fast results and good ROI. 
• Optimization and continuous improvement of 

business processes at low cost; 
The editor presents a drag and drop menu with the 

BPMN elements for rapid prototyping of new models, as 
well as the maintenance or reuse of existing ones or parts 
thereof. Each component can be individually entered and 
configured, making use of the templates representative of the 
BPMN elements and of context sensitive help, allowing the 
user to speed up model construction. 

The Customer, Bookshop and Publisher processes shown 
in the reference model were transformed into pools in the 
business process model and a one-to-one correspondence of 
each entity´s activities was kept in the BPMN representation 
format, as well as were kept the control and messages flows 
connecting the activities in each pool representing the 
entity´s process cycle. 

An interesting remark shall be made in relation to the 
apparent duplication of the UPD_C_Info activity, which was 
originally depicted as a single activity under responsibility of 
the bookshop agent executed in cooperation with the 
Customer agent in the ULMD model, and now is depicted as 
a send-receive message pair in the BPMN representation. 
Actually, this kind of coupled or synchronized activities 
shown in the ULMD model is very common and they have 
been already explicitly represented in other parts of the 
model, such as the pairs (S_Query/H_Query), (In_Stock/ 
H_In_Stock), (Out_of_Stock /H_Out_of_Stock), (Confirm/ 
H_Confirmation), (Pay_Publisher/H_Payment) and (S_Bill/ 
H_Bill). These coupled activities can either be represented as 
joint tasks performed under the responsibility of a single 
agent or split in different pools, in which case they are 
represented as pair of send/receive sequential activities 
linked by messages. They are executed in a synchronized 
way, in the sense their agents interact during their execution 
and are liberated to continue their individual lifecycle 
processes after these activities are finished. Both kinds of 
representations reflect a similar logical construct and they 
were used interchangeably in the implementations of the 
BPD described in this section and in the simulation model to 
be described in Section VII of this article. 
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Figure 3.  BizAgi´s Model of the  Bookshop Online 

The initial BPMN model description built with Process 
Modeller can be later developed into a fully operational 
application making use of the BizAgi Suite module. For 
example, certain activities might require a form for data 
input by the user. These forms can be designed by the 
application developer and local and global variables can be 
defined for model parameterization and flow of control 
description. Databases can also be used linked to the model 
operation. There are several objects which might be 
configured for expressing different pre-built tasks and a 
report mechanism linked to the databases helps the 
management and analysis of model operation. 

The BizAgi Suite functionalities allow the model to be 
deployed and put into operation. The use of this additional 
module allows the deployment of the model in the form of a 
Web application accessible by usual Web browsers. A 
workflow execution engine provides the enactment of the 
activities to be performed by the agents in the application 
created to support the management of the real system. 

VII. THE SIMULATION  MODEL AND ITS IMPLEMENTATION 

Similar to the BPMN model representation created with 
the BPMS BizAgi, a simulation model is built based on the 
reference model. In the absence of automatic mechanisms for 
model transformation and verification, this procedure 
requires the modeller to check himself model fidelity with 
the reference model and its overall consistence. The 
transformation from the ULMD notation into a workflow of 
activities to be implemented using the graphical elements of 
Simprocess is done in a very straightforward way. One can 
keep the one-to-one correspondence of activities, as 
mentioned in the case of the BPD shown in section VI, but 
the representation chosen was in the form of macro or 
coupled activities, as a way to emphasize their equivalence. 
Fig. 4 illustrates the online Bookshop model implemented 

with the Graphical User Interface (GUI) of the Simprocess 
simulation system [14]. 

Simprocess is a tool for hierarchical process simulation 
modeling that combines workflow modeling with discrete 
event simulation capabilities and Activity Based Cost (ABC) 
analysis in a single environment with a friendly GUI for 
process model design. The model built using Simprocess 
shown in Fig. 4 has six types of entities defined, namely: 
Customer, Bookshop, Publisher, Message, Book and 
Payment. The entities Customer, Bookshop and Publisher are 
the same defined in the ULMD model. In the original 
Simprocess GUI interface, the drawing has colors, which 
help differentiate the entities, but the connections were also 
named to facilitate their identification in tons of grey: 
Customer, Bookshop and Publisher are represented by 
continuous lines, depicting the flow of control or pathways 
of the entities, and the dotted lines represent the message 
exchange between the processes. The dashed lines indicate 
pathways of more than one class of entity, for the sake of 
simplifying the graphical model representation, although 
these entity flows could be duplicated and differentiated 
individually, if preferred. The kind of entity flowing in each 
connection is also identified by text boxes associated with 
this particular conection. 

The entity instances of class Message are created or have 
their type transformed whenever a process needs to send a 
certain kind of message, for example at the moment the 
client enters the system and fills out a form (book order), 
when the bookshop sends this order further to the Publisher 
(query) and when the Publisher answers the request for 
information (book in or out of stock). The entities Book and 
Payment have a similar nature to the Message entity and they 
were created to represent the pathway of the Book and of the 
Payment followed in the system, respectively. Additionally 
to these entities, there were two types of resources created, 
called Bookshop Resource and Publisher Resource, to allow 
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multiple executions of the activities performed under the responsibility of the entities Bookshop and Publisher.  

Figure 4.  Simprocess Model of the Bookshop Online 

The system was tested for gradual workload increase and 
determination of warm up period. The warm up period, the 
time necessary for the system to reach the steady state, was 
determined based on the quantity of clients being processed 
in the system. Some pre-built standard graphical displays can 
be activated in Simprocess to help performing these kinds of 
analysis. 

The system maximum workload was determined by 
varying the quantity of available resources of each type in 
different simulation runs. Initially the resources were defined 
independently for each activity and just one instance of each 
type was made available. The quantity of available resources 
was gradually increased until there were no more entities 
waiting for resources in the queues in front of each activity 
and the maximum total number of occupied resources was 
reached. Based on these numbers new simulation runs were 
executed with just two kinds of resources defined, as 
previously described: Bookshop Resource and Publisher 
Resource. 

The total number of resources needed in this last case is a 
bit lower than the total sum of the individual resources 
previously found. This is due to the fact that when two types 
of resources are used they can be assigned in different points 
of the process lifecycles of the entities being served, freeing 
some bottlenecks. The use of individual resources in each 
activity might result in an oversupply, because individual 
resources cannot be allocated elsewhere in the process 
lifecycle of the entities, helping the process overall 
throughput. 

Many other predefined variables for model assessment 
maybe used, besides the total number of clients in the 
system, such as the quantity of clients being processed or 
waiting in specific points in their process flow (activities or 
queues, respectively), as well as the total number of busy 
resources and the percentage of the time they have been 
busy. 

BizAgi and Simprocess have no special integration 
mechanisms, except for import/export using XPDL model 
formats, which are not fully compatible. The integration of 

these kinds of systems is a trend though and Simprocess´ 
manufacturers advertise on the existence of integration 
facilities with Ultimus BPMS and with MS Project, which 
makes it an interesting choice for exploring the unified 
conceptual modeling concepts proposed in this work. 

The most updated version of BizAgi Process Modeller, 
Version 2.5 [13], presents also some functionalities for the 
execution of simulation runs, but these functionalities do not 
substitute the use of a simulation system like Simprocess 
[14], because the last one has pre-built facilities for the 
creation of more complex models, for making them more 
faithful to the real system and for allowing project of 
experiments and an adequate performance analysis, making 
use of scenarios. 

VIII. INTEGRATED ANALYSIS AND ASSESSMENT OF 

RESULTS 

This Section presents an integrated analysis and 
assessment of results obtained from the application of the 
PROST methodology to the case study, divided into the 
following topics: Domain of applicability and limits of the 
approach; Benefits of the methodology and its tools; and 
actual state and future goals of the research. 

A. Domain of Applicability and Limits of the Approach 

The domain of applicability of the proposed approach for 
Unified Conceptual Modeling and its application in PLM of 
complex product and service development is given by the 
discrete event systems which can adequately be represented 
by the ULMD representation, which is a hybrid creation 
from ACDs and a workflow or PERT-like network of 
activities. 

This problem class tends to be very large because a 
network of activities is a good representation of processes 
executed in discrete event systems in general. An additional 
remark to this point is that the use of this kind of diagram in 
PROST studies is solely intended for the product´s lifecycle 
process modeling, whereas other kinds of diagrams, such as 
SysML, are kept for other static and dynamical product 
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descriptions, making the overall modeling procedure very 
powerful. 

ULMD is essentially a sub-set of BPMN; nevertheless, it 
is necessary as a unified conceptual/communicative 
modeling notation due to its higher level of abstraction, 
aiming at allowing flexible modeling with the minimum 
number of elements. The kind of problems that might be 
represented by the ULMD notation includes even discrete 
event systems with a cyclical nature, such as a serial 
production processes. The transformation from a cyclical 
nature into PERT-like networks is possible and demonstrated 
in [7], since the main path and its ramifications do not need 
to correspond to one of the real entities processed by the 
model. It might be described by a virtual entity "execution 
orders or flows of control" that splits for branches that are 
executed in parallel or return for recycling in case it proves 
necessary, in the same way one can use BPMN for 
describing complex processes. 

The application of the methodology and tools derived 
from the project management area is based on the idea that 
the complete production process or its segment currently 
under analysis can be seen as a single project. The successive 
cycles representing the different batches of products are dealt 
with by replicating the basic process, which might be 
restarted any number of times, with or without a time delay, 
creating a network of activities whose graphical 
representation is drawn and executed sequentially from left 
to right or top to bottom. 

Serialized production processes are therefore represented 
as equivalent to a complex process/project of a multi-project 
nature, made of several instances of the single process, each 
instance initialized with a different start time. 

There is no need to consider multi-projects with a high 
number of identical processes, because the finish time of the 
first process would limit the number of total processes which 
would be simultaneously active in the system. The system's 
steady state behaviour would thus depend only on the 
number of simultaneous processes being carried out in it at 
any one moment. 

In some cases, it might be necessary to repeat some parts 
of a process to create its complete graphical representation, if 
the same entity needs to repeat a sequence of activities for a 
fixed number of times, differently of the treatment described 
above for cycles that are originated from the processing of 
successive jobs or entities. 

A problem arises when the number of times a segment 
must be repeated is dependent on a variable attribute for 
different instances of a class of entities being processed in 
the model. In this case the process cannot be described in this 
level of detail as a fixed PERT-like network of activities that 
needs to be traversed only once by that entity class or 
transaction existing in the model. 

In these cases, the problem may only be described as a 
PERT-like network of activities if the level of detail is 
reduced, that is, if the problem is modelled in a higher 
hierarchical form, with some details being encapsulated into 
a macro activity that has to be considered as a single activity 
for the purpose of complementary time and cost analysis 
proposed by the approach. 

B. Benefits of the Methodology and its Tools 

The idea is to take advantage from the joint application 
of several modeling and analysis techniques in support of the 
Product Lifecycle Management of complex products´ and 
services´ development processes, in order to benefit from the 
complementary aspects for which each kind of these 
techniques is especially stronger. 

From the project manager standpoint, it is expected that 
the application of BPM and simulation into PM will 
complement the benefits from the isolated application of the 
PM technique. BPM applications can be built to automate 
and help the management process. Project assessment will be 
made by a combination of the normal procedures used in 
project management with the addition of the simulation 
technique, with the aim of enhancing the understanding of 
the factors and strategies which significantly affect project 
execution. 

The analysis, using simulation, of multi-projects made by 
several single projects of identical nature, will produce a 
better understanding of its characteristic single project or 
process and allow the improvement of its descriptive 
process, by optimizing resources allocation and shortening 
the complete process or segments execution times, while 
keeping control of activities costs. 

The optimization will be based on the dissociation of the 
time delay incurred by the entities staying in the queues in 
front of each activity from the proper duration of these 
activities, what is treated as an aggregated estimation in the 
project management current studies, based on conservative 
estimative. The reduction of these waiting times by 
increasing the number of resources allocated, while keeping 
control of their relative costs, shall produce on its own a 
major gain of productivity in the execution of single projects. 

The gain in productivity will be even greater when one 
considers the scaling factor, existing in systems in which real 
multi-projects or multi-processes need to be carried out, with 
their start time shifted only by a certain delay and their 
processes being executed in parallel, by big work teams 
divided in classes by their specialities. 

The lack of this kind of analysis in project management 
studies actually performed is explained by the fact that the 
existing software tools used in this study area have no 
capabilities for experimentation of alternative forms for the 
modeling of their processes, for the animation of the passage 
of time, and for the testing of its dynamical resources 
allocation in the case of multi-projects. These are clear 
deficiencies of these systems, when they are compared to the 
existing simulation systems. These mechanisms will be an 
essential part of the hybrid PM, BPM and simulation 
environment here proposed. 

Simulation studies performed with this hybrid 
environment will keep track of the complete map of 
dependences and sequencing of all activities, as well as of 
the resources allocated in the model. Experimentation and 
simulation model assessment will be improved and 
productivity will be enhanced in some segments or in the 
overall project´s lifecycle, through the optimization of 
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resources allocation and the minimization of completion 
times, subject to costs constraints. 

This result can be achieved by creating pre-built 
mechanisms that are independent from the specific model 
under consideration, allowing model assessment for project 
enhanced productivity to become part of the normal 
objectives of simulation systems. These model independent 
mechanisms may be developed by using existing 
functionalities, or may be newly created if these 
functionalities are still not available, in an integrated PM, 
BPM and simulation environment. 

C. Actual State and Future Goals of the Research 

The ULMD model of the online Bookshop was 
implemented both in BizAgi and the Simprocess simulation 
systems. These implementations were conducted by groups 
of research students as final simulation course projects. The 
choice of the application systems above was made solely due 
to their availability as course material, but any existing PM, 
BPM and process simulation software available in the 
market can be used for this exploratory phase of the 
methodology development. 

Concepts such as the identification of idle times of 
entities staying in queues in front of activities and dynamical 
resources allocation via the use of simulation were applied to 
reduce segments or overall process completion times and 
costs in the model. Concepts such as critical paths and 
completion time for a segment of the process, typical of 
project management technique, were not applied in the 
study, since the course´s objective was the joint application 
of BPM and Simulation techniques only. Efforts in this 
direction can be proposed for future research, with the goal 
of yielding greater productivity and a thorough analysis of 
possible strategies for system’s operation.  

As expected, the tools chosen for implementation showed 
their deficiencies in dealing with some aspects of the 
modeling, such as replicating the processes and allowing the 
conduction of experiments with multiple processes in the 
case of simulation and with making activity duration 
dependent upon the quantity of resources of each class 
allocated in the model, in the case of the BPM tool. 

IX. CONCLUSION 

The joint use of PM, BPM and simulation in process 
modeling and analysis reveals that they have a 
complementary nature. The first two of these procedures 
allow for a better understanding of the logic and strategies 
for managing the lifecycle of the entities flowing through the 
system. The last one allows for the analysis of the dynamics 
of their processes, including optimization of resources 
allocation, a better evaluation of completion time of partial 
or complete production cycles, as well as their cost 
assessment. The combination of these techniques is therefore 
very promising, but the advantages of their joint use have not 
been exploited, as far as the authors are aware, for two main 
reasons: (1) first and more importantly, because there is no 
unified conceptual modeling methodology, capable of 
unifying the modeling procedure prior to the application of 
these individual techniques; (2) second, because they have 

been designed with different purposes and knowledge basis 
in mind, without considering their complementary nature. 

The first aspect can be dealt with by developing a 
unified/integrated conceptual modeling methodology, for 
which one hopes this work may have contributed, but the 
dream of achieving the full benefits of a unified 
methodology shall only come totally true if one undertakes 
the design and the building of a hybrid PM, BPM and 
simulation environment to deal simultaneously in a unified 
and integrated way with all issues involved in these 
autonomous and complementary study areas. 

This work addresses the identification of the similarities 
and differences between model representation formats used 
in the different disciplines dealing with process modeling 
and the formulation of concepts and procedures for their 
integration. An initial conceptual PROST framework has 
been proposed, which one hopes that will lead to the 
development of a complete methodology and its supporting 
tools to deal with the issue of improving PLM procedures. 
The application of PM, BPM and simulation performed on 
the study case of a Bookshop Online illustrated further the 
use of the methodology under construction. The continuation 
of the development and application of the methodology will 
require the use of existing PM, BPM and simulation systems 
to perform several case studies, as well as the creation of a 
new hybrid simulation environment, which on its turn will 
require quite a lot of software development effort. 
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Figure 5.  The Online Bookshop Reference Model. 
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Abstract—Timely access, prompt responses to patient needs, 

and availability of resources to deliver quality service are the 

key priorities of healthcare systems, in particular hospitals. To 

cope with these constraints, healthcare managers have turned 

into lean thinking and approaches in their attempts to reduce 

non-value added activities and save costs by reducing wastes. 

This paper presents a case study of a private hospital in Dublin 

that used integrated approach of value stream mapping and 

simulation modeling to assess lean implementation in 

admission and discharge processes. Simulation enabled the 

strategic management to examine the outcomes of three 

possible improvement scenarios on hospital performance 

before implementing lean strategies. The proposed 

methodology helped to identify bottlenecks and non-value 

added procedures. Results analysis showed potential 

improvement in patients’ admission and discharge cycle times, 

and offered the hospital the cost saving opportunity of 

reducing the numbers of bed required. 

Keywords-Lean; Modeling and Simulation; Healthcare. 

I.  INTRODUCTION  

Healthcare resources, like those in any other industry, are 
in high demand, and the current economic climate challenges 
both public and private hospitals to contain costs whilst 
optimizing their use. [1] outlines the challenges that face 
healthcare: slow economic recovery, rising costs and reduced 
rates of reimbursement by insurance companies, to name a 
few. Whilst their focus is on the US healthcare economy 
(which is primarily private) the issues faced are applicable 
worldwide. In Ireland, the last twenty years or so (pre 
recession) has seen an increase in people‟s earning and 
subsequent purchasing power, with a consequent rise in the 
percentage of the population with private health insurance, to 
around 46 per cent of the population [2], which equates to 
2.25 million private healthcare policy holders. However, this 
has led to a dichotomy: far from reducing the pressure on 
public services, the upsurge in private health insurance and 
the aging population profile have brought new demands for 
services in both public and private sectors. So, the number of 
private providers responding to this need has also increased 
over the last decade or so. Whilst healthcare is seen as 
relatively recession proof, the prolonged economic recession 
has impacted on all healthcare providers, increasing 
expectations on health service providers to raise service 
efficiency from external entities such as the government, the 
public/patients and, of course, insurers. Whilst such 
efficiencies have always been the focus of the private sector, 
in recent years the requirement has been expressed with 
renewed vigor. When dealing with challenges such as 

reducing costs, a hospital must take a strategic medium- to 
long-term view on how to proceed to how best to serve all its 
stakeholders fairly. Such strategic decisions determine how 
the organization will align itself with its environment [3].  

To ensure the best possibility of survival, organizations 
must scan the horizon for opportunities and capitalize on 
those that exploit their core competences. In the private 
sector, companies it must scan the horizon for opportunities, 
and capitalize on those that best exploit their core 
competences to give them the greatest chance of survival. 
These opportunities may include using frameworks and tools 
from other industries - and such tools can be adapted and 
developed to help healthcare organizations address their 
challenges. Lean thinking and simulation modeling offer two 
distinct frameworks which organizations can use to 
streamline their processes. 

In the rest of the paper, Section 2 reviews related work. 
Section 3 introduces project background. The proposed 
methodology is presented in Section 4, followed by 
experimentation and analysis in Section 5. Section 6 presents 
limitations and future work, while Section 7 concludes the 
paper. 

II. LITERATURE REVIEW 

Lean healthcare is the philosophy of improving flows of 
patients, information or goods by eliminating waste from the 
process [4] through „understanding current processes, 
identifying the areas for improvement, and implementing 
necessary change‟ [5]. The Lean approach seeks 
improvements within the organization's existing processes 
but without the substantial reorganization that would require 
costly investments. Waste erodes quality and results in 
„inefficiencies, higher operating costs, increased potential for 
errors and worker frustration‟ [6] – so, the logic behind lean 
thinking is to pursue the optimization of value streams (from 
the consumption point of view) by eliminating waste and 
non-value added activities. To identify the sources of such 
waste and non-value added activities, as well as 
opportunities of improvement, value added activities must be 
mapped using systematic tools and techniques [7]. A value 
stream can be defined as the collection of activities that are 
operated to deliver a product or service or a combination of 
both to a customer [8]. The Value Stream Map (VSM) 
technique demonstrates material and information flow, maps 
out value-added and non-value-added activities and provides 
time-based information about performance. This VSM 
technique is based on generating a current state map that 
shows the current performance and conditions of the studied 
systems, and a future state map which serves as a target for 
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improvement actions. Its simplicity and effectiveness have 
led to VSM being effectively integrated into several 
applications, appropriate to both manufacturing and non-
manufacturing situations. Although the lean concept 
originated in the automobile industry, the increased 
application of lean practices in healthcare has seen growth in 
the popularity of modeling tools such as VSM [9]. VSM  has 
been successfully utilized as a lean implementation tool in 
many different healthcare systems, from small physician‟s 
clinics [10] to larger and more complex systems such as 
Emergency Departments.  

Although VSM is very effective in presenting system 
parameters such as operation cycle times and resource 
capacities and availabilities, it does not have the ability to 
analyze the impact of system settings on performance. 
Various authors agree that the potential for lean healthcare 
exists, but evaluating its successful implementation remains 
a challenge [11]. Others argue that lean healthcare has too 
often been adopted unquestioningly and may actually result 
in more harm than good: [12] argue that the redesign of 
healthcare‟s complex processes „leads to continued 
fragmentation of healthcare work, loss of autonomy for the 
health professions, and a potential increase in hospital 
misadventure‟. This is due to the fact that VSM lacks 
prediction capabilities, so, it is also difficult to know if the 
desired level of system performance is the best that can be 
achieved. Moreover, value stream maps cannot take account 
of system variations and uncertainty [13], so, VSM must be 
integrated with another technique that can handle system 
variation, show dynamics between system components and 
validate the future state before any improvement steps can 
actually be implemented. Modeling and simulation can fulfill 
this need. Modeling and Simulation tools have the 
capabilities to fulfill this need. 

Simulation can be used to master new business concepts 
such as agile and lean management [14]. Unlike VSM, 
simulation offers more thorough analysis of a system‟s data, 
including examining its variability, determining whether the 
data is homogenous, and estimating the probability 
distribution that fits the patterns of the data. This kind of in-
depth analysis of data enables simulation to be used to 
support continuous improvement [15] and to model systems‟ 
future state maps, so, showing the ideal state of the system 
that can be pursued over time. The advantage of using the 
simulation approach in a lean context is not limited to the 
phase of developing a future state map, but extends to 
selecting the best alternative to the current system status. 

III. PROJECT BACKGROUND 

The tertiary partner hospital in this study is a private 
hospital in Dublin which provides a full range of services, 
including (among others) an Orthopedic centre, 
Oncology/radiotherapy care, eight operating theatres, and an 
Emergency Department (ED) that operates 12 hours a day, 
six days a week. There are two particular drivers for this 
project: 

- Patient perceptions of Quality. Quality can have many 
definitions - a product‟s quality can refer to whether it works 
or not, looks good or not, adds value or not. In the case of 

service, quality is much more subtle - it depends on both the 
provider and the recipient - here, the patient– it is all about 
their perception of the experience. Delays in any process 
result in patients literally sitting or lying around. For a fully 
conscious patient this can be frustrating, as there is no 
perceived value in waiting, unless it is recovering after 
illness or surgery. However, many patients also attend the 
hospital as in-patients for diagnosis, so, there are plenty of 
opportunities and potential causes for delays.  

- The continuous improvement ethos of the hospital. The 
hospital has been through the Joint Commission International 
Accreditation (JCI) process twice, which requires that all 
aspects of managing the hospital - from leadership to 
infection control to the patient journey - are clearly stated for 
all staff to see. This is to be achieved through written 
policies, procedures and guidelines, and the whole process of 
setting everything down in writing is a good way of spotting 
gaps in the service offered. The JCI process sees continuous 
quality improvement as a cornerstone to accreditation, and 
requires quality improvement be embedded in the 
organization's culture. The hospital has Key Performance 
Indicators (KPIs) and performance benchmarks. It constantly 
strives to improve its processes, and runs quality 
improvement initiatives, both large and small, both within 
departments and hospital wide. 

The hospital‟s Quality Improvement Committee meets 
monthly to discuss policies, procedures and quality 
initiatives in the hospital. Amongst the quarterly statistics 
and KPIs it considers is the average Length of Stay (LOS) of 
patients. LOS figures are averaged over the whole hospital 
population, although in reality lengths vary according to 
patient diagnosis, and many factors contribute to LOS 
variations, both qualitative (individual doctor practice style, 
individual patient diagnosis) and quantitative (discharge 
policy implementation, bed supply, method of payment) 
[16]. Delays in patient discharge are due to various factors: 
inconsistent discharge rounds (doctors attending when they 
can), delays in waiting for tests and in discharge 
prescriptions and late referrals to allied health professionals. 
The delayed discharges have a negative impact on 
availability of acute beds, admissions of elective and 
emergency admissions and overall patient experience. 
Currently the discharge process in the partner hospital 
depends on when consultants conduct their ward rounds. If it 
is decided to discharge a patient it is recorded in the patient‟s 
chart. A junior doctor then organizes any medications and 
last minute tests, and the patient‟s discharge summary, and 
the nurse notes when the patient leaves in their electronic 
record on the Hospital Information System (HIS). Discharge 
data on the HIS shows discharges primarily occur after 
midday, which has a negative impact on the availability of 
beds for both elective and ED admissions. The admissions 
process for both elective and ED patients can be quite 
lengthy. The main problem is the assignment of a bed for the 
incoming patient, which can be affected in leaving patients 
are discharged late, which may not only lead to patients 
experiencing significant delays, but to them being assigned 
to an inappropriate ward if there is no bed available on the 
appropriate ward. This means consultants have to make 
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rounds to other wards as well as those they are primarily 
assigned to, and necessitates further ward transfers when an 
appropriate bed does become available. If the bed manager 
had better information regarding bed availability s/he would 
be able to make more efficient admission decisions. At the 
beginning of this study, there was too much waste in the 
system but where exactly it arises needs to be clarified. 
Operations meetings have also highlighted the need for the 
hospital to have strategies for coping with unexpected 
influxes of admissions, when bed availability becomes 
critical. This paper describes a collaborative project between 
the bed management team and the research team. The main 
objective is to analyze the situations which cause discharge 
delays and propose valid solutions.  

IV. PROPOSED METHODOLOGY 

As identified earlier, lean thinking helps remove or limit 
the impact of non-value adding steps in a process. However, 
lean management requires a team of people; it is an 
expensive method of process redesign. Implementing an 
unsuitable or ineffective change creates further waste, as 
well as frustration. Simulation modeling offers the 
opportunity to test process alternatives in a safe environment. 
The issue outlined (i.e., the admission-discharge process) is a 
day-to-day problem which has implications for strategic 
planning. As the work involves processes at the patient level 
Discrete-Event Simulation (DES) is suitable. The objective 
is to aid the bed administrator to allocate beds more 
efficiently, which will impact positively on the LOS of both 
the elective and ED admissions (both of which currently 
suffer delays due to the ad hoc discharge process) increasing 
patient satisfaction. An important added benefit is that this 
will help the hospital prepare better for any „bed crises‟. 
Using lean principles as the foundations, the framework 
devised for examining these issues involves 1) identification 
of the process; 2) identification of the value to the patients; 
3) develop VSM for the process(es); 4) develop the 
simulation model; and 5) experimentation and analysis. 

A. Identification of the Process 

There are many distinct processes in a hospital, but they 
are all inter-connected. Fig. 1 presents the overall patient 
journey, whether they enter the process as an elective 
candidate or via the Emergency Department, where they will 
have been diagnosed as requiring further treatment as an in-
patient. The Bed Manager then allocates the patient a bed, 
and they are given in-patient treatment until they are 
discharged home, or for further treatment elsewhere, or (in 
the worst case) to the mortuary. 

 
Figure 1.  Overall admission-discharge process 

B. Identifying the Value to the Patient 

Literature shows a link between discharge and admission 
rates: both the elective and ED admission processes were 
reviewed separately with respect to the affect delayed 

discharge had on bed allocation. The time the patient spends 
in the admission process can be viewed as part of their 
overall LOS. Delays in either admission or discharge are 
non-value added „activities‟ which directly affect the 
patient‟s perception of the quality of their 
diagnosis/treatment; delays for the patient are frustrating at 
best and life-threatening at worst. Other „customers‟ who are 
indirectly affected by delays in the process include referring 
doctors (who want their patients to be treated effectively and 
efficiently) and insurance providers. 

C. Develop Value Stream Maps for the process(es) 

Value stream mapping (VSM) gives a pictorial 
representation of the flow of materials, people and process 
information from the start to the end of a process. It includes 
all activities involved in the process, whether they can be 
categorized as value-added (e.g., blood tests); non-value 
added necessary (e.g., the patient completing their insurance 
details); and non-value added unnecessary. This can 
highlight problems and can help identify their causes, 
assisting managers in prioritizing process improvements. The 
overall pictorial representation VSM gives can also enable 
other stakeholders (doctors, senior management and 
accreditation inspectors) to appreciate the process more 
easily and more fully.  One the process to be mapped has 
been selected, VSM involves 1) talking to frontline staff 
involved in the process (here, bed manager, ED manager, 
admission clerks, etc.) to map each stage of the process on 
paper 2) collecting data to produce a current state map; and 
3) conducting a critique of the current state to identify 
wasteful areas of the process which offer the best chance of 
being changed. 

1) Elective Admission VSM 
Fig. 2 shows the VSM of the admission of elective 

patients, with relevant information attached to each step of 
the process: 1) capacity (i.e., number of people available to 
perform that step); 2) type (i.e., personnel required to 
perform that activity); and 3) P/T: process time is the time 
required to complete the activity. The averaged time taken at 
each step of the process is recorded in a time line at the 
bottom of each image - for example, the time taken for the 
Bed Manager to assign a bed for an elective admission can 
take between 10 and 15 minutes, so, is averaged to 12 
minutes. The timeline is presented from the patient‟s 
perspective, and includes process time and wait time. Process 
time represents value added activities, usually involving the 
patient (e.g., transfer to the patient room, attending radiology 
for a scan) while wait time is the time spent in an activity the 
patient is not involved (e.g., waiting for a bed to be 
assigned). 

2) ED Admission VSM 
The developed VSM constitutes of two parts – the main 

process (Fig. 3) and a sub-process (Fig. 4), which shows the 
patient having a scan in radiology. The associated time lines 
are shown at the bottom of each figure where these figures 
are the most likely value for the corresponding step (i.e. 
triangular distribution). The map was created to illustrate the 
impact delays in the diagnostic process can have on an ED 
patient's admission experience. Mapping the sub-process 
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adds complexity to the model, making it a truer 
representation of the real system and increasing the quality 
of the simulation model. 

 

 
Figure 2.  VSM Elective admission process 

 
Figure 3.  VSM ED admission process 

 
Figure 4.  VSM ED admission sub- process 

The times assigned to each step in the ED admission 
process was collected through observations carried by 
medical and administration teams. These times were 
summed according to type to determine where the overall 
process suffers most in terms of non-value added activities: 
the ED sub-process was evaluated separately as it contains 
both waiting and processing times. Table I shows the results.  

TABLE I.  VSM WAIT, PROCESS AND TOTAL TIMES 

 
 

The total time taken for the elective admission is 78 
minutes, which may seem surprising given that these patients 
are scheduled appointments. The total time taken for ED 
admissions (including the sub-process) is 239 minutes, 
nearly half of which this is non-value added elements 
composed of the waiting involved between steps. The two 
longest wait periods occurs when 1) diagnostic tests are 
required – these may involve long scan times (MRI) or 
preparation (patients drinking contrast medium before a CT 
scan). These activities can be seen as non-value-added but 
necessary in order to have the scan; and 2) Awaiting for a 
bed to be assigned and to become available, which are non-
value added elements. 

D. Developing the Simulation Model 

The analysis of empirical data is essential in developing a 
robust simulation model that considers the time features of 
the examined system in terms of the volume and patterns of 
demands. Historical records were gathered from the hospital 
information system over a 6 months period, as provided by 
hospital managers. The data included occupancy rates, 
elective, ED and overall admission numbers. The average 
percentage of late discharges (after noon) was determined as 
83 per cent (see Fig. 5).  

 

 
Figure 5.  Late discharges as percentage of overall discharges 

As the discharge process affects bed availability, average 
bed occupancy levels was determined to be 91% due to the 
high rate of late discharge (Fig. 6). Average bed occupancy 
levels were determined to be 91% (Fig. 6). We argue that the 
discharge process - and specifically, late discharges - is a 
significant factor in this figure, which we argue is too low. 
The simulation model was designed to reflect this relation 
between the late discharging rate and the bed management 
performance issues. The data collected was also analyzed to 
extract the arrival rates of patients after categorizing them to 
ED patients and out patients after they had been categorized 
into those needing admission, and those need out-patient care 
(Fig. 7). 

Based on this analysis of empirical data and the VSM 
results, a comprehensive simulation model was developed 
for the admission-discharge cycle(s) in the hospital. 
Simulation model modules were connected to resemble the 
VSM processes, where blocks are connected to create 
conceptual flow chart, which simplifies the construction of 
the simulation model. 
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Figure 6.  Bed occupancy levels over a 6-month period 

Thus, the top level of the simulation model defines the 
overall model structure, with the sub-level blocks containing 
additional modules with more details. The simulation model 
was developed using ExtendSim package and object-oriented 
programming was used to customize pre-defined blocks. A 
database was used to save the measured KPIs (i.e., avg. 
occupancy levels, avg. LOS, and avg. waiting time for ED 
admission) after each simulation run, after which the 
simulation output was exported in tabular form for future 
analysis and validation. 

 

 
Figure 7.  Number of admissions for ED and elective patients 

E. Verification and Validation 

Developing the simulation model depends on the right 
process being modeled and it being modeled (or built) 
correctly. As disconnects can exist between real world 
problems and models of those problems, the verification and 
validation processes are crucial. The model used six months 
data gathered from the HIS to predict average occupancy 
within four per cent of actual values. Literature states 10 per 
cent statistical accuracy as being an acceptable level 
(Connelly and Bair, 2004). Fig. 8 shows the correlation 
between predicted and actual occupancy rates. 

Real (blue line) refers to the original data set, but these 
included bed in the observation ward, which opened on day 
136. Their inclusion increased the number of total beds 
available, thus, skewing the data, so, it was decided to 
remove the observation beds from the analysis. This „new‟ 
data is represented by the „Real after modification‟ (green 
line). The „Simulated‟ (red) line represents the values 
predicted by the model - as the figure shows, these two track 
each other. 
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Figure 8.  Correlation between predicted and actual values 

V. EXPERIMENTATION AND ANALYSIS 

A. Scenario Design and analysis 

Bed availability becomes a significant problem if there is 
an increased demand due to ED admission rates or the effect 
of late discharges. Increasing the number of beds in the 
hospital and improving the discharge planning for patients 
were the main two solution options the management team 
wanted the model to examine and analyse. Two variables 
were introduced to examine these strategies: number of beds 
available and late discharge rate, and three main scenarios 
were then introduced, as shown in Table II.  

TABLE II.  SIMULATION VARIABLES FOR BASE SCENARIO AND 

SCENARIOS 1, 2, AND 3 

 Number of beds Late discharge rate 

Baseline Scenario 145 83% 

Scenario 1 
110 to 170 with a step 

of 5 
83% 

Scenario 2 145 
0 to 1 with a step of 
0.1 

Scenario 3 
110 to 140 with a step 

of 5 

0 to 1 with a step of 

0.1 

 
It could be expected that increasing the number of beds 

above the current level (i.e., 145 beds) would lower bed 
occupancy levels and decrease ED waiting times, while 
decreasing available bed numbers (without changing any 
other variables) would lead to significantly increased delays 
for patients waiting to be admitted (Table III). However, 
changing available bed numbers caused no significant 
change in penitents‟ average LOS in the hospital, because the 
discharge process still unchanged (i.e., the late discharge rate 
remained constant at 83%). 

On the other hand the simulation shows that reducing the 
late discharge rate (i.e., scenario 2) would have a significant 
impact on the average LOS (see Table IV).  

As the Table IV shows, continuously decreasing the 
proportion of late discharges constantly decreases bed 
occupancy levels, allowing the hospital the opportunity to 
decrease its number of available beds instead, with the 
attendant cost savings. To examine this possibility in more 
detail, the model examined (as scenario 3) a combination of 
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different discharge rates and the potential associated 
reductions in bed numbers. 

TABLE III.  SIMULATION RESULTS OF SCENARIO 1 

Number 
of Beds 

Bed 
Occupancy 

ED Waiting 
Beds (hrs) 

Avg 
LOS 

(days) 

110 95 13.8 4.5 

115 95 12.1 4.5 

120 94 9.6 4.5 

125 93 3.2 3.9 

130 93 5.1 4.3 

135 92 3.5 4.4 

140 92 3.3 4.4 

145 91 2.4 4.4 

150 83 0.7 4.2 

155 81 0.4 4.3 

160 78 0.2 4.3 

165 74 0.1 4.3 

170 71 0.1 4.3 

 

TABLE IV.  SIMULATION RESULTS OF SCENARIO 2 

Late 

Discharge 
Rate 

Bed 

Occupancy 

ED Waiting 

Beds (hrs) 

Avg LOS 

(days) 

0 51 0.0 2.1 

10 56 0.0 2.4 

20 61 0.0 2.7 

30 64 0.0 2.8 

40 70 0.0 3.2 

50 73 0.0 3.4 

60 79 0.2 3.7 

70 85 0.9 4.1 

80 91 2.4 4.4 

90 93 6.7 5.0 

100 98 13.7 5.8 

 
Interestingly, as the rate of late discharges decreases, the 

possibility of reducing the number of beds increases, while 
the quality of care for patients in terms of waiting times for 
beds and LOS in hospital also improves (see Fig. 9). These 
results of the simulation scenarios suggest that increasing 
bed numbers can be considered a knee-jerk reaction and will 
only solve the problem temporarily; as once more beds 
become available the referral rate for elective procedures will 
also increase. From an operations perspective, new beds are 
very expensive because they have to be staffed appropriately 
and there may often be limited physical space available to 
respond to higher occupancy: so, this is not a realistic option.  

It is clearly more efficient and cost-effective to review 
the discharge process to identify effective actions to decrease 
delayed discharges. This goal can be accomplished by early 
medical assessments (ward rounds), faster laboratory or 
diagnostic imaging results; fulfilling prescriptions in the 
pharmacy in a timely manner; and discharging patients to 
alternative care settings. The majority of patients' discharges 
are delayed because a nursing home bed, homecare 
packages, other community supports, rehabilitation facilities 
or other types of alternative care are not available. In an 
analysis of the reasons for the delay in discharging it was 
found that 75% of those patients were seeking nursing home 

care. Therefore providing short- and long-term beds has a 
substantial effect in reducing waiting times in many other 
stages of healthcare system. As acute hospitals become more 
technologically advanced in diagnostic and interventionist 
care, perhaps they are no longer appropriate settings for 
convalescing. Hospitals may want to consider „step down 
units‟ as an option for the future, which would dove-tail well 
with the increasing current use „hub and spoke‟ model. Hubs 
are based in large conurbations not served by tertiary care 
hospitals, and specialist clinics in these towns refer patients 
to the underlined studied Hospital for specific sub-specialty 
care such as orthopedic surgery, vascular surgery. 

VI. LIMITATIONS AND FUTURE WORK 

While the information gathered for the VSM came 
directly from people involved, the quality of the data was not 
actually audited, so, assumptions and estimates had to be 
used for some steps. The documentation methods used to 
record some steps of the processes – hand-written notes in 
the patient‟s physical chart and entries on the patient‟s 
electronic record - can make capturing data about those steps 
difficult. And while simulation modeling can present 
possible solutions and the impact changes can have on a 
process, it does not take account of all the varied and often 
challenging professional bureaucracy environments. 

VII. CONCLUSION  

Further investigation is also required to substantiate 
preliminary findings, as certain assumptions were made, 
primarily about the discharge process (as noted previously). 
So, future work should incorporate a small team of people 
directly involved in the processes to gain results data of 
richer quality. Use DES modeling in conjunction with 
system dynamics model to work with, rather than against, 
each other. Hospital processes are interdependent and their 
efficiencies (or wastes) affect others, so, a system-wide 
(aggregate) view should be modeled. The person most 
affected by the whole system is the patient. The DES can 
inform the SD model to identify potential synergies between 
processes. This work discusses the practicalities, challenges 
and limitations of applying lean healthcare modeling to a 
hospital process – so, it represents a risk assessment for 
process change. It incorporates the principles of lean 
management (focusing on the patient journey through a 
process and seeking to identify, and so reduce, unnecessary 
waiting and non-value-added activities) and simulation 
modeling (testing solutions to balance capacity and demand) 
to improve the delivery of healthcare to patients. The 
problem in question is the impact late discharge has on bed 
availability and admission processes. 

Lean principles were applied to the problem, and the 
processes involved were mapped to achieve greater 
understanding and so inform the simulation model. Scenarios 
were run, focusing on the late discharge rate and its effect on 
numbers of bed required and patients‟ wait times overall 
LOS, allowing a future state map to be built. Simulation does 
not consider the environment or culture around a process - 
resistance to change may have to be addressed and 
countermeasures proposed - while a hospital may have a 
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change culture, this does not mean the consultants are parties 
to it. 

 

 

 
Figure 9.  Simulation results of scenario 3 

To achieve change, manager may have to seek 
opportunities for greater collaboration with consultants and 
include them in hospital change strategies. 
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Abstract—This paper presents the author's stochastic model of 

bus line operation, taking into account the variability of traffic 

conditions, as a result of disturbing factors. General structure 

of the model bases on graph and events theory. In this 

approach, bus line has been described by bus stops and 

sections between these stops, and the most essential traffic 

processes: running following sections, alighting and boarding 

passengers at bus stops, waiting for the possibility to 

departure. In the mathematical description of the simulation 

model, a dynamical system of matrix-vector equations is used. 

The fundamental element of presented model is the state vector 

of the system. It includes all important information about 

operation of each bus line: variables allowing to define location 

of each bus on a line in time and space, variables describing the 

occupancy of all buses and values of scheduled ride times 

which enable to evaluate punctuality. All parameters of the 

model have been determined with statistical and stochastic 

methods using, on the basis of extensive and identification own 

research including various types of sections (with or without 

separated bus lanes) and diversified location and types of bus 

stops. Presented simulation model can find wide application 

among others: to create feasibility studies for investments in 

public transport, evaluation of solutions streamlining bus 

traffic, planning bus routes and developing timetables. 

Keywords- urban transport; bus lane; simulation 

I.  INTRODUCTION 

Operation of public transport requires permanent quality 
control of provided services. It is only with complete 
knowledge about the state of public transport, when efficient 
continuous improvement activities can be carried out. For 
this reason, public transport quality research should be 
conducted in a manner possibly continuous, in order to 
enable evaluation of not only current quality indicators but 
also efficiency of measures taken, such as: separated bus 
lanes and priorities in traffic lights. 

Bus service is far more prone to traffic disorders than rail 
transport due to moving, mostly, in the stream of other 
vehicles. Currently, in Polish cities, one observe the 
increasing influence of overcrowded streets on deterioration 
of bus traffic conditions leading even to total breakdown of 
punctuality and regularity. The speeds achieved by buses 
vary, even within the same traffic route and the same time 
period. There are many factors influencing travel times of 

buses (e.g., [1], [2]), like the infrastructure of streets, 
intersections, and bus stops, the traffic conditions and 
organization of traffic, as well as the motoric and behavioral 
conditions.  

General rules of bus public transport modeling and 
optimization were shown in publications [1], [3] and [4]. 
There are many publications with micro-simulation point of 
view. In [5], Mahmoud and Hine described a multi-criteria 
evaluation of user perception towards bus services and 
measures the gap in the perceptions held by current and 
potential users. Paper [6] illustrates a new method of 
calibration of bus performance parameters in the microscopic 
scale. Liu and Sinha [7] considered the problem of reliability 
of an urban bus network using a dynamic micro-simulation 
model framework. All above approaches are characterized 
by high level of accuracy. 

However, micro-simulation models are very problematic 
due to the large number of inputs. For example – in Polish 
conditions, measurements in public transport consist of 
occupancies and stop-to-stop travel times registration. 
However, traffic volume measurements are usually not 
conducted at the same time. The range and the quality of the 
available information are usually not sufficient to be used in 
micro scale models for large areas of the city. On the other 
hand, the  macro-simulation models have  too general 
character. However, there is a gap between the highly 
accurate micro-simulation models and models in macro 
scale. Therefore, it was decided to build a model in which 
the reference point will be the efficiency of a bus line. This 
model should take into account traffic condition and various 
kinds of street infrastructure. 

The aim of the author’s own research is among others to 
determine: 

 What is the influence of disturbing factors onto bus 
line operation? 

 What functional parameters (including: average 
travel and running speeds and their variation) could 
be obtained in predetermined conditions under the 
influence of different external factors? 

 What is the efficiency of separated bus lanes? 
Answering these questions at the stage of investment 

planning is the basis of adequate implementation of 
privileges for bus public transport. A tool facilitating 
evaluation of potential investment effects presents a 
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simulation model of a bus line operation in differentiated 
traffic conditions. This model could be applied to the 
analysis of each bus line or public transport corridor, 
operating in urban conditions, taking into consideration 
streets’ infrastructure and traffic conditions. The model can 
be helpful for time-table‘s better designing, in scheduling 
procedures, in planning and designing bus routes, and in 
network analysis (with the four steps approach [8]), in 
estimating input data for macro-simulation models. 

In section 2, the general structure of the model is 
described, whilst in Section 3, the mathematical model based 
on the system matrix equations was shown. Section 4 
explains two important models’ elements: bus running time 
between following stops and initial conditions for every 
course on the bus line. In Section 5, an example of possible 
simulation results is presented. Finally, Section 6 presents 
the conclusion of the paper. 

II. GENERAL STRUCTURE OF THE MODEL 

It has been initially assumed, that the model will reflect 
processes occurring on a bus line, on meso scale. It will help 
obtain output data more precise than in the case of 
commonly applied macro-simulation models. At the same 
time, the model does not require such a great volume of input 
data as in micro-simulation models. Previously, this kind of 
approach was used in [9], where mathematical description of 
an urban bus route in peak hour traffic was presented. 

The structure of the bus line operation model is based on 
graphs and events theories. The graph theory gives a 
possibility of selecting basic elements of any bus line. 
Whereas, the theory of events is very useful in description of 
all the special events taking place during bus line operation.  

According to the graph theory, any bus line can be 
described as a simple digraph structure (Figure 1), where the 
set of vertexes consists of bus stops on the line, and set of 
edges consists of sections between these stops.  
 

Figure 1.  General structure of the model of bus line operation. 

Majority of bus lines in European cities (excluding circle 
lines) operates in two directions. Last stop in first direction is 
situated on the same terminal as the first stop of second 
direction. Sections between these stops have technical 
character, and are also taken into consideration. 

The description of model’s elements is shown in Table I. 

TABLE I.  SETS OF ELEMENTS IN DIGRAPH STRUCTURE  

Name of set Description 

Set of bus stops  pmvDV
m

P ,...,0;)(   

Set of stop-to-

stop sections 
 1,...,0);();,()(

1



pmDVvvvDA P

mmm

O  

Set of technical 

sections 
 )(,);,()(

00
DVvvvvDA P

pp

T   

 
In this moment, the bus line can be treated as completion 

of individual modules: “between stops section” – “stop”, 
located at the end of this section. This approach could be 
used in stop-to-stop travel time analysis. On the basis of 
times of departure from following stops, one is able to 
establish the time span between individual stops, forming the 
basis for constructing schedules and also the values of stop-
to-stop speeds. As well, punctuality and regularity indicators 
can be calculated. It is however not possible, to indicate 
reasons for current and potential disorders on the bus line, as 
the information about the time between departures does not 
give any insight into the structure of travel time between 
following stops – how much time of it is the running time 
and how much is dwell time. As a result, it is difficult to 
estimate, if extended time of module completion on a line is 
caused by difficult traffic conditions on a section, or if it is 
the effect of exceeding traffic capacity of a stop, or increased 
numbers of alighting and boarding passengers. In the same 
way, positive effects of privileges for buses (e.g., separated 
bus lanes) are not easy to extract. 

For describing the traffic processes occurring on the bus 
line, the methodology of discrete events has been applied. 
The essence of which is the assumption that times of 
subsequent events are predictable on the basis of previous 
events occurrence. The simulator does not take into account 
the state of a model between subsequent events, it reacts to 
specific events occurring subsequently and the model status 
remains unchanged – until it changes, as a result of previous 
event. Simulation watch moves until the next event from the 
events’ list occurs and then operations provided for this 
event are performed. 

On every stop-to-stop section, a large group of possible 
events influence onto travel time. They are connected with 
any possible stoppings during the line operation at the stops 
areas and at the intersections, e.g., the: moment of stopping 
at the inlet of intersection (because of red signal), the 
moment of stopping just before the stop (because of busy 
stop positions), the moments of start and end of alighting and 
boarding passengers, the moments of start and end of 
opening door, the moment of physical departure from the 
stop. They have fundamental influence on the state of the bus 
line, but their number is individual for any course on the line. 
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Only few of them are obligatory, while the rest might occur 
or not. 

In the presented simulation model, it is assumed that only 
the most important discrete events should be taken into 
consideration (Figure 2). Three possible events have strong 
influence onto current state of the line: moment of start 
alighting and boarding passengers, moment of end alighting 
and boarding and moment of departure from stop. 

These three discrete events always have a place (except 
request stops), and start three of the most significant 
processes on every stop-to-stop section:  

 Running time – defined as time interval between 
the moment the bus is starting from one stop and 
stopping at the next one. 

 Alighting and boarding time – defined as time 
period between the moment of start and the moment 
of end of alighting and boarding passengers, even if 
door is still open. 

 Time of waiting for possibility to departure – 
defined as time between the moment of end of 
alighting and boarding passengers to the moment of 
physical departure from the stop. 

According to Figure 2, the stopping time consists of 
alighting and boarding time and time of waiting for 
possibility to departure, because of impossibility of start its 
movement. 
 

Figure 2.  Possible events during one stop-to-stop operation. 

All remaining events were aggregated to these three 
processes. The biggest simplification concerns running time, 
where the number of possible influences is the largest. But, 
because of the planning character of the model, and its 
usefulness – this simplification was assumed. If necessary, 
this approach can be completed, as in [10]. 

On the first and last stop (on terminals) – only one event 
is important. In case of beginning stop (number “0”), only 
the moment of departure is important (event 3), in case of the 
last stop on the line – only the moment of start of alighting 
and boarding is considered (event 1). Moment of departure 
from first stop can be estimated as semi-random variable. 

The last part of the structure of the model – is a group of 
buses operating on the line. Final description on every event 
on the bus line has the form (k, j, m, i), where: 

 k – course number (1, 2, 3, …; even numbers – first 
direction, odd numbers – second direction), 

 j – individual number of the bus on the line (j = 1, 2, 
…), 

 m – number of stop (m = 0, 1, 2, …, p), 

 i – number of event (i = 1, 2, 3). 
Set (2, 3, 10, 3) means that bus number 3 during course 

number 2 has just departed from the stop number 10. 
Was also assumed, that model should have stochastic 

character. Full description of the model’s structure is 
presented in [11]. 

III. THE MATRIX MODEL 

For reasons of utility of presented model, it is critical to 
capture dynamics of individual processes occurring on a line, 
in particular the changes of location of subsequent buses in 
time and space. Vehicle movement and connected with it, the 
passenger relocations (described with events), result in 
changes of the system state, the system being a bus line. 
Earlier described elementary occurrences happening during 
each module (between stops section – bus stop) are the 
grounds for developing a matrix system. 

Knowledge of the system state in a current moment and 
of the past system inputs (especially those of random 
character), allows to specify the system state at later 
moments. Dynamics of the model is taken into account by 
changes of traffic conditions on sections between bus stops, 
random changeability of passengers’ streams at bus stops 
and thanks to including the influence of time the buses spend 
at the final terminals on starting moments, and also duration 
of subsequent courses. 

A. Matrix equations  

The proposed model of a bus line operation can be 
expressed as dynamic vector and matrix system of discrete 
events, as following: 

 r

mjk

rrn

mjk

rrw

mjk

r

mjk

r

mjk wCuBuBxAx 1,,1,,21,,13,,,1,1,,    


3,0,,31,1,1,23,,,11,1,,1,1,, jk

r

mjnk

r

mjk

r

mjk

r

mjk xExExExDy  
 

31Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-308-7

SIMUL 2013 : The Fifth International Conference on Advances in System Simulation

                           42 / 209



 s

mjk

s

mjk

ss

mjk

s

mjk

s

mjk

s

mjk vwCuBxAxAx 1,,1,,1,,1,1,,2

2

1,1,,12,1,, )(    


3,0,,21,1,,12,1,,2,1,, jk

s

mjk

s

mjk

s

mjk xExExDy  
 

 l

mjk

ll

mjk

l

mjk

l

mjk wCuBxAx 1,,1,,2,1,,3,1,,    


3,0,,33,1,,22,1,,13,1,,3,1,, jk

l

mjnk

l

mjk

l

mjk

l

mjk xExExExDy  
 

The occurrence of each event on a line (taking into 
consideration every bus operating on the bus line ) is defined 
by a system of two equations: 

 equation of the system state (i.e., (1), (3), (5)), 

 equation of system outputs (i.e., (2), (4) and (6)). 
The description of all model vectors is given below. 

B. Vectors 

The most vital element of the system is the state vector 
defined only at discrete moments of time, responding to 
occurrence of subsequent events on a line (Table II). It 
consists of current time of simulation (for every vehicle on 
the line in every determined moment of time), occupancy of 
vehicle, current distance from starting stop (every vehicle on 
the line) and scheduled, cumulated  travel time – needed for 
punctuality indicators. 

Vectors of deterministic system inputs are assigned to 
basic movement processes occurring on a line. Two of them 
include information influencing travel of the section between 
bus stops, with and without bus lane – these are section 
lengths and the number of crossroads located on the sections. 
The vector of deterministic inputs influencing the passenger 
exchange includes average intensities of alighting and 
boarding passenger streams, while vector of inputs 
connected with bus waiting for the possibility to leave the 
bus stop focuses average standard time of waiting, average 
length of extending the waiting time and time of covering a 
section according to a time-table.  

Vectors of random system inputs represent uncertainty at 
the system input and contain random component of the time 
of covering the section between bus stops, of passengers 
exchanges and of waiting for the possibility to leave the bus 
stop, as well as random components of the number of 
passengers alighting and boarding at the bus stops.  

Random components for the duration of processes are 
established as random variables from normal distribution of 
zero average values and variances defined for particular 
types, respectively, buses, stops and between stops sections. 
The random components of the number of passengers 
alighting and boarding have been modeled as random 
variables established from the Poisson distribution. 

 
 
 

 

TABLE II.  INPUT VECTORS IN PRESENTED SIMULATION 

MODEL OF BUS LINE OPERATION  

Name of the 

vector 
Vector Description 
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System outputs are tightly linked to the system state. 
There can be distinguished 11 output values, which are 
included in three vectors (Table III). These are: drive 
duration at the moment of beginning passenger exchange, 
actual time of covering a section, current distance from the 
starting stop, interval between vehicles at the time of 
reaching a bus stop, drive duration at the moment of 
finishing passenger exchange, alighting and boarding time, 
number of passengers on a bus leaving a bus stop, drive 
duration at the moment of leaving the bus stop, time of 
waiting for the possibility to leave the bus stop, deviation 
from the time table, interval between vehicles at the moment 
of vehicle leaving the stop. On the basis of system outputs 
line functioning quality indicators can be determined, 
including indicators of punctuality and regularity and travel 
comfort. 

TABLE III.  OUTPUT VECTORS IN PRESENTED SIMULATION 

MODEL OF BUS LINE OPERATION  

Name of the 
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Vector Description 
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running) 





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Time of waiting for 

possibility to departure 

Deviation from time 
table 

Between buses interval 

(after stopping) 

 
The remaining elements of the model (described in [11]), 

are: matrixes of status, inputs and outputs containing among 
others, established on the basis of empirical studies, running 
time parameters, dwell time and time of waiting for the 
possibility to leave a bus stop. 

IV. ESTIMATION OF CHOSEN MODEL 

COMPONENTS 

All matrix elements have been estimated with the help of 
statistical methods, on the grounds of vast measurements’ 
results of bus operation in four Polish cities – mostly with 
the use of GPS receivers. A similar method was used in [12]. 
In total, more than 21 000 departures from the bus stops have 
been registered. Below, the results of estimation of selected 
model’s parameters are presented. 

A. Running time 

The most significant element of a single module on the 
bus line is the running time. At the same time it is the most 

difficult element to determine, due to the number and 
influence of distracting factors. Even in very similar traffic 
conditions, it is possible to obtain very different travel times 
of subsequent buses of a line. In particular, substantial 
differences of travel times occur at the sections where buses 
travel on general access lanes, which are typical for high use 
of capacity and even exhausting the capacity. In the model, 
diversity of sections between stops has been taken into 
account – firstly – in terms of existing or not separate bus 
lanes, next, in terms of the way to isolating or the degree of 
using conventional capacity of a lane. 

In case of section with separated bus lanes, average 
running time for individual types of sections between bus 
stops has been modeled with linear function of multiple 
regression: 


m

r

sm

r

l

r

m slt    

Dependent variables in this model are: the length of the 
section between following stops (lm [km]) and the number of 
intersections with traffic lights located on this section (sm [-
]).  

Sections with separated bus lanes differ among each 
other, therefore, they have been diversified in terms of 
number of cars turning right with bus lane using, and also 
number of maneuvers connected with access to targets, 
located by the lane, including parking lots on pavements.  

Regression formula in case of section with separated bus 
lane, without essential influence of turning right vehicles’ 
traffic (type AB) – on the basis of measurements: less than 
100 [veh/h]) – on the inlet of signalized intersection is as 
follow: 


mm

ABr

m slt  38,014,1,

1
 

If, on the section is located at least junction on which 
more than 100 [veh/h] turning right with bus lane using (type 
AS), then, the average running time can be estimated from 
the other formula: 


mm

ASr

m slt  27,017,2,

1
 

Whereas, in case of frequent (evaluated subjectively) 
additional maneuvers on the bus lane (type AP), connected 
with access to targets, located by the lane (e.g., parking, 
supplies), average running time can be calculated by the 
formula:  


mm

APr

m slt  18,087,2,

1
 

Bus running time on the sections without separated bus 
lanes can be described by similar regression formula with 
one additional variable. It is number of intersections zm [-], 
without traffic lights, where buses perform subordinate 
relations: 
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
m

r

zm

r

sm

r

l

r

m zslt    

Sections without separated bus lanes have been classified 
in terms of their traffic conditions, assessed by planning 
method. They are determined on the basis of the traffic ratio 
of measured hourly traffic volume to estimated value of 
critical, planning volume, for one direction, r [-], described 
in [13]. These critical planning volumes refer to situations in 
which the car drivers looking for alternative travel paths. The 
traffic volumes should come from measurements – or in case 
of new investments – from microscopic analysis. Below, 
individual formulas for all specified cases were shown.  

As very good traffic conditions (defined as type ZA), 
there were evaluated cases, when traffic ratio r is smaller 
than 0,5. In this situation, the bus speeds are high and limited 
only by drivers: 

 )(28,077,1,

mmm

ZAr

m zslt   

In this case, running times can be shorter even than in 
case of sections with separated bus lanes (type AB). 

Sections with good traffic conditions were defined as 
sections, where the traffic ratio is smaller than 0,8 (type ZB). 
In practice, occasional blockings of the buses take place:  

 )(16,072,2,

mmm

ZBr

m zslt   

Medium traffic conditions are most commonly found in 
big Polish cities (type ZC). In this case (no congestion), bus 
speeds are strongly limited by other lane users. This time, the 
traffic ratio is smaller than 1,0. 

 )(13,008,4,

mmm

ZCr

m zslt   

In presented model, the congestion (type ZD) was 
defined as poor traffic conditions, where traffic ratio is 
bigger than 1,0, but smaller than 1,2. In this case, many car 
drivers look for alternative paths, while buses move slowly 
with frequent stoppings – not only on the inlets of 
intersections. Therefore, the number of junctions is not 
relevant. Regression formula has the form: 


m

ZDr

m lt  47,6,  

The last type of section (ZE) corresponds to a critical 
traffic conditions, where buses operate in permanent 
congestion – the traffic ratio is higher than 1,2:  


m

ZEr

m lt  99,8,  

Random components of travel times on sections between 
bus stops are generated as random variables from Normal 
distribution with zero mean and variance defined with the 
function of section length. 

B. Initial conditions  

It is of great importance to establish initial values for 
simulation of each course on the line, beginning at the first 
stop (at the terminal). In the model, current time of every 
course duration depends on the average value and random 
component of deviation from time table on the last stop, 
during previous course completed on this terminal. This 
problem was also considered in [14].  

Average value of deviation on the initial stop is 
determined depending on the length of actual reserve of 
operational time on the terminal or the volume of delay of 
reaching the terminal in relation to the time-table moment of 
scheduled departure during the next course. The value of the 
deviation random component is estimated with the use of 
Normal distribution with zero mean and standard deviation 
estimated on the basis of empirical studies. In order to avoid 
extreme cases, during simulation the “three sigma” rule has 
been included.  

Occupancy of a vehicle leaving the initial stop equals the 
number of passengers boarding at this stop. It results from 
the assumption that the bus approaching the bus stop is 
empty and it is only possible for the passengers to board. The 
number of passengers boarding at the initial stop is estimated 
as a random variable from Poisson distribution, where the 
parameter is the average value of passengers’ stream 
intensity and the length of current (simulated) line interval. 
So, on the first stop on the line, state vector can be thus 
represented in the form: 





















 



0,,

0,,

0,,0,,

3,0,, 0

jk

jk

jkjk

jk

R

b

dR

x

 

Other model’s elements have been described in [11]. For 
example, the average alighting and boarding time were 
modeled by non-linear multiple regression formulas, as the 
dependence from numbers of alighting and boarding 
passengers and current occupancy of the bus – for 6 types of 
vehicles (midi, normal and maxi – with low and high level of 
floor). Average time of waiting for possibility to departure 
was varied depending on the bus stop location (near side, far 
side nearest intersection, on the section) and location of stop 
positions on the lane or on bay. 

V. SIMULATION RESULTS 

Numerical execution of the model represents author’s 
simulation software, called “AUTOBUS” – developed in the 
Mathematica 6.0 environment. It has been created on the 
basis of demonstrated mathematical, stochastic model. The 
simulation model has been verified by comparing the results 
from simulations of two urban lines with the results of 
independent measurements.  

Functioning of the simulation model has been presented 
on the example of existing Cracow’s bus line No. 130. The 
line was modeled by taking into consideration real traffic 
conditions and true values of passengers’ streams. 
Calculations were conducted for afternoon peak hour, in 
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order to obtain conclusive results of such a simulation – 20 
hours were executed and compared. As a result, the set of all 
variables defined in output vectors was obtained. 
Additionally, “AUTOBUS” offers set of statistics, for 
example: confidence intervals for all calculated variables. 
Figure 3 shows the travel time on the line 130 (only one 
direction), while Figure 4 shows the deviations from time 
table. 

 

Figure 3.  Example of simulation results –travel time on bus line 130 

(blue: mean value of travel time, green – confidence interval for average 
travel time, red – shortest and longest travel time). 

 

Figure 4.  Example of simulation results –deviations from time table on 

bus line 130 (blue: mean value of deviation, green – confidence interval for 
average deviation, red – slowest and highest deviation from time table). 

Similarly, in this way, the changing passengers’ streams 
can be shown, separately for every bus and for whole bus 
line.  

VI. CONCLUSIONS 

A realization of the bus line operations is assumed to be a 
sequence of running times between following stops and 
times spent by buses at the stops. In this paper, a single bus 
line model in meso scale was presented, which could help to 
close the gap between existing micro and macro simulation 
models. This model will make easier the comprehensive 
analysis of any bus line operating in urban area. It could be 
used  in: 

 Scheduling procedures, especially in case of new 
lines, as a first approach, before starting and during 
first phase of operation (designed schedules have to 
be verified by measurements). 

 Network analysis of public transport, in estimating 
input data for  macrosimulation models of bus 
networks (e.g., VISUM software). Model could be 
useful also for better network calibration. 

 Feasibility studies of new network elements, when a 
more detailed approach is not required. 

In the further approach, additional elements will be 
attached to the model. For better stopping time description 
also the moments of stoppings just before the stop will be 
considered. The next step should be extending the model of 
effective priorities in traffic lights. Till this moment, in 
Polish cities, this kind of improvements for buses was 
implemented very seldom. 

REFERENCES 

[1] Transit Cooperative Research Program TCRP, Report 100, Sponsored 
by the Federal Transit Administration, “Transit Capacity and Quality 
of Service Manual,” 2nd Edition, Transportation Research Board, 
2003. 

[2] M. Bauer, “Analysis of bus lanes’ incomplete functional efficiency, 
(in Polish)” VIII Conference  Transportation Problems in Cities in 
Motorized Congestion, P15-17 June 2011, Poznań-Rosnówko, 
Poland. 

[3] V. R. Vuchic, “Urban Transit. Operations, Planning and Economics,” 
John Wiley & Sons, Inc., Hoboken, New Jersey 2005. 

[4] A. Ceder, “Public Transit Planning and Operation: Theory, Modeling 
and Practice,” Elsevier, Butterworth-Heinemann, Oxford, UK, 2007. 

[5] M. Mahmoud and J. Hine “Using AHP to measure the perception gap 
between current and potential users of bus services,” Transportation 
Planning and Technology, Vol. 36, No. 1, pp. 4-23. 

[6] J. Zhang, N. Hounsell and B. Shrestha, “Calibration of bus 
parameters in microsimulation traffic modelling,” Transportation 
Planning and Technology, 2012, Vol. 35, No.1, pp. 107-120. 

[7] R. Liu and S. Sinha, “Modelling Urban Bus Service and Passenger 
Reliability,” The Third International Symposium on Transportation 
Network Reliability, 19-20 July 2007, The Hague, Netherlands. 

[8] A. Szarata, Simulation analysis of CO2 emission for different land use 
development schemes, Archives of Transport, Vol. 24, Issue 4, 
Warsaw 2012, pp. 579-591. 

[9] P. Anderson and G. Scalia-Tomba, “A mathematical model of an 
urban bus route,” Transportation Research, 4B, 1981, pp. 249-266. 

[10] R. Bąk, “Simulation Model of the Bus Stop,” Archives of Transport, 
Vol. 22, No 1 / 2010, pp. 6-25. 

[11] M. Bauer, “Influence of street's infrastructure onto bus public 
transport operation,” doctoral thesis, Cracow University of 
Technology, 2008. 

[12] C.E. Cortés, J. Gibsona, A. Gschwender, M. Munizaga and M. 
Zúñiga, “Commercial bus speed diagnosis based on GPS-monitored 
data,” Transportation Research Part C 19 (2011), pp. 695–707. 

[13] A. Brzeziński and A. Waltz, “Construction of hierarchical traffic 
models in road network, doctoral thesis, Warsaw University of 
Technology, 1998. 

[14] W.H. Lin and R.L. Bertini, “Modeling Schedule Recovery Processes 
in Transit Operations for Bus Arrival Time Prediction,” Journal of 
Advanced Transportation, Vol 38, 2004, pp. 347-365. 

 

 

35Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-308-7

SIMUL 2013 : The Fifth International Conference on Advances in System Simulation

                           46 / 209



A System of Pendulums on a Regular Polygon
Alexander P. Buslaev

Moscow Automobile and Road
State Technical University

Moscow, Russia, apal2006@yandex.ru

Alexander G. Tatashev
Moscow University

of Communications and Informatics
Moscow, Russia, a-tatashev@rambler.ru

Abstract–We consider a dynamical system, which can
be regarded as a transport model. A stochastic and
deterministics versions of the model are investigated. The
behaviour of the first version of the model is stochastic
only at the beginning and over some time becomes a pure
deterministic system. The second system comes to a steady
state, which depends on the initial state. Considered models
can be interpreted as cell automata.
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I. FORMULATION OF PROBLEM

We consider a mathematical model of a dynamical system.
This model can be interpreted as a system of particles, which
move in accordance with some rules. The movement of these
particles is similar to movement of connected pendulums [1].
The model has also an equivalent interpretation. Namely, the
support of movement can be considered as a closed sequence
of contours. There are four vertices on each contour, as shown
in Fig.1, and a particle, which occupies one of the vertices at
each discrete time instant. Each contour has common vertices
with two adjacent contours, as shown in Fig. 3. The model
can be described as a Markov chain [7]. States of this chain
correspond to configurations of particles.

We have obtained mathematical results that concern the
behaviour of the system. The cases of small dimensions can be
studied by exhaustion. Simulation is used in cases of greater
dimensions.

The considered model is similar to a traffic model, which
was introduced by K. Nagel and M. Schreckenberg and
can be interpreted in terms of cellular automata [2]. Nagel
and Schreckenberg investigated the movement on an one-
dimensional lattice (straight line or circle).

In Section 1, the considered system is described. In Sec-
tion 2, a formal description of particles movement rules is
given. In Section 3, some propositions are formulated concern-
ing a version of the model with a stochastic rule. In Section 4,
some propositions are formulated concerning a version of the
model with a deterministic rule.

A contour is considered, which contains four cells NWSE
(North, West, South, East). A particle moves on the contour
in accordance with rules formulated below. The rings can be
joined at points (vertices) NWSE forming a network, as shown
in Fig. 1 and Fig. 3.

N

W

S

E

Fig. 1. Basis rings

Let us describe the rules of particles movement on the ring
NWSE

(1) Red state of particle A. If at present time the cell C ahead
of the particle A in the direction of movement is occupied by
the particle B of another ring, then the particle A does not
move.

(2) Green state of particle A. If at present time the cell
ahead of the particle A in the direction of movement is vacant
and not concurrent, then the particle A comes to C for one
step.

(3) Yellow state of particles A and B. If at present time the
same cell C is the next cell in the direction of movement for
two particles A and B (no more particles can be as the network
is plane), then, with probability α = α(A), the particle A
moves and the particle B does not move, and, with probability
β = 1− α, the particle B moves and the particle A does not
move.

The cell C is called concurrent.

Consider the following systems.

(a) We identify nodes N and S, W and E of the same ring,
and we get an elementary ”pendulum”, Fig 2, n = 1.

WE NS

Fig. 2. A ring with joined opposite poles
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(b) We consider also a ”necklace”, i.e., a closed system
containing n rings, Fig. 3, n > 1.

1

2

4

5 6

3

Fig. 3. Necklace

If we identify nodes N and S in each ring of ”necklace”,
then we get a circular pendulum. Round nodes can be occupied
successively by particles of the neighboring pendulums, and
square nodes can be occupied only by their particle. A
pendulum is a side of a regular polygon, as shown in Fig. 4.

1

2

34
5

6

7

8

9
10 11

12

Fig. 4. Circular (hexagonal) pendulum

The main problem considered in the paper is to investigate
the system behavior for different possible initial conditions:

(i) state of synergy, at which all particles move unimpeded;

(ii) state of collapse, at which all particles stop as they
cannot move in accordance with the rules;

(iii) spectrum of system velocities; each particle, during time
T, moves at T1 steps and does not move at T − T1 steps, or
some particles stop and other move permanently.

The considered model is somewhat similar to models inves-
tigated in [3- 6], where cellular automata have been used for
the local description of the traffic. The difference is that, in
present paper, a network model has been introduced.

II. CIRCULAR α -n -PENDULUM

Consider a regular polygon with n vertices, as shown in
Fig. 4. The cells are numbered from the vertex E, counter
- clockwise 1, 2, 3, 4, as shown in Fig. 1. Even numbers
correspond to main positions and odd numbers correspond to
peripheral positions.

States of a particle, on the pendulum k at moment T, are
denoted by

xk =′′ (2k) + 1′′, if the particle occupies the cell 2k and
moves in direction of 2k + 1;

xk =′′ (2k) − 1′′, if the particle occupies also the cell 2k
but moves in the opposite direction;

xk = ”(2k + 1) − 1”, if the particle of the k-pendulum
occupies at the right peripheral cell and moves back to the
cell ”2k”;

xk =” (2k − 1) + 1”, symmetrically.

Suppose the cell 0 and the cell 2n are the same cell. The
cell 1 and the cell 2n + 1 are also the same cell. Suppose
x1, x2, x3, . . . , xm are the states of particles at present time.
Then

(1) (xk) ̸= (xk+1) ∀k, 1 ≤ k ≤ n as two particles cannot
occupy the same cell;

(2) if (x∗
k) = (x∗

k+1), then the cell (2k + 1) is concurrent,
and the probability of gain are α and 1 − α; i.e., with
probability α realize

x∗
k+1(T ) = xk+1(T + 1), xk(T + 1) = xk(T ),

or with 1− α respectively

x∗
k(T ) = xk(T + 1), xk+1(T ) = xk+1(T ).

(3) if (xk) = x∗
k+1, then xk+1(T + 1) = xk+1(T ), i.e., the

particle k + 1 does not move;

(4) if x∗
k(T ) = x∗

k+1(T ), then xk+1(T +1) = xk+1(T ), the
particle k + 1 does not move, i.e., xk(T + 1) = xk(T ).

III. SOME RESULTS FOR α-n-PENDULUM

The following results have been found for the case 0 < α <
1.

3.1. For all initial states, after a time interval with finite
expectation, no concurrent cells occur.

3.2. For all initial states, the system comes to the state of
synergy for a time interval with a finite expectation.

3.3. At the state of synergy, the same four states of the
system are alternated with period 4.

3.4. If n = 2, then for all initial states (T = 0) the system
comes to the state of synergy no later than at time T = 2.

3.5. For any T, with non-zero probability, concurrent cells
can still appear after time T.

3.6. Example one. Let us fix E = 1, N = 2, W = 3,
S = 4, as in Fig. 1. Let us consider one direct movement on
necklace or equivalent pendulum with n = 3. Let (i1, i2, i3)
be a state of the system, where ij = 1, if jth particle is at the
right position, ij = 2, if jth particle is at the middle position
and moves to left; ij = 3, if jth particle is at the left position,
ij = 4, if jth particle is at the middle position and moves to
right.

Suppose the initial state is (4, 4, 2). The following transi-
tions can be realized

(4, 4, 2) → (1, 4, 3) → (2, 4, 4) → (3, 1, 4) →

→ (4, 2, 4) → (4, 3, 1) → (4, 4, 2).
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The system has returned to the initial state after 6 steps, as
shown in Fig. 5.

3.7. Example two. One more example. Consider a dynamical
system of type shown in Fig. 3, with n = 4 and codirectional
movement of particles. State of particle is denoted by letter
R, or G, or Y.

с

с

G

R

Y Y

G

G G

Y YG

G

G G G

R

GG

Y Y

G

Fig. 5. Nondisappearing yellow color: step by step

Thus, some states with concurrent particles can be repeated
with non-zero probability.

3.8. Synergy effect. Suppose n = 3, and all initial states are
equiprobable. With probability 10/13 the system comes to the
state of synergy than at time k = 4. With probability 3/13 the
system comes to the state of synergy after time interval with
expectation M

M ∼ 1

1− α
, α → 1,

M → 1

α
, α → 0.

In the last case, no finite number k exists such that with
probability 1 the system comes to the state of synergy earlier
than at time k.

3.9. Digital synergy. At the state of synergy, the configu-
ration of particles is defined by position unique one.

IV. RIGHT-PRIORITY n-PENDULUM

Suppose α = 1 (analogously, α = 0, left - priority). We
follow Euler technology [10] of hypotheses burning.

4.1 Qualitative property. There are initial states such that
the system comes to the state of synergy no later some fixed
time, and there are such states that all particles move with
same velocities that are less than 1 transition per time unit.

For every initial condition, the average velocity of pendulum
is greater than 0.5 transition per time unit.

4.2. Let us suppose n = 2. For all initial states (k = 0),
the system comes to the state of synergy no more than at time
k = 2.

4.3. Let us suppose that n = 3 and all initial states are
equiprobable. With probability 23/26 the system comes to the
state of synergy no later than at time k = 4. With probability
3/26 the same 6 states alternate with period 6. In this case
there are 4 transitions of every particle per a period, i.e., the
velocity of every particle is equal to 2/3. The expectation of
particles velocities is equal to 25/26.

4.4. Let us suppose that n = 4 and all initial states are
equiprobable. With probability 75/97, the system comes to the
synergy for a fixed time, and the same four states alternate with
period 4. With probability 22/97, since some fixed time, the
states of one of two sets alternate with period 16. In this case,
there are 12 transitions of every particle per a period, and the
velocity of particles equals 3/4. The expectation of particles
velocities is equal to 183/194.

V. CONCLUSION AND FUTURE WORK

We have considered a behaviour of a deterministic system.
A stochastic and deterministics versions of the model are
investigated.

A ”two-dimensional pendulum”, which is shown in Fig. 6,
will be presented.

Fig. 6. Two-dimensional pendulum

Vertexes with even sum of row and column indexes,
so called ”papa-vertexes”, contain particles, which move to
neighbouring vertexes ”mama” according to some plan. One
particular case is equivalent to dynamical model of flow on
chainmail, as shown in Fig. 7.
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Fig. 7. Flow on chainmail

We also plan to discuss the connection with cellular play of
Conway [9].
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Abstract - Driving simulators support the development process 
of new vehicle systems, such as Advanced Driver Assistance 
Systems (ADAS). Driving simulators are varying in their 
structural complexity, fidelity and cost. Furthermore, they 
consist of numerous simulation models that cooperate at 
runtime. These partial models represent dedicated aspects of 
the vehicle under test, other traffic participants as well as the 
environment. Since the development of a driving simulator is 
costly and complex task, testing and training of ADAS often 
requires more than one driving simulator. There is a need for a 
reconfigurable driving simulator that allows the operator to 
reconfigure the simulator and its structure or exchange the 
simulation models in a simple way without in depth know how 
of the system structure or interface topology. This paper 
describes a concept for a task-specific reconfigurable driving 
simulator for testing ADAS. A systematic for the development 
process is presented, the key software and hardware 
components of the driving simulator are identified, and a 
configuration mechanism and its software are briefly 
presented.  

Keywords - Advanced Driver Assistance Aystems (ADAS); 
reconfigurable driving simulator; confiuration mechanis; 
solution elements 

I. INTRODUCTION 

The influence of modern Advanced Driver Assistance 
Systems (ADAS) on the vehicle gets more and more 
complex making it increasingly difficult to understand and 
hence analyze the interplay between ADAS, vehicle, vehicle 
environment and driver. Driving simulators have played a 
vivid part in developing new automobiles and their 
subsystems, providing reproducible testing conditions and a 
safe testing environment, as well as a means to reduce 
development time and cost.  

Nevertheless, driving simulators are typically designed 
and built for a special purpose in order to support a specific 
analysis task in a predefined environment. Adapting such 
systems to support new functions or applications is very 
complex, time consuming, and often not feasible. Thus, with 
the increasing role of ADAS, there is a need for highly 
adaptable and reconfigurable systems that can be 
conveniently tailored to new specific functions.  

Such a reconfigurable driving simulator closely 
resembles a building block concept. The various simulation 
models, software and hardware components that constitute 
the driving simulator need to be widely combinable. 

Moreover, there are also different levels of details simulation 
models, ranging from simple low-fidelity models to their 
respective complex high-end models, which provide a 
detailed simulation. Also the hardware components range 
from simple to complex components, which constitute 
different simulator setups that are capable of simulating 
specific aspects of the ADAS under test [1]. 

A reconfigurable driving simulator requires compatible 
software and hardware interfaces and a reliable checking 
mechanism to achieve consistent configurations of the 
system [1]. 

The second section of this paper, will describe the state 
of the art and the related work. The third section will 
describe the reconfigurable driving simulator concept. The 
fourth section will be a conclusion and the future work. 

 
This work is part of the project TRAFFIS (German 

acronym for Test and Training Environment for Advanced 
Driver Assistance Systems). 

II. RELATED WORK 

Modern driving simulators show a broad range of 
applications, e.g., driver and safety training, vehicle 
evaluation, road design, and vehicle dynamics simulation. 
They can be used for research purposes to study the behavior 
of the driver, develop and evaluate new vehicle subsystems 
such as ADAS, driver training and many more. Furthermore, 
driving simulators range from expensive from low-cost 
desktop systems, which are even used in small companies, to 
high-end systems, which can realistically affect an entire 
vehicle mounted on a motion platform. Due to the big 
variation of the driving simulators complexity, fidelity, cost 
and the purpose of use; the conception, specification and 
selection process of a driving simulator is a hard process [2-
4]. Typically the driving simulator user is not an expert in 
driving simulator techniques and can’t decide easily which 
driving simulator match with his requirements. Methods for 
selecting a driving simulator have been developed, for 
example, Negele [5] proposed a method that allows the 
developer of new vehicle technologies to formulate and 
customize a driving simulator concept to match his 
requirements, in form of advice which subsystem has to be 
used in which application scenario. 

Here are also three examples of previous attempts 
towards building a reconfigurable driving simulator: 
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A. UCF (University of Central Florida) Driving Simulator 

The UCF driving simulator housed in the Center for 
Advanced Transportation Systems Simulation; is a driving 
simulator with a high driving fidelity and immense virtual 
environments. The UCF driving simulator provides a 
research platform for multi-disciplinary investigations in the 
traffic engineering area [6].  

The UCF simulator was designed, that the vehicle 
simulation model and the vehicle mock-up are 
interchangeable [7]. 

B. University of Valencia Training Simulator  

The Valencia training simulator is a cranes driving 
simulator for training of new workers and operators of port 
areas that are responsible for loading and unloading ships 
[8]. 

The Valencia driving simulator was designed, that the 
crane simulation model and the projection system are 
interchangeable [8]. 

C. BVG Trams Driving Simulator 

The “Berliner Verkehrsbetriebe” (BVG) is the widest 
tram network in Germany [9], the BVG simulator providing 
a training platform for the trams driver. 

The BVG simulator was designed so that the tram mock-
up is interchangeable. 

 
There were three examples of simulators, which are 

giving some configurability or flexibility by exchanging one 
or more components of driving simulators, these examples 
shown that till date there is no method or approach, which 
allow the user to reconfigure whole the system without in 
depth know how of the system structure and components. 

III. RECONFIGURABLE DRIVING SIMULATOR CONCEPT  

Towards a reconfigurable driving simulator, there is a 
need for a development systematic. It describes how to build 
up a reconfigurable simulation system. The main concept of 
the development systematic is described in form of 
phases/milestones diagram as shown in Fig. 1. It is divided 
into the following five phases/milestones:  
 
A. System specification 

In this phase the driving simulator will be specified 
by using specification technique. The specification 
technique itself will be shortly described and the 
important specification results e.g. the application 
scenarios will be presented. 

 
B. Solution elements deployment 

In this phase the existing solution elements e.g. 
different variants of the vehicle mock-up will be 
consolidate into the reconfigurable system. The concept 
of the solution elements deployment will be presented. 
 

C. Configuration mechanism development 
In this phase a configuration mechanism will be 

developed. This ensures the consistency and 
compatibility of the selected solution elements from the 

above step, to build a valid configuration setup of the 
driving simulator. 
 

D. Configuration tool development 
In this phase a user friendly interface will be 

designed and developed, to allow the user easily to 
select the suitable solution elements and to generate a 
driving simulator configuration. 

 
E. Simulation initialization 

In this phase the interface between the generated 
configuration and the simulation software will be 
developed. 

 
On the following part, each phase/milestone, as well as 

the results of each phase/milestone, will be described. 
 

Detailed Principle 
Solution for One Variant

Morphological Boxes of 
Solution Elements

Confi guration                 
Mechanism

Confi guration Tool

Reconfi gurable Driving 
Simulator

Phases/Milestones Tasks/Methods Results

System Specifi cation
 ● Identify the environment infl uences
 ● Defi ne the application scenarios
 ● Derive the requirements
 ● Create the functions hierarchy
 ● Create the active structure

 ● Identify the existing solution 
elements

 ● Classify the existing solution 
elements

 ● Defi ne a consistently interface for 
each component

 ● Create system components and 
solution element data base

 ● Create system consistence matrix
 ● Create solution elements compatibi-
lity check algorithm

 ● Identify the tool requirements
 ● Create a graphical user interface
 ● Defi ne the selection sequence
 ● Defi ne the confi guration fi le 
structure

 ● Test and verifi cation of the tool

 ● Interface the confi guration fi le struc-
ture with the simulation software

 ● Test and verifi cation confi guration 
fi le and the simulation software

2

  Solution Elements 
Deployment

Confi guration Mecha-
nism Development

Confi guration Tool 
Development

Simulation Initialization

1

3

4

5

 
Figure 1.  Reconfigurable driving simulator development systematic 

A. System Specification 

Driving simulators are complex multidisciplinary 
systems, which consist of mechanical components; such as 
the motion platform, electronics components e.g. 
microcontrollers, control components e.g. motion cueing 
algorithms, and Information technology components; such as 
various software and simulation models. Accordingly, a 
driving simulator with a motion platform is considered as a 
typical mechatronic system. 

In order to describe a mechatronic system in early design 
phases, which is called “Principle Solution”, the Conceptual 
Design Specification Technique for the Engineering of 
Complex Systems ”CONSENS” is used [10], which was 
developed at the University of Paderborn. 

As shown in Fig. 2, the developed specification 
technique divides the description of a principle solution into 
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different partial models according to specific aspects as 
following: requirements, environment, application scenarios, 
functions, active structure, shape and behavior [10]. 
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Figure 2.  Specification of coherent partial models according to 
CONSENS [10] 

We used CONSENS to develop the driving simulator 
principle solutions; this modeling process was done during 
many workshops with the driving simulator developers and 
users, who are involved in the TRAFFIS project. The 
important modeling results will described in the next part. 

 
Environment: Investigation of the driving simulator 

environment shows that the external influences come from: 
driver, driving simulator operator, driving instructor/test 
manger, energy source and the ground. 

 
Application scenarios: As described in the introduction; 

the TRAFFIS project focuses on testing and training for 
ADAS. The ADAS example used here is a Headlamp 
Control Module (HCM). HCM is a driver assistance system 
developed by Varroc [11]. It controls the headlamps to 
ensure an optimum road illumination by using high beam as 
often as possible. The project partners defined 7 application 
scenarios, which were classified and summarized into 3 
different simulator setups as following: 

 TRAFFIS Full Version: This application scenario 
has the most complex structure with a full scale 
motion platform. Its target is to test an ADAS 
control unit and the camera as Hardware in the Loop 
(HiL) simultaneously together with a Driver in the 
Loop (DiL). 

 TRAFFIS Portable Version: This application 
scenario is a stripped version from the full version; 
its target is to train truck drivers on the new 
ADAS.The training should be by the logistics 
centers onsite, therefore a portable system with 
simple motion platform is needed. 

 TRAFFIS Light Version: The aim of the application 
scenario is to test ADAS as Software in the Loop 
(SiL). Here, only a computer based system is utilized 
without a motion platform. This version is useful for 

the ADAS developers in early phases to test his 
control algorithms daily in a simple way. 

 
Active structure: Since the full version is the most 

complete simulator configuration, it is modeled in this partial 
model in order to identify the driving simulator main 
components and the relationship between these components, 
with help of the defined application scenario. The result of 
the active structure modeling will be presented next and it is 
shown also in a simplified way in Fig. 3; they are categorized 
into the well-known model-simulation-analysis process. 
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Figure 3.  Identified driving simulator system components 

The main result from the first phase is the identification 
of the driving simulator main components within in the 
principle solution; the important identified components are 
described as following: 

 
Emotion (software): This is a software tool that allows 

the automatic generation of virtual roadways based on 
geographic information systems [12]. The software generates 
logic and graphic representation of the environment. 

Configuration tool (software): Target of this tool is to 
create a driving simulator setup depending on the user needs 
by selecting the desired software and hardware components 
to generate a task specific driving simulator setup. This 
software concept will be described in detail in section C and 
D. 
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Assistant (software): This software operates in a 
preprocessing step, reads the configuration file, allocates 
selected software components, loading them, then distributes 
them over the available resources (computers, real-time 
hardware, etc.).   

Operator (software): The operator software is a user-
friendly graphical user interface, which enables the driving 
simulator operator to operate (load, start, stop, etc.) the 
whole system by using a standalone software.  

Test manager mobile terminal (software): This 
software component runs on a mobile device, it’s allow the 
test manager or the driving instructor to trigger some 
predefined events in run time.  

Moderator (software): The moderator plays a very 
important rule during the simulation run-time. It reads the 
configuration file, which contains the communication and 
interface topologies between the different software 
components and establishes the communication between 
these components regarding their real-time specifications. 

Vehicle mock-up (hardware): This is the real vehicle 
mock-up (driver’s cabin), which represents the MMI (man-
machine interface) between the driver and the driving 
simulator.  

Vehicle mock-up (software): This software interface 
redirects the input from the dashboard in the driver cabin to 
the simulation software and vice verse the output from the 
simulation to the driver cabin. 

Vehicle model (software): It is a software package 
developed to simulate the actual nonlinear physical 
characteristics of a typical vehicle in response to the operator 
inputs in real-time using a multi-body dynamics system.  

Motion cueing algorithm (software): This describes the 
presentation of haptic information (cues) with the aim to 
resemble real movements in virtual environments [13]. 

Motion platform (hardware): Is an active mechanism, 
which allows haptic feelings of being in moving. 

Motion platform controller (software): In order to 
synthesize a controller for actuators of motion system, 
different actuator controllers can be used to guarantee that 
the motion system of the simulator exactly follows a desired 
trajectory defined by the motion cueing algorithm [14]. 

Rendering (software): The rendering software 
visualizes the virtual driving scenario onto the projection 
system. It typically renders the driver view showing all detail 
of the current driving situation, as well as other traffic 
participants, the road, and the complete environmental 
scenery around the simulated vehicle.  

Visualization system (hardware): The rendered scenery 
needs to be presented to the driver in the vehicle. Thus the 
rendering software feeds different types of visualizations 
devices such as screens or projectors.  

Simulation results (database): During a driving session, 
some selected data are logged and stored in a database for 
later retrieval and analysis.  

Visual Analysis (software): The logged simulation 
results are later used in the post processing phase for a visual 
analysis of the driving session. 

 

The following components will be only listed but not 
described: 
Traffic model (software), Control unit (hardware), Control 
unit (software), Camera test-bench (hardware) [15], Camera 
test-bench (software) [15], Acoustic (software) and Acoustic 
system (hardware). 

B. Solution Elements Deployment 

The result of the first phase is the identification of the 
main driving simulator components. Each component defines 
a function of hardware or software subsystem and its 
standard inputs outputs interfaces. Under each component is 
a group of possible solutions, which are called solution 
elements. 

For example, the vehicle model is a software component 
defines the physical model of the vehicle under test, and the 
group of the solution elements could be (personal car model 
from dSPACE Company, personal car model from 
Paderborn University, truck model from dSPACE Company, 
etc.).   

In order to consolidate all existing solution elements into 
the reconfigurable driving simulator, the existing solution 
elements have been identified and classified under its 
corresponding components; moreover a general interfacing 
concept had been developed. 

To interface the entire solution elements together without 
in depth know how of each solution element, each solution 
element is considered as a black box. That means that only 
the inputs and outputs interfaces have to be taken in account. 
To keep the configuration process flexible and extendable 
any solution element could be added as soon as his inputs 
and outputs interfaces are defined. The only required task to 
integrate any solution element is to map its inputs and 
outputs to the predefined inputs and outputs of the parent 
component, which is called here signal multiplexing. 

Fig. 4 shows an example of this concept: a vehicle model 
has to be integrated as a solution element, the model will be 
considered as a black box, but all the signals has to be 
mapped to the parent component signal description. The 
output signal which called “Otutput_ID563[m/s]” contains 
the vehicle under test velocity in m/s, but this signal unique 
name and unit predefined by the parent component is 
“Chasis_Velocity” in km/h.  

In order to integrate this vehicle model; the user has to 
connect all the input and output signals with different names 
and units to the unique names and units of the parent 
component. 

This concept allows the user to integrate new solution 
elements to the system with minimum effort, since this 
integration step will be done only once for each new solution 
element.  
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Figure 4.  Integration of a Black Box model into Driving Simulator 
System 

Since all solution elements are integrated within the 
configuration software, the result is a driving simulator 
configuration matrix shown in Fig. 5. The first column of the 
matrix lists all 23 components as identified in the first phase, 
while the rows contain different solution elements for each 
component. Fig. 5 shows the configuration matrix in form of 
morphological boxes. 
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Figure 5.   Driving simulator morphologische boxes 

C. Configuration Mechanism Development 

The result of the second phase is the configuration matrix 
in morphological boxes form. The morphological boxes 
allows the user to select one solution element under each row 
“component” and the combination of these selected solutions 
elements described a possible configuration. To ensure the 
consistency and compatibility of the selected solution 

elements, a configuration mechanism has to be developed to 
ensure the consistency and compatibility. 

The configuration mechanism is ensuring the following 
function: preservation of the selected solution element 
consistency, checks the solution elements compatibility, add 
or modify components and solution elements and generating 
the configuration file, which contains the selected 
components, interface topology, selected resources, and 
signals for analysis. This mechanism concept and a 
prototypical implementation are done during master thesis 
supervised by the authors. 

D. Configuration Tool Development 

The result of the third phase is the configuration 
mechanism, which is a complex sequential process. In order 
to make a user friendly interface, in this phase, a concept and 
implementation of easy to use software has to be developed. 
The software guides the user during the selection process in a 
sequential order till the user finishing the configuration. The 
advantage of such software is to execute the configuration 
mechanism in the background without any annoying of the 
user. Fig. 6 shows a screen shot of the developed software. 

 

 
Figure 6.  Configuration software 
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E. Simulation Initialization 

The result of the fourth phase is the configuration file. 
The configuration file contains the selected components, 
interface topology, selected resources, and signals for 
analysis. In order to use the generated configuration file, 
there is a need to interface this configuration file with the 
simulation software. The interfacing between the 
configuration file and the simulation will done by two 
software components “the assistant” and “the moderator”, 
the interfacing will done through following steps: 

Software distribution over resources: The assistant 
software reads the driving simulator configuration file; it 
retrieves the models, software components from the file 
storage system and distributes them over the available 
resources (computers). 

Software initialization: The moderator software 
initializes the communication between all system 
components as described in the interface topology in the 
configuration file and prepares the system for start-up. 

Simulation run-time: as soon as the user starting the 
simulation, the moderator software ensures the 
communication between all the system components and logs 
the selected signals for analysis in the configuration file 
during run time in the simulation database. 

Post-processing: After the simulation session is finished, 
the moderator software logged signals from the simulation 
run-time for analysis. 

 
Regarding the interface topology (moderator task on run-

time), it is a challenge to connect all 23 components together. 
This work is often done manually by connecting input and 
output signals of the components directly. Moreover, manual 
connection has to be repeated or modified each time the 
driving simulator structure is changed to fit user 
specifications. Therefore, there is a real need for an 
automated method in order to moderate the interface 
between the selected solution elements, to allow the user to 
change the system structure or to replace one or more 
solution element without knowing details or the interface 
topology. 

The concept of the communication topology is that all 
components will be connected by the moderator software via 
an input signal bus and an output signal bus instead of 
connecting the system components directly. Fig. 2 shows an 
example of the communication between the moderator 
software and the motion cueing component (two black 
arrows). The signal bus contains a detailed description of 
each signal it contains: unique signal name, signal unit, 
frequency, resolution, communication protocol, physical 
port, if this signal is mandatory or optional, and a description 
of the signal.  

The moderator software ensures the communication 
between all the system components, as shown in Fig. 7. 
Moreover, the moderator software checks the selected 
signals for analysis in the configuration file, and logs them 
during run time in the simulation database. 
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Figure 7.  Moderator Software Task at run-time 

IV. CONCLUSION AND FUTURE WORK 

This paper described a concept for a task-specific 
reconfigurable driving simulator for testing and training of 
ADAS. The concept demonstrates how individual 
subcomponents and their respective simulation models of 
varying fidelity and level of detail are configured into valid 
and working simulator setup based on the requirements of 
previously defined in the application scenarios. We applied 
the concept with the context of the TRAFFIS project and 
achieved promising results with our first reconfigurable 
simulator two prototypes (TRAFFIS Full Version and 
TRAFFIS Light Version). These prototypes vary distinctively 
from each other depending on the different application 
focuses for test and training of ADAS in their respective 
testing environments.  
 

Within the TRAFFIS project context; we plan to further 
prove this concept by developing a third simulator prototype 
and elaborate more complex application scenarios for testing 
and training of further functions of ADAS in more complex 
environments. 
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Abstract—The number of embedded systems used worldwide
is increasing rapidly. With each generation of equipment, con-
sumers are expecting more computational power and function-
ality, meaning current designs can be considered unsuitable. As
transistor feature size reaches its atomic limit, manufacturers
have moved from single to multi-core environments to bridge
the performance gap and continue to meet Moores Law. How-
ever, this means job scheduling has become exponentially more
complex and is reaching a point where standard algorithms are
failing to cope. This paper summarizes the initial work performed
creating a heuristic based algorithm that is aware of both requests
and available resources and therefore is capable of managing the
uncertainty brought about by these factors. The work uses Monte
Carlo Simulation combined with multi-vary analysis to identify
primary contributors and their contribution to scheduling.

Keywords-Energy Harvesting; Heuristic Algorithms; Monte
Carlo Simulations;

I. INTRODUCTION

With the increase in pervasive computing across the world,
ever more embedded systems work primarily on stored en-
ergy to perform computationally intensive tasks. This means
management of both jobs and power becomes more important
in every design iteration. A major technique for manag-
ing dynamic power dissipation (power consumed by active
switching) that is becoming widely used is Dynamic Voltage
Frequency Scaling (DVFS). This reduces power consumption
at the penalty of increasing execution time. In a system where
task execution is short, but with regular activation times, this
technique could reduce power consumption by up to 30%
[1]. However, many multi-core systems now operate close to
their critical voltage, meaning reduction of core voltage to
reduce energy consumption is not possible [2]. Therefore more
intelligent management of the jobs presented must take place
to maximize functionality while conserving reliability.

As performance continues to be a key metric, microproces-
sor designers aim to meet the goals set by Gordon Moore in
1965 that the number of transistors on an integrated circuit
would double every 18 to 24 months [3]. This goal, now
known as ”Moores Law” is now seen by designers as a target
to be met and has been achieved by a number of processors
[4]. While this was originally done by decreasing feature size,
as transistors head below 10nm, we are approaching the atomic
limit; where leakage current is too great to be acceptable
for normal use. Therefore, the design of systems rather than
devices has changed, with multi core environments allowing
Moores predictions to remain true. However, as the number
of cores increase, the complexity of managing them grows

exponentially. Standard scheduling, working on such methods
as First Come First Served or Priority Queuing can cope while
the core number is small, but will eventually fail, especially
once threads with precedence and relations are present [5].
Eventually these problems will become NP-Hard and feasible
schedules will fail to be constructed in a timely manner.

Heuristic Algorithms may offer a solution to this problem,
by having simple rules based on factors such as job arrival
rate and available energy and using designer intuition,. One
such method of heuristic planning is Game Theory which,
since its development by Von Neumann in the 1940s [6] and
subsequent work by John Forbes Nash [7], has found use in
many fields from computer science to evolutionary biology, as
well as power management [8] [9].

The models developed tend to take on simple rules, which
over time lead to a stabilized outcome. Ideally this out-
come will maximize for all players, making the game pareto
optimal. This way, if a sudden change occurs, the game
will become unstable and eventually settle over a set of
repetitions. These games can be modelled as either cooper-
ative or non-cooperative, with much research concentrating
on non-cooperative models where every player is competing
to maximize their payout. However, some work [10] suggests
cooperative games could also lead to greater power savings
against the penalty of a power management kernel. Within
a system, this game would have many players and input
variables, therefore a method must be developed that can
reduce these into an optimal model and manage scheduling
based on key parameters only.

This paper presents the simulation testing of a Heuristic
Algorithm developed in MATLAB to compensate for these
issues. The Hypothesis is that a simple algorithm aware of
parameters such as overall system load should outperform
standard queuing paradigms and increase operational life.
Section II details the processor design, queuing methods and
simulations conducted, along with techniques used to refine the
Heuristic Algorithm. Section III analyses the outcomes from
the MATLAB simulation and optimisation runs, discussing
the findings. Section IV summarises findings and Section V
proposes further investigation for these outcomes.

II. METHODOLOGY

A. Job Queuing

To develop a heuristic based algorithm, a simplified system
was modelled in MATLAB. This took the form of Figure 1,
with jobs arriving and being sent to cores by a scheduler.
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Fig. 1. Simplified Microprocessor Design for Simulations

The cores would manage these jobs and inform the scheduler
when they are available to accept new tasks. Three models
were chosen for testing. These were:

• First Come First Served (FCFS)
• Priority Queuing
• Heuristic Algorithm under investigation.
First Come First Served is the simplest, but often most

effective method of queue management [11]. One queue exists,
which all jobs enter and the job at the head of the queue is
serviced. This is feasible to implement, while also giving good
performance for low workloads. However, as the workload
increases, queues can build to extreme lengths and lead to
issues.

Priority Queuing adds a second queue for high priority jobs.
This is similar to the system seen at airports where check-in
desks will serve the main queue until someone joins the fast-
track queue. This reduces issues with FCFS when jobs have
varying priorities, but can lead to large volumes building up in
the main queue if priority jobs continue to block the processor
either through high arrival rates or processor utilization.

Both these and other scheduling algorithms fail to dynam-
ically manage cores to maximize system reliability. Many
also lack the ability to manage precedence and are unaware
of energy as an input. The proposed solution in this paper
provides these important items, while also managing job
direction through simple heuristics, rather than a complex
management program.

B. Literature Review

Heuristics have proved a popular method of managing
jobs in a variety of areas, especially where a level of non-
determinism is present, as this can lead to exhaustive search
methods becoming excessively long in their computation time.
Methods can use explicit rules to find optimal strategies
[12] or more abstract techniques such as Nash Equilibrium
discussed previously [13]. Heuristics allow for schedules that
are clearly infeasible to be ignored through initial grouping,
which reduces computation time and can improve performance
[14] [15]. This use of heuristics means some scheduling

that would originally have been performed offline can now
take place in real-time, improving the reliability of operation
[16]. As complexity of systems increases, the use of rule-
based schedulers will become more commonplace. While these
cannot always give the best response, the outcome will often
be suitable in the time taken to calculate it that no detriment
to the quality of service will perceptibly take place [17].

C. System Level Simulation

An algorithm, which can be seen in Algorithm 1, was
created to allow System Level Simulations to take place. This
let a series of jobs be run through a Monte Carlo Simulation.
Jobs are created based on a rate (λ) and processed based on
another rate (µ). One to three cores can also be implemented,
allowing the difference in queue times, queue length and
processor utilization to be observed. For this jobs are assumed
to be arriving from activation (t0) at a rate of λe−λt and
processed at a rate of µe−µt. The simulation is run over 72000
cycles with 10 repeats for each case and λ/µ values of 10, 30
and 50. One, two and three cores are active in versions of the
simulation and all simulations are repeated ten times to give
consistency of results.

Once job arrival and service rates are determined in lines
4-5, the system enters the 72000 operational cycles. The
algorithm considers available energy prior to scheduling and
adjusts the level to activate the Heuristic section through vari-
able MaxQueueLength. Cores are only activated to service
jobs if the current queue length is greater than this variable,
preventing the excessive consumption of energy but increasing
total operation time for jobs. If all cores are active and a job
is low priority, it will be placed into the queue at the tail,
replicating FCFS. However, priority jobs will be placed into
the priority queue, which will be serviced by the next available
core. All data was outputted to a CSV file on completion
of 72000 cycles or if system energy reached zero during
simulation when this was considered.

Data from the simulations was collected and analysed using
Minitab, a statistical program used for data analysis, to look
for statistical differences between scheduler types and key
parameters to be used in any improvement exercises.

D. Addition of Energy

Once these experiments were complete, giving a baseline
of algorithm effectiveness, the extra uncertainty of energy
was added to the simulations. This was done by placing a
battery into the simulation with a percentage of charge. The
FIFO and Priority Queues were unaware of this and there-
fore continued executing jobs at the same rate until failure.
However, as the state of charge decreased, the aggression of
the heuristic algorithm in activating cores decreased through
MaxQueueLength, meaning the execution time for jobs
increased. While this would seem to decrease the quality
of service, the goal is to maximise lifetime of the system.
Since fewer cores are activated, both the static and dynamic
energy consumptions are decreased — thereby increasing the
operational life of the system. Priority queuing is still active
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Algorithm 1 Simulation for Heuristic Scheduler
1: Set λ and µ
2: Set Flags and Clock to zero, Energy to 100
3: for ArrivalT ime and ServiceT ime = 1 to 72000 do
4: ArrivalT ime(n) = λe−λt

5: ServiceT ime(n) = µe−µt

6: end for
7: while Clock < 72000 do
8: if Energy < 50 then
9: MaxQueueLength = 2

10: else
11: MaxQueueLength = 4
12: end if
13: for AllActiveCores do
14: ServiceT ime−−
15: end for
16: if QueueLength > 0 then
17: if CoreisEmpty & CoreIsActive then
18: PlaceJobonCore
19: else if CoreisEmpty & CoreisInactive &

QueueLength > MaxQueueLength then
20: ActivateCore, P laceJob
21: end if
22: if Clock = ArrivalofNewJob then
23: if CoreisEmpty & CoreisActive then
24: PlaceJobonCore
25: end if
26: else if CoreisEmpty & CoreisInactive &

QueueLength > MaxQueueLength then
27: ActivateCoreandP laceJob
28: else if AllCoresAreBusy &

JobIsNonpriority then
29: PlaceJobinQueue
30: QueueLength++
31: else if AllCoresAreBusy & JobIsPriority then
32: PlaceJobinPriorityQueue
33: end if
34: end if
35: for EachActiveCore(1− x) do
36: Core(x)EnergyConsumed = U(0.002, 0.005)
37: end for
38: Energy = Energy − AllCore(x)

EnergyConsumed−N (0.01, 0.005)
39: if Energy <= 0 then
40: Break
41: end if
42: UpdateWaitT ime, IdleT ime,QueueLength
43: Clock ++
44: end while
45: print Value of Energy, Cores, λ, µ, Average Wait Time,

Max Wait Time, Average Queue Length, Max Queue
Length, Clock, Cores 1-3 Idle Percentage

and priority jobs will be fast tracked to the core, with jobs
currently occupying it halted. Once all priority tasks are
cleared from the system, the non-priority jobs may resume
executing. In extreme cases, the scheduler may activate a core
to push through more priority jobs, thus maintaining quality
of service for a small energy penalty. Though this will shorten
the operational life of the entire system, missing priority jobs
could be hazardous, especially in real-time or safety critical
systems. Therefore this reduction in system lifetime is justified
by keeping key systems active.

E. Design of Experiments

Following this preliminary work, a Design of Experiments
(DoE) was conducted to determine each variables overall
contribution and whether any interaction between variables
took place. Within a DoE, key parameters and their values are
run to identify which have a major effect and which can be
deemed insignificant[18]. All possible levels of interaction are
initially investigated, with insignificant higher-orders removed
until a minimized model exists. This model can then be math-
ematically analysed by a generalization such as the General
Linear Model (GLM) to give the percentage contribution (ε)
that each parameter, including error, delivers to the overall
system. The DoE was set up in Minitab as a two-level, four
input, full factorial DoE with five repeats, giving 80 data points
(5x24). Parameters were as follows:

• Level of Battery to increase Queue Length for Core
Activation = 30/60

• Kick Out of non-priority jobs for priority jobs = Off/On
• λ=10/50
• µ=10/50
These results were analysed to determine key parameters

for the GLM to determine the contributions each factor gives
to the overall effect. These factors can allow further testing
to give ideal results and an optimal scheduler design for the
Heuristic Environment.

III. RESULTS

For the simulations undertaken, Table I shows the outcome
for tests conducted where λ = µ and energy was considered.
For this cycle, the Heuristic Algorithm outperforms both FCFS
and Priority Queuing by a factor of 3, giving a statistically sig-
nificant result. In cases where λ ≥ µ, the Heuristic Algorithm
consistently outperforms its rivals and also gives significantly
longer operating life in situations where λ < µ due to the
dynamic deactivation of superfluous cores. This result is shown
for other values of λ

µ in Fig 2, demonstrating that the Heuristic
Scheduler outperforms both FCFS and Priority Scheduling for
a range of values. No detriment to lifetime occurs with an
increase in load rate, as proved by a regression test on the
Heuristic Algorithm results (P=0.507, therefore no correlation
between job rate and clock cycles completed).

When tests were conducted with single and dual core
architectures the results, seen in Fig 3, show the Heuristic
Algorithm continued to outperform both FCFS and Priority
Queuing. With only one core active, Heuristic methods give
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Fig. 2. Scatterplot showing Clock Cycles Complete for increasing values of
lambda over mu

Fig. 3. Boxplot of Microprocessor Life for varying number of cores

a factor of two increase in operational lifetime due to the
dynamic management of cores and their deactivation during
light loading — similar to the sleep mode present in many
modern microprocessors. As the core count increases, the
effectiveness of the Heuristic Management can still be seen,
giving improvements of 61 % for two cores and 35 % for
three. This reduction in effectiveness is due to the increased
dynamic and leakage power consumption present for a greater
number of cores.

TABLE I
ONE-WAY ANOVA RESULTS FOR NUMBER OF CLOCK CYCLES
COMPLETED COMPARED TO QUEUING METHOD WHEN λ = µ

Queueing Mean Standard P-Value Conclusion
Method Deviation
FCFS 971.00 0.25 0.00 Heuristic

Priority Queue 970.96 0.32 Outperforms
Heuristic 2848.79 0.54

Following analysis of the DoE, Fig 4 shows an increase
in Lambda, as well as deactivation of the Kick Out function
have a significant effect on the number of successful clock
cycles completed. Further analysis, shown in Fig 5, reveals
that increasing the value of MaxQueueLength in Algorithm
1 gives some increase to operational life and concurs with Fig
4 that being able to remove tasks from processors to allow

Fig. 4. Main Effects Plot of DoE

Fig. 5. Main Effects Plot showing additional parameters to Fig 4

execution of priority jobs (the ”kickout” function) reduces
operational life of the system – as this will increase the
utilisation of processors and thus affect energy consumption.
Due to this, a second analysis only looking at priority jobs
was undertaken and can be seen in Fig 6. For this, deactivating
Kick Out can be seen to have a large effect on missed priority
jobs as these are now made to wait until a core has completed
execution, rather than allowing the job immediate access.

The results from these experiments were placed into a GLM
within Minitab to see determine main contributions to the

TABLE II
EPSILON SCORES FOR GENERAL LINEAR MODEL FOLLOWING DOE

Source P-Value ε
Power Saving 0.000 0.152
Kick Out 0.000 33.162
Lambda 0.000 33.097
Mu 0.756 0.000
Power Saving*Kick Out 0.000 0.153
Power Saving*Lambda 0.000 0.156
Power Saving*Mu 1.00 0.000
Kick Out*Lambda 0.000 33.125
Kick Out*Mu 0.022 0.000
Lambda*Mu 0.165 0.000
Power Saving*Kick Out*Lambda 0.000 0.155
Error 0.000
Total 100.0
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Fig. 6. Main Effects Plot analysing Priority Jobs only

microprocessor lifetime. The results for this, shown in Table II
clearly show the contribution the kickout function and lambda
have on the system, accounting for 99 percent of the effect
seen. For these runs, error can be seen to be zero, due to the
level of non-determinism afforded by the simulation being low.
For repeat runs on a real microprocessor, this value would be
expected to rise significantly.

IV. CONCLUSIONS

This work shows that under low loads (λ < µ), a first
come first served scheduler is capable of managing all jobs
easily. With only one core active, FCFS gives a high value of
maximum wait time compared to average wait time. Therefore
this would not be suitable for a system with priority jobs. With
two cores active however, this wait time reduces dramatically
and priority queuing may not be required. However, when
λ > µ, priority queuing and multiple active cores becomes
a feasible way to manage jobs.

The heuristic algorithm presented provides the flexibility of
both strategies, combined with dynamic core management and
therefore increased energy efficiency. By altering the queue
length required to activate a new core with respect to energy
available the algorithm, this extra non-deterministic aspect
can be managed and the quality of service for an end user
maintained.

When λ � µ, a drop in performance for all scheduling
methods takes place. As the arrival rate is so much larger
than the service rate, the queue grows exponentially; meaning
processor utilisation is always at 100 %. Due to this, no
dynamic core management can take place and all schedulers
perform at a comparable rate. Within these simulations, this
leads to FCFS and Priority Queuing outperforming the Heuris-
tic Algorithm, as the model designed considered the extra
complexity required and increased leakage power accordingly
— causing lifetime for the Heuristic Algorithm to be reduced.

While this system has only been tested up to three cores,
it is thought that the algorithm would feasibly cope with
a larger number of available devices in its current design.
Since the scheduler operates as an overseer for all devices,
it simply places jobs onto the first core it finds available;
or activates a core if required. A limitation for this is the

simulation work required to determine suitable values for
MaxQueueLength and the Energy at which to alter this. This
work also currently presumes a homogeneous layout, but it is
expected that heterogeneous microprocessors (where cores of
different design are placed on the same silicon) will become
more commonplace in the near future.

While this work only addresses a generic system with gen-
eral job types, some further tests with real-time jobs have been
conducted in a single-core variant of this work [19] and found
to give an improvement in reliability over standard schedulers
such as FCFS. This work developed an automotive Electronic
Control Unit (ECU) within the MATLAB environment and
had multiple priority levels for jobs. This further validates the
work presented in this paper and shows the use of Heuristics
in practical environments can give operational benefits.

V. FUTURE WORK

This paper proves the concept of a heuristic algorithm is
viable and can dynamically manage a multi-core stored energy
environment with minimal complexity. Key factors in its
management have been identified and initially tested through
simulation, which has allowed rapid testing of the many
permutations and validation of the concept. The progression
of this work is to conduct a Design of Experiments (DoE)
to optimize the algorithm through determining each input
variables overall contribution to both wait time and system
reliability. DoEs have been used in previous work to great
effect in identifying key items within an energy harvesting
environment [20].

Owing to computational restrictions, only architectures up
to three cores were investigated in this work. With the number
of cores predicted to reach more than 300 by 2020 [21], tests
of massive many-core layouts would be necessary to prove the
versatility and usefulness of the Heuristic Algorithm against
other more-advanced scheduling paradigms. While MATLAB
is a useful tool for performing this, the runtimes for a 300
core simulation on a desktop computer would be excessive.
One solution to this would be the use of a grid computer
such as HTCondor to run the Monte Carlo simulation across
a distributed system; thus reducing the test time and allowing
validation of this concept on a massive many-core architecture.

As scalability may be an issue for heuristic algorithms,
investigations into the use of pruning and filtering techniques
are currently on going. These would give a hybrid approach,
where certain situations would be managed by a standard
schedule design, saving the use of heuristics for intensive or
high-difficulty cases. Through this method, it is thought that
the heuristic design could be preserved and used on more
complicated systems without the need for redesign at each
iteration.

While conceptually the design can be construed as sound,
tests in a practical multi-core architecture will determine
whether the algorithm works practically. Investigation for a
suitable real-world processor and development kit are under-
way, with plans to port the algorithm into the system kernel
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and perform tests against established schedulers including
FCFS.

REFERENCES

[1] W. H. Wolf, Modern VLSI design : systems on silicon, 2nd ed. Upper
Saddle River, NJ: Prentice Hall PTR, 1998.

[2] A. Bartolini, M. Cacciari, A. Cellai, M. Morelli, and A. Tilli, “Fault
Tollerant Thermal Management for High-Performance Multicores,”
in Workshop on Micro Power Management for Macro Systems on
Chip as part of DATE 11, D. Marculescu and S. Lesecq, Eds.,
Grenoble, France, 2011, accessed: Aug 5 2013. [Online]. Available:
http://users.ece.cmu.edu/ dianam/uPM2SoC10/

[3] G. E. Moore, “Cramming more components onto integrated circuits,”
Electronics, vol. 38, no. 8, pp. 114–117, 1965.

[4] L. Torres, P. Benoit, G. Sassatelli, M. Robert, D. Puschini, and F. Cler-
midy, An Introduction to Multi-Core System on Chip Trends and
challenges, 1st ed., M. Hubner and J. Becker, Eds. New York: Springer,
2011.

[5] A. S. Tanenbaum, Modern Operating Systems, 3rd ed. Upper Saddle
River, N.J.: Pearson/Addison Wesley, 2009.

[6] J. Von Neumann and O. Morgenstern, Theory of games and economic
behavior, 60th ed. Princeton, N.J. ; Woodstock: Princeton University
Press, 2007.

[7] J. F. Nash, “Non-Cooperative Games,” The Annals of Mathematics,
vol. 54, no. 2, pp. 286–295, 1951.

[8] B. Foo and M. van der Schaar, “A Queuing Theoretic Approach
to Processor Power Adaptation for Video Decoding Systems,” Signal
Processing, IEEE Transactions on, vol. 56, no. 1, pp. 378–392, 2008.

[9] A. Wierman, L. L. H. Andrew, and T. Ao, “Stochastic analysis of power-
aware scheduling,” in Communication, Control, and Computing, 2008
46th Annual Allerton Conference on, 2008, pp. 1278–1283.

[10] S. Hsien-Po and M. van der Schaar, “Conjecture-based channel selection
game for delay-sensitive users in multi-channel wireless networks,”
in Game Theory for Networks, 2009. GameNets ’09. International
Conference on, 2009, pp. 241–250.

[11] D. Gross, Fundamentals of queueing theory, 4th ed. Hoboken, N.J.:
Wiley, 2008.

[12] Y. Nomura, M. Iwamoto, T. Yamanouchi, and M. Watanabe,
“A heuristics guided scheduling framework for domains with
complex conditions,” Proceedings Sixth International Conference
on Tools with Artificial Intelligence. TAI 94, pp. 752–
755, 1994, accessed: 5 August 2013. [Online]. Available:
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=346409

[13] I. Ahmad, “Using game theory for scheduling tasks
on multi-core processors for simultaneous optimization
of performance and energy,” 2008 IEEE International
Symposium on Parallel and Distributed Processing, pp.
1–6, Apr. 2008, accessed: 5 August 2013. [Online]. Available:
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=4536420

[14] H. Cheng, “A High Efficient Task Scheduling Algorithm
Based on Heterogeneous Multi-Core Processor,” 2010 2nd
International Workshop on Database Technology and Applications,
no. 3, pp. 1–4, Nov. 2010, accessed: 5 August 2013. [Online]. Available:
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5659041

[15] D. Dal and N. Mansouri, “Power Optimization With Power
Islands Synthesis,” IEEE Transactions on Computer-Aided Design
of Integrated Circuits and Systems, vol. 28, no. 7, pp. 1025–
1037, Jul. 2009, accessed: 5 August 2013. [Online]. Available:
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5075810

[16] B. Zhao, H. Aydin, and D. Zhu, “Reliability-Aware Dynamic Voltage
Scaling for Energy-Constrained Real-Time Embedded Systems,” in
Computer Design, 2008. ICCD 2008. IEEE International Conference
on, vol. 546244, 2008, pp. 633–639.

[17] G. C. Buttazzo, Hard real-time computing systems : predictable
scheduling algorithms and applications, 2nd ed. New York:
Springer, 2005, accessed: 5 August 2013. [Online]. Available:
http://www.loc.gov/catdir/toc/fy0613/2004058935.html

[18] F. W. Breyfogle Iii, Implementing Six Sigma : Smarter Solutions Using
Statistical Methods, 2nd ed. Hoboken: John Wiley & Sons Inc., 2003.

[19] J. Docherty, A. Bystrov, and A. Yakovlev, “Simulation Testing of a
Real-Time Heuristic Scheduler with Automotive Benchmarks,” in UK
SIM 2013, D. Al-dabass, Ed., Cambridge, UK, 2013.

[20] ——, “Identification of Key Energy Harvesting Parameters Through
Monte Carlo Simulations,” in UK SIM 2012, D. Al-dabass, Ed., vol. 0,
Cambridge, UK, 2012, pp. 486–490, accessed: 5 August 2013. [Online].
Available: http://doi.ieeecomputersociety.org/10.1109/UKSim.2012.73

[21] S. Borkar, “Thousand Core Chips A Technology Perspective,” in Design
Automation Conference, 2007, pp. 746–749.

52Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-308-7

SIMUL 2013 : The Fifth International Conference on Advances in System Simulation

                           63 / 209



 
 

Reasoning on Concurrency: An Approach to Modeling and Verification of Java 

Thread-safe Objects 
 

Franco Cicirelli, Libero Nigro, Francesco Pupo 
Laboratorio di Ingegneria del Software 

Dipartimento di Elettronica Informatica e Sistemistica 

Università della Calabria - 87036 Rende (CS) – Italy 

Email: f.cicirelli@deis.unical.it, {l.nigro,f.pupo}@unical.it 

 
AbstractDevelopment of concurrent and time-dependent 

software systems is currently growing in its strategic 

importance due to the diffusion of powerful multi-

core/many-core machines. To effectively cope with current 

and prospective concurrency demands, formal tools have to 

be used. A library of reusable UPPAAL timed automata was 

achieved, which enables a reasoning on concurrency. The 

library is tailored to Java. However, similar solutions could 

be also developed to work with other languages as well. This 

paper outlines library design and focuses on its exploitation 

for model-based prediction of the correctness of thread-safe 

Java objects. 
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I. INTRODUCTION 

This work argues that to properly design and 

implement concurrent systems, the adoption of formal 

tools, which can support a reasoning on concurrency is 

mandatory. 

This paper introduces the design of a UPPAAL library 

of timed automata [1-3], which improves preliminary 

experience described in [4]. Library design was mainly 

inspired by Java concurrency features. Common 

synchronization mechanisms such as semaphores and 

monitors, both classic and Java specific, are provided. On 

top of these mechanisms, new synchronizers, tailored to 

particular programming styles, can be built. The library 

enables modeling of a concurrent program according to 

implementation aspects, thus reducing the semantic gap 

which normally exists between a specification model and 

its vocabulary (e.g., atomic actions, broadcast 

synchronization, etc.) and a corresponding 

implementation. Analysis activities are based on 

exhaustive verification and model checking [5], [6]. 

 The paper proposes an approach to modeling and 

verification (M&V) of Java thread-safe objects and 

illustrates it by practical examples. 

 The model-based prediction approach can be related to 

the work of Hamberg and Vaandrager [7] and to the 

known Finite State Processes (FSP)/Labeled Transition 

System Analyzer (LTSA) tool developed by Magee and 

Kramer [8]. With the first work our approach shares the 

use of the UPPAAL model checker. However, our library is 

characterized by its volition of being Java tailored. In 

addition, some common structures like semaphores 

appear to be more efficient. The second approach is based 

on the FSP process algebra. An FSP model is transformed 

into a labeled transition system to be analyzed by the 

LTSA tool. However, this approach does not allow, for 

instance, the expression of a FIFO policy (e.g., for 

awaking processes waiting on a semaphore). In addition, 

the use of a discrete time model can complicate the 

verification of complex models. 

 The paper is structured as follows. Section II outlines 

the developed UPPAAL. Section III proposes an approach 

for M&V of Java thread-safe objects. Section IV 

describes a more complex modeling example. Finally, an 

indication of research directions which deserve further 

work is given in the conclusion. 

 

II. CONCURRENCY CONTROL IN UPPAAL 

A library of UPPAAL template processes (i.e., timed 

automata TA) was developed, which provides such 

common concurrent structures as semaphores and 

monitors [9], both classic and Java specific. The 

following gives an outline of the library contents. 

 
Figure 1. The BinarySemaphore automaton 

 

 Fig. 1 shows an automaton for classic binary 

semaphore. A similar construction exists for a general, 

counting semaphore. Classic P/V operations are 

implemented as unicast channel arrays P[.]/V[.] whose 

dimension mirrors the number of semaphores used in a 

model. A P operation on a semaphore s is expressed by 

raising a synchronization P[s]!. The requesting process is 

assumed to put into a global (meta) variable proc its 

unique process id at the time of P[s]!. Variable proc is 

used only during the atomic action of P[s]!, with the 

receiving semaphore which frees it immediately by 

storing the proc value in a local variable. A further 

channel array GO[.], whose dimension coincides with the 

number of processes in the model, is used for blocking the 

requesting process until the semaphore assigns the permit 

to the process. The use of GO is implicit in the operation 

P in a programming language, but in UPPAAL it serves the 

purpose of transforming a strict rendezvous (P[.]!) into an 

extended rendezvous, which terminates when the 

semaphore completes the handling of P[.]! and allows the 

requesting process to unblock. A V[s]! request never 

blocks the requesting process and normally does not 

require the proc mediation. 

 With respect to the realization proposed in [7], our 

semaphores use less variables thus favoring model 
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checking. For instance, the identity of the requesting 

process during a P operation, which finds a binary 

semaphore green (count==1) is temporarily stored in the 

surely empty internal queue of the semaphore.  

 

 
Figure 2. The JSemaphore automaton 

 

 A semaphore automaton (JSemaphore) directly based 

on a provided Java (java.util.concurrent.Semaphore) class 

is shown in Fig. 2. Differences from classic semaphores 

concern the possibility of acquiring/releasing atomically a 

number of permits greater than 1. In addition, a fair 

parameter can be used to request a FIFO behavior of 

acquire requests. This way, an acquire operation, in the 

case there are some waiting processes, puts the requesting 

process at the end of the semaphore queue even if permits 

are available. 

 JSemaphore relies on an interface consisting of channel 

arrays Acquire[.], Release[.], PermitsAvailable[.], GO[.], 

and exploits two global variables: proc and perm. The 

perm variable stores, at the time of an Acquire[s]! or 

Release[s]!, the number of involved permits, and contains 

the number of available permits of the semaphore just 

after a PermitsAvailable[s]! operation. A GO[p]? 

synchronization must follow an Acquire[s]! or a 

PermitsAvailable[s]! command. It is at the time of a 

GO[p]? unblocking operation, that perm is actually filled 

of the semaphore permits number. 

It is worth noting that whereas a burst of release 

operations on a JSemaphore instance used as a mutex, 

will increase the permits number arbitrarily, in the case of 

a BinarySemaphore, a burst of V’s can never augment the 

internal count beyond 1.  

 Although widely used, semaphores are often viewed 

as a low level concurrent abstraction mechanism, where a 

misuse of P/V operations can easily lead to a deadlock. 

Monitors (e.g., [9]), on the other hand, represent a higher 

level concurrent control structure, which naturally acts as 

a guardian of an abstract data type, e.g., encapsulated into 

a Java class. Monitors are a key for achieving thread-safe 

classes by offering control over mutual exclusion among 

class methods (synchronized blocks or critical sections of 

code) and suspension/signaling from within a critical 

section. Different kinds of monitors are defined in the 

literature, which are characterized by different 

programming styles and guarantees/obligations that are 

assigned to both processes and the control structure.  

 Java adopts, as a basic solution, the Lampson & 

Redell [10] monitor structure with broadcast signaling, 

where suspended processes in a synchronized block are 

responsible of re-checking a condition in a while loop to 

see, at each awaking, if it is necessary to coming back to 

waiting or the process can finally exit its waiting status. 

Broadcast signaling does not block the executing process. 

An awaken process has to compete in reacquiring the lock 

for it to actually resume execution. 

 Directly based on the built-in Java monitor structure is 

the JMonitor automaton presented in Fig. 3.  

 
Figure 3. The JMonitor automaton 

 A monitor instance can be operated using such 

channel arrays as enter[mid][pid], exit[mid][pid], 

wait[mid][pid], notifyAll[mid][pid], which accommodate 

for the possible existence of multiple monitor instances in 

a model. Types mid and pid respectively are integer sub-

ranges of unique identifiers of monitors and processes 

used in the model. For instance, enter[m][p]!/exit[m][p]! 

are used by a process p to explicitly enter/exit to/from a 

synchronized block based on monitor m. Similarly, 

wait[m][p]!/notifyAll[m][p]! serve respectively to 

suspend the requesting process p until its condition holds 

(in a while loop), and to awake all the processes 

suspended on monitor m. 

 Every Java object has an implicit lock which can be 

used as a monitor. The lock holds one implicit condition, 

whose meaning is established by the 

modeler/programmer. The lock object is associated with a 

wait-set where both entering processes which find the 

lock closed, and processes within a synchronized block 

(based on the lock object) whose condition prescribes 

waiting, are put (although the two kind of waiting 

processes are clearly distinguished to one another). 

Processes which are suspended for a wait operation can 

only be awaken by a notifyAll operation. The notifyAll 

operation does not free the lock. Other processes awake as 

the lock/monitor is up to be abandoned. In the proposed 

implementation, the wait-set is purposely realized 

implicitly. Processes requesting an enter are simply 

blocked if the monitor is already locked. Processes which 

execute wait are supposed to move into a location (see 

W1 and W2 in Fig. 6) from which they can only exit 

following a relevant notifyAll[.][.]? signal. Towards this, 

channels notifyAll[.][.] are declared as broadcast. 

Following a notifyAll signal, an awaken process has to 

compete for re-acquiring the lock (see edges exiting the 

W1 or W2 location in Fig. 6). Whereas this is implicit in 

the Java wait() method, it is explicit in the proposed 

modeling pattern, thus revealing a semantic issue. 

54Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-308-7

SIMUL 2013 : The Fifth International Conference on Advances in System Simulation

                           65 / 209



 
 

 The automaton in Fig. 3 maintains the identity of the 

monitor owner, which is used to realize reentrancy and to 

check for erroneous operations, which in Java correspond 

to raising an IllegalMonitorStateException, e.g., invoking 

a wait or notifyAll operation out of a synchronized block. 

The implicit realization of the wait-set complies with the 

Java specification and lets processes which try to enter the 

monitor and awaken processes to be handled non 

deterministically and thus without any privilege. The 

design makes it possible to implement a timed wait. In 

this case, from the wait location (now provided of a clock 

invariant) the process can also exit when the clock goes 

beyond a given time limit (timeout).  

 In reality, the Java built-in monitor also exposes a 

notify operation to awake one, although unspecific, 

process which is suspended in the wait-set. For generality 

reasons, the automaton in Fig. 3 only implements the 

notifyAll operation because, as discussed in [11], the use 

of notify can cause a Lost-Wakeup-Problem, i.e., a notify 

signal can be lost and the system enters a bad status. 

 On the basis of JMonitor, a monitor structure based on 

the Java Lock/Condition framework was also achieved, 

which allows to split the waiting processes among 

different conditions (waiting rooms) associated with a 

given lock. The signaling mechanism can be directed to a 

specific condition.  

 The library also includes some other classic monitors 

like the Hoare monitor [9], which in a case can be built on 

top of semaphores. The Hoare monitor owns a different 

signaling mechanism: when a process (signaler) changes 

the status of the data structure so that a (possibly) waiting 

process (signalee) on a condition can be awaken because 

the condition holds, control is immediately transferred to 

the signalee (together with the lock), which is thus the 

only process which can proceed. The signaler, on the 

other hand, is put to wait in an urgent queue from where it 

gets unblocked as soon as the monitor is up to become 

free. 

 A discussion about Lampson & Redell vs. Hoare 

monitors can be found in [9] where it is argued, besides 

any runtime implication (e.g., number of context 

switches), that Lampson & Redell monitor can be 

superior in the most general case. 

 

III. AN APPROACH TO M&V OF THREAD-SAFE OBJECTS 

In the following, the proposed M&V approach is 

demonstrated by achieving a synchronizer based on two-

way (or rendezvous) communications. The modeling 

example, which is original, can be used as a (partial) 

proof for programming a class like Exchanger<T> as 

provided in the java.util.concurrent package. The 

mechanism is intended to be used by two processes, 

which both play the sender/receiver roles. When the time 

arrives for a synchronization/communication, the earliest 

process which comes to the appointment awaits the 

partner. When the latest process arrives, processes 

exchange some information, then exit the synchronization 

thus returning to concurrent execution. In particular, the 

exchanger allows each process to send a message to the 

partner and to receive the message sent by the partner. 

Obviously, the mechanism can easily reproduce a CSP 

synchronous communication, when a partner is assigned 

the sender role and the other the receiver role. 

An exchange synchronizer can be easily modeled by 

using the UPPAAL native features, as depicted in Fig. 4. 

 
Figure 4. A native UPPAAL model for an exchanger 

Fig. 4 assumes that each process transmits a local value 

vi and receives from the partner an information to be 

stored in local variable xi. A (meta) global variable d is 

used for the information exchange. Two unicast channels 

ch1 and ch2 are used where, for instance, ch1 can be 

declared as urgent. A committed location ensures an 

atomic exchange of information. Once the 

synchronization starts, on ch1, it is immediately followed 

(without a time passage) by a synchronization on ch2. 

Correctness of the model in Fig. 4 depends, among the 

other, on the fact that in a channel synchronization, the 

update (e.g., d=v1) of the sender (e.g., ch1!) is executed 

before the update (x2=d) of the receiver. 

 However, a native model like that in Fig. 4 cannot be 

immediately translated into Java, simply because the 

UPPAAL vocabulary of atomic actions, urgent channels, 

committed locations, etc. is not supported in the target 

language. The modeler/programmer is thus forced to 

intuitively achieve Java code by using the basic 

vocabulary of Java, e.g., synchronized blocks, 

wait/notifyAll, etc. However, the problem remains that an 

implementation cannot be proved to be a faithful 

representation of its specification model. 

public interface Exchanger<T> { 
 T exchange( T v ); 
}//Exchanger 
 
public class ExchangerMJ<T> implements Exchanger<T>{ 
 private T d; 
 private boolean partner = false, release = false; 
 private Object m = new Object(); //lock/monitor object 
 public T exchange( T v ){ 
  synchronized( m ){ 
   while( release ) //protection from a prompt re-enter 
    try{ m.wait(); }catch( InterruptedException e ){} 
   T x=null; 
   if( !partner ){ 
    d = v; partner = true; 
    while( partner ) //waiting for partner 
     try{ m.wait(); }catch( InterruptedException e ){} 
    x = d; release = false; 
    m.notifyAll(); 
   } 
   else{ 
    x = d; d = v; partner = false; release = true; 
    m.notifyAll(); 
   } 
   return x; 
  } 
 }//exchange 
}//ExchangerMJ 

Figure 5. A Java thread-safe class for the exchanger 

 To reduce the semantic gap existing between an 

UPPAAL model and a Java code, the model can embody 

implementation aspects. Stated in other terms, the model 

can mirror, through reverse-engineering, some Java code. 

55Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-308-7

SIMUL 2013 : The Fifth International Conference on Advances in System Simulation

                           66 / 209



 
 

 In Fig. 5, it is shown a Java code realizing the 

exchanger synchronizer. The Exchanger<T> interface 

exposes only the method exchange(v), which transmits v 

and receives the value sent by the partner. The 

ExchangerMJ<T> class implements, in a case, the 

Exchanger<T> interface in terms the of the native Java 

monitor. 

Two waiting points exist in the exchange method in 

Fig. 5: one when the first process arrives and finds the 

partner is lacking (partner is false); another one for 

blocking a process, which finds a synchronization release 

in progress. When the latest process comes to the 

synchronization point, it finds partner=true, takes the 

transmitted data and sends its own information, then 

assigns false to partner, states that a release is up to 

commence, executes notifyAll and, finally, exits the 

synchronization block. Now, it is possible for the just 

exited process, to re-enter immediately the monitor 

whereas the last synchronization is still not finished. 

Apart for data overwriting problems, from Fig. 5 it is easy 

to see that a deadlock situation would occur.  

 

Figure 6. The Exchanger automaton based on JMonitor 

 Fig. 6 portrays a UPPAAL model for the ExchangerMJ 

class (integers are the exchanged data), which is based on 

the JMonitor automaton. Two arrays of channels are used: 

exchange[.] and ok[.], whose dimension is the number of 

processes. A process p requests an exchange through the 

operation exchange[p]! and then blocks on receiving an 

ok[p]? synchronization (see e.g., Fig. 7). Exchanger 

receives as a parameter the unique identifier of the lock 

object to be used internally for the synchronization. Since 

each participating process can wait at a different point in 

the control structure, two instances of the Exchanger 

automaton must be created, each serving a different 

process. Each instance links to the requisting process 

through a nondeterministic select (see the edge outgoing 

from Home in Fig. 6). In addition, information of the 

Exchanger (e.g., variables partner, release, etc.) are to be 

declared global to the model. 

 The use-pattern of Exchanger model in Fig. 6 is 

illustrated in Fig. 7 and Fig. 8, where a Producer sends the 

sequence 1, 2, 3 to a Consumer. Both processes are 

characterized by a process identifier (p) established at 

configuration time. 

 For proper behavior of the application, it is important 

that the consumer receives exactly the same data 

transmitted by the producer at each synchronization point. 

To check correctness of this behavior, the consumer 

model reaches the Error location as soon as it discovers an 

incorrect received data. 

 A system can be configured as indicated in Fig. 9. 

 

 
Figure 7. Producer automaton Figure 8. Consumer automaton 

  
// Place template instantiations here. 
ex0=Exchanger(LOCK); 
ex1=Exchanger(LOCK); 
//ex0=OptimisticExchanger(LOCK); 
//ex1=OptimisticExchanger(LOCK); 
prod=Producer(PROD); 
cons=Consumer(CONS); 
// List one or more processes to be composed into a system. 
system JMonitor,ex0,ex1,prod,cons; 

Figure 9. Producer/consumer system configuration 

 The following queries were issued to the UPPAAL model 

checker. The answers confirm all the queries are satisfied. 

1) A[] !deadlock 
2) A[] cons.R0 imply (prod.BS0 || prod.S0 || prod.BS1) 
3) A[] cons.R1 imply (prod.BS1 || prod.S1 || prod.BS2) 
4) A[] cons.R2 imply (prod.BS2 || prod.Home || prod.BS0) 

Since there are no deadlocks, the consumer is 

guaranteed it never reaches the Error location. Query 2) 

ensures that when the consumer receives 0, the prod(ucer 

can’t have completed the transmission of the next int. The 

producer completes the transmission of 1 when it enters 

the S1 location in Fig. 7. Similar considerations apply to 

queries 2) and 3). 

 
Figure 10. The OptimisticExchanger automaton 

 An optimistic variant of the Exchanger is shown in Fig. 

10, which differs from Fig. 6 only because the first 

waiting point is eliminated.  

 
Figure 11. A screenshot of the simulator after a deadlock 
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By adjusting the system configuration in Fig. 9 so as to 

include two instances of the OptimisticExchanger 

template, it emerges that the first query is no longer 

satisfied. Asking the verifier to generate a diagnostic trace 

and opening it in the simulator, confirms the model is 

deadlocked (see Fig. 11). 

For demonstration purposes, Fig. 12 shows an 

exchanger model based on semaphores. Two binary 

semaphores (with identifiers MUTEX and WAIT) are 

used: one as a mutex (initialized to 1), the other as a 

waiting room (initialized to 0). 

 
Figure 12. The ExchangerS automaton based on semaphores 

 Model in Fig. 12 rests on the “pass the baton” design 

pattern [12], i.e., when the latest process arrives 

(partner=true), it awakes the partner through a V[WAIT]! 

operation and then exits without releasing the mutex. As a 

consequence, the earliest process gets awaken with the 

mutex transferred to it. Therefore, a prompt re-enter is 

thus forbidden because mutex is occupied, and the release 

variable of Fig. 6 is useless. 

 Also, a system based on ExchangerS was configured 

and found correct by model checking.  

As a final remark, except for the GO[.] 

synchronizations, the model in Fig. 12 directly maps on 

Java code. 

 

IV. SECOND M&V EXAMPLE 

The concept of a binary semaphore, corresponding to 

the UPPAAL model in Fig. 1, can be introduced in Java 

through a class as shown in Fig. 13. The realization relies 

on the language native monitor.  

In order to check the correctness of the 

BinarySemaphore class, it was modeled in UPPAAL as 

depicted in Fig. 14, using the JMonitor automaton and the 

approach described in section III. Since the 

BinarySemaphoreMJ rests on JMonitor, it is assumed that 

also at the time of a V[.] operation the requesting process 

assigns its identifier to the global proc variable. 

 A notable difference between the automaton in Fig. 14 

and the Java code in Fig. 13 concerns the realization of 

the linked waiting list, which in Fig. 14 is based on a 

bounded array managed as a FIFO queue. In addition, the 

toAwake integer variable is turned into a bounded int 

variable of UPPAAL, whose upper bound is qs+1 where qs 

is the queue size, established through a parameter of the 

BinarySemaphoreMJ template. As a consequence, when 

executing a burst of V’s, it is useless to advance toAwake 

beyond this upper limit. 

 A key point of the model in Fig. 14 is the use of 

committed locations. The goal is to ensure that a P or V 

operation, once started, is conducted to a conclusion (i.e., 

re-entering the Home location or reaching the WaitTrue 

location) in an atomic way. 

public interface Semaphore { 
 void P(); 
 void V(); 
}//Semaphore 
 
public class BinarySemaphore implements Semaphore{ 
 private int count, toAwake=0; 
 private List<Thread> waitList=new LinkedList<Thread>(); 
 private Object m=new Object(); //lock-monitor object 
 public BinarySemaphore ( int count ){ 
  if( count <0 || count >1 ) throw new IllegalArgumentException(); 
  this. count = count; 
 } 
 public void P(){ 
  synchronized( m ){ 
   if( count==0 ){ 
    waitList.add( Thread.currentThread() );//arrival order 
    while( true ){ 
     try{ m.wait(); }catch( InterruptedException e ){} 
     if( toAwake>0 && 
      waitList.get(0)==Thread.currentThread() ){ 
      toAwake--; waitList.remove(0); 
      if( toAwake>0 ){ 
       if( waitList.size()>0 ) m.notifyAll(); 
       else{ count =1; toAwake=0; } 
      } 
      break; 
     } 
    }//while 
   } 
   else count=0; 
  } 
 }//P 
 public void V(){ 
  synchronized( m ){ 
   if( waitList.size()==0 ) count=1; 
   else{ toAwake++; m.notifyAll(); } 
  } 
 }//V 
}//BinarySemaphore 

Figure 13. A FIFO BinarySemaphore Java class 

  
Figure 14. The BinarySemaphoreMJ automaton 

 An experimental verification frame was designed with 

the aim of comparing one instance (identifier S1) of 

BinarySemaphore in Fig. 1 and one instance (identifier 

S2) of BinarySemaphoreMJ in Fig. 14. Both instances 

receive a same sequence of P/V operations and the goal 

was to assess that both instances evolve exactly in the 

same way. Three process automata (see Fig. 15) were 

prepared: pProcess1, which acts on semaphore S1, 

57Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-308-7

SIMUL 2013 : The Fifth International Conference on Advances in System Simulation

                           68 / 209



 
 

pProcess2 which operates on semaphore S2, and vProcess 

which uses both S1 and S2. Process instances receive as 

parameters: the unique process identifier (pid) p, and the 

names of used semaphores.  

  
 

Figure 15. (a) pProcess1 (b) pProcess2 (c) vProcess automata 

 Since V operations are not blocking, one single 

instance of vProcess can be used to ensure that a V is 

actually issued to S1 and S2. Because a P operation can 

block the requesting process, one instance of pProcess1 

and one instance of pProcess2 were used. A critical point 

in the process design was how to guarantee atomicity of 

the blocks {P[S1], P[S2]} and {V[S1], V[S2]}. Towards 

this, a global bool variable v is used, which is true if the V 

block is in execution. For the atomicity of the first block a 

global counter pc is employed, which is incremented each 

time a PO operation is launched. A V block can be started 

provided a P block is not in progress and similarly a P 

block can be started if no V block is in progress. Exiting a 

P block (see End location in Fig. 16 and Fig. 17) is 

ensured by a unicast channel signal synch, which is raised 

by a pProcess and received by other. At each 

synchronization over synch, pc is reset. Similarly, at the 

time of the second V of a V block, the variable v is reset. 

It should be noted that Fig. 15 (c) guarantees that a burst 

of V blocks can occur. Obviously, the semaphores S1 and 

S2 are supposed to be initialized to the same value. 

 The actual system configuration used for the 

verification experiments is shown in Fig. 16.  

// Place template instantiations here. 
bs=BinarySemaphore( S1, 0, PROC-2 );//id, init val, queue size 
BS0=BinarySemaphoreMJ( S2, MON, 0 );//id, mon id, init val 
BS1=BinarySemaphoreMJ( S2, MON, 0 ); 
p0=pProcess1( P0, S1 ); 
p1=pProcess2( P1, S2 ); 
v2=vProcess( V2, S1, S2 ); 
// List one or more processes to be composed into a system. 
system JMonitor,bs,BS0,BS1,p0,p1,v2; 

Figure 16. System configuration for the experimental frame 

 The following queries (all satisfied) were used for 

model checking: 

1) A[] !deadlock 
2) A[] p0.Home && p1.Home && v2.Home && BS0.Home 

&& BS1.Home && bs.Home imply bs.count==count && 
empty() && bs.empty() 

3) E<> p0.Home && p1.Home && v2.Home && BS0.Home 
&& BS1.Home && bs.Home && count==0 && 
count==bs.count 

4) E<> p0.Home && p1.Home && v2.Home && BS0.Home 
&& BS1.Home && bs.Home && count==1 && 
count==bs.count 

5) A[] p0.S && p1.S && (BS0.WaitTrue||BS1.WaitTrue) 
imply count==0 && bs.count==count && size()==1 && 
size()==bs.size() && first()==P1 && bs.first()==P0 

 Query 2) guarantees that when all automata are in 

their Home location, the semaphores have the same count 

value and their queues are both empty. Queries 3) and 4) 

show that in the same states of query 2), the semaphores 

can be both green or red. Query 5) verifies that when 

processes p0 and p1 are in the S location, i.e., they have 

both requested a P operation, in the case the 

BinarySemaphoreMJ is in the WaitTrue location, it 

effectively follows that both semaphores are red 

(count==0), their internal queues have the same size and 

in particular P0 is waiting in S1 and P2 is waiting in S2. 

 Meaning of queries from 2) to 5) ensures that after 

each complete execution of a block of P or V operations, 

the two semaphores have equivalent states. 

 Although the above described verification frame 

cannot replace a formal (weak) bisimulation proof of the 

two automata in Fig. 1 and Fig. 14, it provides important 

information about the correct behavior of 

BinarySemaphoreMJ and then of the Java thread-safe 

class in Fig. 13. 

All the verification experiments were carried out on a 

Win 8, 12GB, Intel Core i7-3770K, 3.50GHz. 

V. CONCLUSION AND FUTURE WORK 

 The UPPAAL timed automata library and the M&V 

approach for concurrent systems proposed in this paper 

are useful in the practical case, and are under 

experimentation in an undergraduate course on systems 

programming. The solutions, although inspired by Java 

concurrency, can be adapted to work with other 

concurrent programming languages as well. 

 

On-going and future work is geared at: 

 Improving the supporting library of basic concurrent 

control structures and synchronizers. 

 Extending the library in order to experiment with 

alternative but influencing concurrency schemes like 

the software transactional memory [11], which in the 

next future should be made available, e.g., in Java. 
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Abstract—Existing approaches on web server simulation are 

often restricted, especially with the advent of the dynamic web. 

We propose a symbiotic approach for web server simulation, 

using a Faster than Real Time Simulation environment, 

compatible with the Dynamic Data Driven Applications 

Systems concept. The corresponding framework was 

implemented, consisting of: a measurement module, the FRT 

simulator, running concurrently with the web server, a 

controller that manages both the measuring process and the 

simulator, and a network level packet sniffer. Experimental 

results are presented along with open research issues. 

Keywords-modeling; web-server simulation; symbiotic 

simulation; faster-than-real-time simulation 

I. INTRODUCTION 

In symbiotic simulation [23], a simulation system and a 
physical system are closely associated with each other, in a 
potentially mutually beneficial relationship. The simulation 
system benefits from real-time measurements about the 
physical system provided by corresponding sensors. The 
physical system, on the other side, may benefit from the 
effects of decisions made by the simulation system. 
Operational decision making has hard real-time constraints 
and the manual evaluation of alternative decisions is 
difficult. Symbiotic simulation may alleviate this problem by 
automatically evaluating what-if scenarios within a 
reasonable period of time.  

In Faster than Real Time Simulation (FRTS) [22][24], 
advancement of simulation time occurs faster than real 
world time. Making models run faster is the modeler's 
responsibility and certainly not a trivial task, since real time 
systems often have hard requirements for interacting with 
the human operator or other agents. Model evolution occurs 
faster than the real world and the experimentation results 
may be compared to the actual system and be used to 
improve the effectiveness of the simulation experiment. 
Incorporating into the model any occurring system changes 
is crucial for the reliability of the experiment; in FRTS, this 
happens in the process of remodeling, i.e., changing model 
specification in real time, as changes occur in the system. 

Dynamic Data Driven Applications Systems (DDDAS) 
[21] is a concept of symbiotic relationship between 
application and measurement systems, wherein applications 
can accept and respond dynamically to new data, and 

reversely, the ability of application systems to dynamically 
control the measurement processes. The synergistic 
feedback control-loop between application simulations and 
measurements opens new domains in the capabilities of 
simulations with high potential pay-off, using sensors to 
produce large quantities of telemetry that are fed into 
simulations that model key quantities of interest. As data are 
processed, computational models are adjusted to best agree 
with known measurements. If properly done, this increases 
the predictive capability of the simulation system. 

Web server modeling [6][10][14] and simulation [9][12], 
as well as http analysis [5][13] and web traffic modeling 
[11][15], while very active in the past, has received little 
contemporary attention, mainly due to the onslaught of the 
dynamic web and the inability of off-line simulations to use 
general models for the production of useful results. In this 
paper we propose the use of symbiotic simulation as an 
approach that could bring back the edge to the area, by 
enabling on-line simulations to use accurate and continually 
updated models, and produce useful insights about the real 
system’s future (e.g., saturation, utilization, etc.) in real 
time. 

The rest of the paper is organized as follows. In the 
second section, we present a brief review of web server 
simulation research, identify shortcomings and propose how 
to overcome them. In the third section, we present the 
proposed framework, and, in the fourth, the evaluation of 
our approach. We conclude at the fifth section. 

II. WEB SERVER SIMULATION – OPEN ISSUES 

The first published research in web server modeling and 
simulation [1] used a simple, high-level, open queuing 
network model (single server) and produced a theoretical 
upper bound on the serving capacity of Web servers. The 
single-server approach was also adopted in [3], where the 
model presented was an abstraction of the actions that occur 
at the session level layer, and all actions associated with the 
network layer were ignored, including specifics about 
individual TCP connections associated with requests (the 
web server was modeled as a single-server queue with single 
stream of Poisson arrivals). Colored Petri Nets (CPN) 
modeling was used in [4], where it was assumed that the 
fundamental service offered by a web server to web clients, 
is access to the documents stored therein. Only HTTP/1.0 
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was considered but it was noted that the CPN model could 
be easily modified to reflect HTTP/1.1. An end-to-end 
queuing model for the performance analysis of a web server 
was presented by Van Der Mei et al. [2], which described the 
impacts and interactions of the TCP subsystem, HTTP 
subsystem, I/O subsystem, and network, to predict the 
performance of web servers (in terms of end-to-end response 
time and effective throughput). This was a multi-server 
approach for static content only, although it was stated that 
the approach was valid for dynamic content as well. In the 
most recent web server performance analysis we found [7], 
it was noted that, considering the concurrent processing 
capability of modern web servers, it would be appropriate to 
consider them as multi-server systems. An M/G/m queuing 
model was presented, which was validated for deterministic 
and heavy-tailed workloads using experimentation. It was 
proposed that for most web servers, the capacity of the 
queue to hold requests when all the resources are busy was 
typically very large (to ensure that the probability of denying 
a request is very low); thus, queue size was assumed to be 
infinite. 

Hereby, the restrictions we have identified in existing 
web server simulation approaches are discussed. 

A. Complexity of dynamic content modeling 

All models proposed so far have been specifically 
designed for, and tested with, static web server content, i.e., 
files of various types (HTML, JPEG, etc.) stored on a 
physical medium and accessed by the web server through the 
OS file system. Although a couple of approaches state that, 
since verified for static content, they are equally valid for 
dynamic content, there have been no reports of such 
successful attempts. Considering the simplifications already 
made to succeed in modeling solely static content, it is quite 
understandable that dynamic content proves very hard to 
model with acceptable degree of success. Apart from the 
already modeled response transmission time (with whatever 
complexity the existing static content models have 
established), there are other factors for which very little is 
(or can be) known, e.g., script engine (architecture, version, 
implementation platform, OS of availability), database 
engine (connection, efficiency, inter-networking factors, 
hardware parameters), quality and efficiency of the code that 
implements the dynamic application, etc. Apparently, the 
generality of static content approaches is of necessity lost, 
and a separate model must exist for each web application at 
a particular OS, network and hardware setup, at a specific 
point in time. Therefore, we decided to use a higher level 
modeling approach, focusing on the web server as a request 
processor. Dynamic applications, especially those that 
connect to databases, spend much more of their processing 
time retrieving data than preparing and sending the response 
to the client through the network. For dynamic content, what 
static content models are simulating is probably no longer 
the deciding factor for web server load. 

B. No information about lost/denied requests 

Content (i.e., TCP packets) gets lost during HTTP 
interactions over the internet all the time. As a rule, this is 
attributed to network congestion; however, another source is 
possible: web server overload. Web requests are processed 
from at least two queues: the TCP connection queue, where 
“socket-open” requests are gathered by the OS, and the 
HTTP request queue, where each accepted TCP connection 
waits until an http-thread (or process) becomes available to 
read, process the incoming request and send back the 
response. These queues, especially in today’s computer 
systems where RAM is cheap, are typically very large – but 
definitely not infinite, although in all related work, they have 
been considered as such. Dropped requests never leave a 
trace in the web server’s access log files, although they do 
use system resources; therefore, they should be modeled. 

C. HTTP/TCP-specific end-to-end modeling 

Most previous approaches have used the simplification 
that service time (server processing plus network I/O) is 
strongly related to the size of the HTTP response (in bytes), 
an approach that admittedly worked well for proposing 
improvements for the HTTP, and sometimes TCP as well, 
protocol. The models developed are very detailed and they 
lack the necessary simplicity for real life use – mainly 
because some, of their many, parameters are dynamic or 
impossible to measure, but also because the simulation 
running time becomes too long for effective use in real-time 
(or faster) setups. Therefore, a simpler, more abstract, 
service-based, and server-oriented approach is called for. 

III. PROPOSED FRTS FRAMEWORK 

The proposed approach does not deal with the TCP (and 
lower) subsystems, focusing instead at the HTTP layer and 
above; it measures performance and updates continually 
running simulations, which try to mirror the real system and 
predict its state in the future. It utilizes a simple web server 
model, combining an appropriate level of detail and faster-
than-real-time execution speed in multiple replications 
within hard time constraints. It consists of: a) a measurement 
module, b) the faster than real time simulator, c) a controller 
that manages the simulator, acquires measurements and 
produces output, and d) a network level packet sniffer. The 
architecture of the proposed framework is depicted in Figure 
1. 

A. Measurement 

The sniffer software (Wireshark 1.6.0 [19]) runs on the 
same hardware with the web server and concurrently 
provides feedback on the network flows that reach it. 
Example settings are shown in Figure 2. The web server 
(Tomcat 7.0.11 [16]) is the real system under test, which 
serves HTTP requests coming from web clients. The web 
server’s access log has been formatted accordingly (using 
the “Valve” capability [18]) to facilitate easiness and speed 
of reading, as shown in Figure 3. 

The pattern signifies that the web server logs (for each 

completed job) the time taken to process the request (%D) 

and the bytes sent including HTTP headers (%B). 
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Figure 1. Components and data flow of the proposed framework 

 

Figure 2. Wireshark capture options just before the Start button is pressed 

 

 

Figure 3. Tomcat’s Valve configuration (conf/server.xml) 

The web server’s access log and the sniffer’s capture file 

(i.e., sniffer log) constitute the measurement logs being used 

by the controller. The log reader component reads the new 

data entered in fixed time intervals, and provides the number 

of incoming HTTP (“GET”) requests identified by the 

sniffer, the service time mean of the HTTP responses served 

by the server, and also the mean and deviation of the size of 

the HTTP responses. 
Measurements are used by the FRTS Controller 

component to decide whether the simulation is still 
accurately depicting the real system or it has deviated due to 
real conditions changing. All the basic model parameters 
(setting the “Connector” section in the “server.xml” file [17] 
as seen in Figure 4) cannot be changed without web server 
restart (which would also necessitate a simulation restart), 
thus are only read once. 

 

 

Figure 4. Tomcat’s Connector configuration (conf/server.xml) 

The most significant measurement is 
maxKeepAliveRequests, which defines the maximum 
number of HTTP requests that can be pipelined until the 
connection is closed by the server. Setting this attribute to 1 
will disable HTTP/1.0 keep-alive, as well as HTTP/1.1 
keep-alive and pipelining. This property (when set to 1) 
makes the M/M/n model applicable to the web server, in a 
more abstract (HTTP and above) view of the web serving 
process without dealing with the TCP specifics. The 
property maxThreads signifies

 
the maximum number of 

request processing threads to be created, i.e., the maximum 
number of simultaneous requests that can be handled. The 
property acceptCount signifies the maximum queue length 
for incoming connection requests when all possible request 
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processing threads are in use; any requests received when 
the queue is full will be refused. The property 
maxConnections sets the maximum number of connections 
that the server will accept and process at any given time; 
when this number has been reached, the server will not 
accept any more connections until the number of 
connections reach below this value – the operating system 
may still accept connections based on the acceptCount 
setting though.

 
This is a property of slightly lower level than 

http (i.e., tcp and socket layer), which we set to 
acceptCount + maxThreads. 

The controller compares the following four 
measurements with the predictions provided by the 
simulation for the past interval: 

 Number of incoming requests 

 Number of serviced requests (completed responses) 

 Ratio of serviced to incoming requests 

 Average size of responses 

All of the predictions must be within the acceptability 

threshold of the measurements, provided as initial simulation 

parameter; if they were not, remodeling occurs: all available 

predictions are thrown away and the simulator is restarted 

with the latest measurements as parameters. The FRTS 

Controller runs on a separate thread, where it alternates 

between processing and sleeping the designated interval, 

taking the steps shown in Figure 5. 
 

 

Figure 5. FRTS Controller process 

B. Modeling and Simulation 

The model we use in our simulation was implemented 
according to the Discrete Event Simulation (DES) paradigm 
[20] and is a simple queuing model with a single shared 
finite FIFO queue and a number of servers (n) that service 
jobs waiting in queue and cannot be idle unless the queue is 
empty (M/M/n in queuing theory because both arrivals and 
service times are memoryless, i.e., exponential). The queue 
models the http-queue that the web server has, where 
incoming http-requests are held waiting until an http-thread 
becomes available to process and produce/transmit the http-
response. Servers correspond to available http-threads that 
the web server has and are used to process incoming http-
requests and transmit http-responses. The controller 
manages a number of faster than real time simulators, each 
running an M/M/n model. At real time intervals of the equal 
duration to the simulation intervals, each simulator 

momentarily pauses to gather statistics for that particular 
predicted interval, and then continues simulating from the 
exact moment it had paused. This way, the controller is able 
to provide predictions about the values of interest (requests, 
responses, size) for the specified intervals in the future.  

The interarrival time distribution is considered 
exponential and its mean (beta) is computed from the 
sniffer’s capture file measurements of the amount of 
incoming http requests in the latest measurement interval. 
The service time distribution is considered exponential and 
its mean (beta) is from the web server’s web access log 
measurements for each successfully processed http request 
and subsequent http response. The response size distribution 
has been chosen to be Gaussian/Normal. The mean and 
deviation of the response sizes is computed from the web 
access log and passed to the simulation. The measure of 
success is the frequency of remodeling events during its 
execution: the lower the better. 

IV. EVALUATION 

Our aim was to provide validation and verification of the 
framework for use with static content web servers in 
controlled (laboratory) conditions, so we did extensive 
experimentation with static content, controlling both the web 
resources dataset available, the test web client and the web 
server settings, as described below. 

A. Datasets 

There are four fixed-size file datasets, each consisting of 
randomly generated files of fixed (per dataset) size equal to 
the number in parenthesis in kilobytes: 

 F(1): 10k different files of 1kb size 

 F(10): 1k different files of 10kb size 

 F(100): 100 different files of 100kb size 

 F(1000): 10 different files of 1000kb size 
The total volume of each dataset was set to be the same, 

10 megabytes; they were used for fine-tuning the simulation 
setup and as the backbone for varied-size experimenting. 

We used combinations of the F datasets for creating 
varied-size datasets, by merging the various F datasets in all 
possible combinations; thus creating skewed probabilities of 
response size, with the intent of proving that the simulation 
setup is versatile enough to cope with such traffic: 

 V(A): F(1) + F(10) 

 V(B): F(1) + F(100) 

 V(C): F(1) + F(1000) 

 V(D):F(10) + F(100) 

 V(E): F(10) + F(1000) 

 V(F): F(100) + F(1000) 

 V(G): F(1) + F(10) + F(100) 

 V(H): F(1) + F(100) + F(1000) 

 V(I): F(1) + F(10) + F(1000) 

 V(J): F(10) + F(100) + F(1000) 

 V(K):F(1) + F(10) + F(100) + F(1000) 

 V(L): 35x1kb + 50x10kb + 14x100kb + 1x1000kb 
For example, the V(D) setup consists of merging the 

F(10) and the F(100) datasets; therefore, the probability of 
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requesting a 10 kilobytes file is ten times more than that of a 
100 kilobytes file. V(L) is a dataset of special proportions, 
as it comprises of 35 files from F(1), 50 files from the F(10), 
14 files from the F(100) and 1 file from the F(1000). It is an 
effort to represent the SPECweb96 benchmark [25], which 
has been used extensively for static content web server 
simulation in the past. The SPECweb96 workload defines 
four classes of files to get, based on the following file sizes: 
less than 1 KB, 1 to 10 KB, 10 to 100 KB, and 100 KB to 1 
MB (there are several files in each class, with sizes 
distributed evenly through the range for that class). 
SPECweb96 directs 35 percent of its activity to the smallest 
class, 50 percent to the 1-to-10-KB class, 14 percent to the 
10-to-100-KB class, and one percent to the largest files. 

B. Simulation Setup 

For the final experimentation setup, we picked 30 
simulators as the best compromise between accuracy and 
performance (increasing their number did not significantly 
increase accuracy) and acceptance threshold of ±20% (i.e., 
system will not proceed to remodeling if predicted values 
are within 80% - 120% of measured values) over the four 
measurements monitored.  

The monitoring interval was set at 30 sec, to provide for 
RAM conservation, emergent dynamic HTTP variability and 
modeling suitability. It was the lowest value that allowed for 
consistent simulation in our experiments; with values below 
30 sec, the simulations had trouble converging. The 
prediction window was set at 10 intervals into the future 
(i.e., 5 minutes of real time); if a simulator reached that 
threshold of predictions, it went to ‘sleep’ to conserve 
system resources. Each experiment lasted at least 40 
intervals (i.e., more than 20 minutes of real time), a long 
enough duration for interesting phenomena to emerge. 

We used one multi-threaded web client to create the 
server workload with exponential inter-request rate and 
uniform random selection of file requested from all those 
available in each dataset (thus creating the skewed 
probabilities explained earlier). 

C. Experimentation 

The web server was setup to run with either 1 or 100 
processing threads using a queue of either 1 or 100 pending 
requests. These values were of course mirrored in the FRTS 
simulators for accurate modeling. The web client was setup 
to create either 10 requests/sec or 100 requests/sec, values 
that proved during fine-tuning to be the thresholds for 
interesting behavior and implementation stress. 

We run experiments with these eight different 
combinations over the four F datasets (32 experiments) and 
the twelve V datasets (96 experiments); 128 experiments in 
total. For each experiment we measured the percent of 
overall FRTS success, i.e., the ratio of intervals that 
predictions were within acceptance threshold (i.e., no 
remodeling) over the total intervals of the simulation run. 

D. Results 

The overall simulation setup ran quite smoothly, 
although FRTS implementation RAM issues lead four 
F(1000) and one V(F) experiments of high request rate (100 
requests/sec) to early shutdown (marked as invalid). 

We found that using the Normal distribution (Gaussian) 
for predicting response size was a poor choice because it 
went astray in most V datasets, causing remodelings that 
could otherwise have been avoided. Size prediction (Z) is 
traditionally important for predicting the response 
benchmark (S); in our model however those are disjoint. 
Therefore, remodelings due to Z alone were excluded from 
success ratio calculations. Success percentages presented 
below account only for ASR remodelings, considering Z 
remodelings as never occurred. 

 

 Figure 6. Results of all 128 experiments 

All experiments showed greater than 65% success, with 
more than half of them in the 91-100% scale. In Figure 6, 
the results of all 128 experiments are shown in detail. The F 
datasets experiments were the less important (included 
mostly for sanity check). The V dataset experiments were 
considered more important; especially the V(L), in which 
success rates were consistently above 90%. The simulation 
was slightly more successful when request rate was low than 
high; it also lost some accuracy in high size datasets and 
those of great variability. However such failings were 
expected, given the simplicity of the model we used. In 
general, the simulation quality seemed unaffected by the 
web server’s ability to cope with the load, providing quality 
predictions even in the interesting occasions that the web 
server could not cope with the load. 

V. CONCLUSION AND FUTURE WORK 

Research in the area of web server simulation is active 
and useful; however, traditional off-line simulations have 
trouble dealing with the onslaught of dynamic web and the 
lack or relevant generic models. The proposed framework is 
a novel symbiotic simulation approach in this direction, with 
the potential of breaking through the barrier of web server 
dynamic content modeling and simulation.  

It is apparent that the framework is ‘cold’ restarted after 
each remodeling, but that cannot be helped as whatever state 
the simulator has reached must be considered invalid. We 
are currently working in incorporating distribution 
estimation, instead of simple means, into the framework. 
The model used is arguably very simple, and more complex 
versions, along with concurrent simulators of different 
models, should be developed. Profiling web traffic and 
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workload classes, delving deeper into the complexity of the 
web server, as well as the stability of the measure and 
remodel loop are also open approaches that we wish to 
investigate. Interesting future expansions include decision 
processes to modify the interval duration and self tuning 
some real system parameters. 

After exploiting the above directions and completing 
testing of the proposed framework for static content web 
server simulation, research will focus solely on its 
applicability for dynamic content. 
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Abstract— In this paper, a heterogeneous Multiprocessor 
System-on-Chip (MPSoC), controlled by a dedicated task 
scheduling unit, is presented. This unit, known as 
CoreManager, is responsible for dynamic data-dependency 
checking, task scheduling, processing element allocation and 
data-transfer management. Three different CoreManager 
approaches are analyzed and compared. An analytical model is 
derived for each CoreManager implementation. The 
configuration parameters for the models are determined 
through system analysis. For this purpose, a tool flow has been 
developed to build the MPSoC and generate data traces. For 
the benchmarks employed, the relative error of the analytical 
model was shown to be lower than 6.3 % on component and 
6.9 % on system level compared to the measurements. 

Keywords-Heterogeneous MPSoC, Dynamic Task 
Scheduling, CoreManager, Analytical Model 

I.  INTRODUCTION 

Multiprocessor System-on-Chips (MPSoCs) are 
composed of several types and numbers of processing 
elements (PEs) and allow increasing performance and energy 
efficiency. In order to cope with the stringent performance-
efficiency requirements, architectures exploiting parallelism 
and data locality both at system and core level [1] are 
required. Even though data-level and instruction-level 
parallelism within the PEs is essential, the main focus of this 
work is in the functional, i.e., task-level parallelism, based on 
the data flow model [2].  

Increasing the system complexity in terms of application 
parallelism and number and types of resources may lead to a 
dramatic increase of system management costs, thus causing 
performance degradation. For this reason, the efficient 
implementation of the management unit becomes a major 
issue in system design. Therefore, an analytical model is 
necessary to predict and analyze the runtime behavior of the 
management unit and the heterogeneous system. 

This work compares the performance and capabilities of 
a dedicated task scheduling unit, called CoreManager. Three 
different implementation approaches are regarded: a RISC-
based solution (CM-RISC), an approach with Very Long 
Instruction Words (CM-VLIW) and an implementation 
based on an extended instruction set architecture (CM-EIS). 
A flexible analytical model has been derived for each 
implementation approach. Furthermore, a tool flow has been 

developed to build a heterogeneous MPSoC and to generate 
data traces. The configuration parameters for the models 
have been analytically derived and the obtained results 
compared to the measurements.  

Some examples of heterogeneous hardware platforms are 
the Cell Broadband Engine [3] and Sandbridge SB3011 SDR 
platform [4]. The Tomahawk MPSoC was developed to 
execute applications from the multimedia as well as the 
signal processing domain [5]. It includes a dedicated task 
scheduling unit. In [6], a comparison between a software and 
a hardware scheduling approach is presented. The 
programming model used in this work is similar to CellSs 
[7]. Further programming models are, e.g., Cilk [8], Sequoia 
[9], and Ct [10].  

The extension of the instruction set of standard 
processors is available in many areas [11][12]. In this work, 
a RISC core is extended by several newly introduced 
instructions to improve task scheduling performance as well 
as energy consumption. A similar approach was presented 
in [13].  

According to the taxonomy given in [14], the used 
dynamic task scheduling is centralized and applies complete 
information exchange to schedule aperiodic tasks. Complete 
information exchange refers to the collection of events from 
all processing elements. The platform used in this work can 
be understood as a distributed system due to the separate 
address spaces of the processing elements [15]. 

The remainder of the paper is organized as follows. In 
section II, the hardware system and the programming model 
are presented. In the following section, the tool flow is 
described. Section IV presents the components of the task 
scheduling unit, called CoreManager. It is analytically 
described in the next section. Section VI shows the results of 
the system. The parameters of the analytical models are 
presented. Furthermore, a comparison of the analytical 
model and the measurements is given. 

II. SYSTEM MODEL 

A. Hardware Model 

A heterogeneous MPSoC is depicted in Fig. 1. It consists 
of several functional blocks, which are connected by a 
Network-on-Chip (NoC). A router is available for each 
system component, which is connected to its neighbors by 
point-to-point data links. The routers are responsible for 
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packet scheduling and arbitration. XY routing is applied. 
Further details about the integrated NoC can be found in 
[16]. 

The Application Processor (APP) is formed by a 
Tensilica 570t core and has 2-way set-associative instruction 
and data caches, each 16 Kbyte in size. It is placed next to an 
off-chip memory interface for fast data access. The data 
plane of the system is composed of several types and 
numbers of processing elements (PEs), which are controlled 
by the CoreManager. The CoreManager is responsible for 
task scheduling, PE allocation, and data transfer 
management. The CoreManager presents an interface which 
allows connecting to the application running on the APP. 

Three off-chip global memories are included (MEM_0, 
MEM_1 and MEM_2), each one having 256 MB. Each PE 
has its own dedicated direct memory access controller 
(DMAC) to perform data transfers between the global 
memories and their local memories. Furthermore, data can 
be fetched from local memories of other PEs. 

Two types of PEs are integrated in the system: a digital 
signal processor (DSP) and a RISC processor. For each type, 
ten processors are instantiated. In the proposed approach, a 
PE can solely operate on its local on-chip memory. No cache 
misses can occur. Task execution time is consequently 
deterministic, which leads to a better predictability at system 
level. PEs’ instruction and data memory size is 32 Kbyte 
each. Prefetching of data is possible for the next two tasks, 
but must be explicitly annotated by the CoreManager. 
Similar to the PEs, the CoreManager solely works on local 
on-chip memories. Its instruction and data memory size are 
32 Kbyte each. Data transfers to the local memories of the 
PEs and task execution can be performed concurrently. A 
clock frequency of 333 MHz is applied for all components. 

B. Programming Model 

 The used programming model, called taskC, is based on 
tasks as a main entity [15]. A task is a collection of 
instructions which are atomically executed. In Fig. 2, a 
source code example is shown. For each task input and 
output, data transfers are specified with IN, OUT and 
INOUT operators. For each transfer, a pointer and a size are 
specified at runtime. 2-dimensional data transfers are 
supported. For example, in software defined radio systems, 
the data locations of a task are specified after the header is 
processed. No static data analysis is possible for these kinds 
of applications.  

The task execution is not done by the APP itself. The 
APP only sends the task description, which is composed of 
the task name and the data information, to the CoreManager. 
In Fig. 2, two task descriptions are transferred, either 
taskType1 and taskType2 or taskType1 and taskType3. The 
APP is additionally responsible for evaluating control-code 
dependencies, e.g., the if-else clause in Fig. 2. Data-
dependencies between tasks are evaluated by the 
CoreManager at runtime. The taskSync command is a barrier 
and synchronizes the APP and the data plane execution. 
After the APP returns from this function it is assured that all 
tasks are finished and all output transfers have been 
completed. 

III. TOOL FLOW 

A newly developed tool flow is used to specify the 
system configuration and to generate the simulation 
environment. An overview of all components is shown in 
Fig. 3. The hardware architecture is specified in a 
configuration file containing two parts. The first part is 
responsible for the system level. The second part specifies 
the capabilities of the CoreManager. By using the Tensilica 
Xtensa Processor Generator (XPG) the CoreManager as well 
as the PEs are created [17]. RTL code and suitable 
Compilers are generated as well. The InstGenerator and the 
TaskCompiler are responsible for the compilation of tasks 
and their extraction into a separate data array. The 
application itself is compiled with the Tensilica 570t 
Compiler. Binaries for the PE and the CoreManager are 
linked into the APP binary. These binaries are loaded at 
runtime to the corresponding cores. 

Three types of hardware designs are generated: A 
Tensilica-based cycle-accurate simulation environment 
(XTSC), a FPGA prototype, and an ASIC prototype. The 
TaskVisualizer allows visualization of results. In particular, 
it shows task execution and data transfers. More information 
on the TaskVisualizer can be found in [15]. The 
CoreManager Profiler and the DebugVisualizer allow an 
offline and online analysis of the CoreManager. More 
information on these tools can be found in [18]. 
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Figure 1. System Model: heterogeneous MPSoC 

 

1:       task( task1, IN( in1, 256), IN(in2, 128), OUT(out1,512), OUT(out2, 256));

2: 

3:

4:       if ( random1 == random2 ) 

5:  task( task2, IN( in3, 256), IN( out1, 128), OUT(out3,512));

6:       else

7:  task( task3, IN( out1+512, 512), OUT(out4,512));

8:       someFunction();

9:       taskSync();

data dependency

Control code 
dependency

Task name Input data Output data

 
Figure 2. Programming model example 
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Figure 3. Tool flow 

IV. COREMANAGER STRUCTURE AND BEHAVIOR 

The major components and the internal data flow of the 
CoreManager are depicted in Fig. 4. The operational 
sequence is as follows. Firstly, the APP retrieves the ID of an 
empty task slot by reading the CM_2_APP first-in first-out 
(FIFO) memory (step 1). Afterwards, the APP writes the task 
description (e.g., the task name and the input and output 
data) to the task buffer in the corresponding task slot (step 2). 
As soon as writing the task buffer is finished, the same task 
slot ID is written to the APP_2_CM FIFO (step 3). The 
CoreManager reads this FIFO. It firstly performs a data-
dependency checking among all tasks which are currently in 
the system. For this purpose, (1) must be evaluated for each 
transfer for all tasks. The array formed by pointer p1 and size 
s1 of task 1 is compared with the array formed by p2 and s2 of 
task 2. p1, p2, s1 and s2 are assumed to be greater or equal to 
zero. The equation is valid if a dependency is found. 

  
  

1 2 2

2 1 1

     ||  

  

dep unsigned p p s

unsigned p p s

  

 
           (1) 

 
 
 
 
 
 
 
 
 

In the particular case of the CM-EIS processor, the 
operations shown in (1) are merged into one instruction, 
which is thus executed in a single clock cycle. Furthermore, 
the application of 4-SIMD vectorization enables the 
execution of four parallel dependency checks. A more 
detailed explanation of the dynamic data-dependency 
checking of the CM-EIS processor can be found in [18].  

If no data-dependency is found, the task is included in the 
ready task list. Otherwise, the task is annotated at the 
corresponding preceding tasks descriptions (step 4-6).  

In the next step, the task-scheduling module selects the 
most suitable task from the ready task list (step 7). Two 
scheduling approaches are currently available. An as-soon-
as-possible scheduling approach prioritizes the tasks 
according to their time of arrival in the CoreManager. The 
second possibility is an earliest-deadline-first approach, 
which favors tasks with the closest deadline. The scheduling 
is only performed if a suitable PE is available for the task.  

After the scheduling process, a PE is allocated and local 
memory for the necessary data is reserved (steps 8-9). The 
implemented PE allocation approach is depicted in Fig. 5. 
The PE allocation is based on two bit masks: One 
corresponding to the PEs currently available and one 
corresponding to the PEs annotated as suitable for a task. 
The number of PEs determines the number of necessary bits 
(a dedicated bit is reserved for each PE). A value of one 
represents an available or suitable PE. An AND operation is 
performed on the bit masks representing the currently 
available and the suitable PEs. The PE associated to the first 
bit with a value of one (i.e., the first available and suitable 
PE) is subsequently allocated. In addition to this, for each 
task type the preferred and suitable PEs can be specified. The 
implemented PE allocation approach prioritizes preferred 
PEs accordingly. In order to increase data locality, a task can 
be scheduled on the same PE as its predecessor task, thus 
allowing the reuse of its output data. The number of memory 
transfers is hence reduced and the performance is improved. 

A StartupUp Code is subsequently generated (step 10) by 
the CoreManager. It contains all necessary information to 
configure the PE (e.g., pointers to the instruction code) and 
all task data. It is transferred by two additional DMACs 
situated next to the CoreManager (step 11-12). 

As soon as the task is finished, a packet is sent over the 
NoC and stored in the PE Finished FIFO (step 13). The 
CoreManager can evaluate this information (14-16). All 
successors of the executed tasks are put in the ready task list 
if no further dependencies are annotated (step 17). Finally, 
the corresponding task slot is made available for the APP by 
writing the task slot ID in the CM_2_APP FIFO (step 18). 
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Figure 4. CoreManager structure and data flow 
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Figure 5. PE allocation 

 
In the following, three versions of the CoreManager are 

compared and analyzed. The first one, called CM-LX4, is 
based on a Tensilica LX4 RISC core. The second solution 
integrates a Very Long Instruction Word approach in the 
CoreManager (CM-VLIW). The third version extends this 
processor with an improved instruction-set architecture 
especially suitable for the needs of a task scheduling unit 
(CM-EIS).  

In Table I, the newly introduced instructions for the task 
scheduling are shown and shortly described. 16 task slots are 
always concurrently processed and can be hence evaluated in 
a single clock cycle. For each task slot, a validity bit is 
present. If it is set to a value of one the corresponding task 
slot is valid and can be used for the evaluation. The 
evaluation of the valid bit is included in the processing time 
of one clock cycle. In Fig. 6, the new instruction for finding 
the smallest values out of the ready task list is additionally 
shown. In this example, a minimum operator is applied. 
Nevertheless, it can be adapted at runtime to determine the 
maximum value. For each task slot, a 16-bit value must be 
defined. It can be flexibly used to specify, e. g., deadlines 
and priorities. The evaluation of all task slots is done in 
parallel.  

 
 

TABLE I.  TASK SCHEDULING INSTRUCTIONS 

Instruction Explanation 

SCHED_SET(slot, val) Value of a specified slot is set. 

SCHED_SET_ALL(val) 
All tasks slots are set to a specific 
value. 

SCHED_MIN(slot, val) 
Retrieves the smallest valid task slot. 
The task slot ID and its value are 
returned. 

SCHED_MAX(slot, val) 
As above, but the highest value is 
returned. 

SCHED_INC(val) 
Adds a value to all task slots. Task 
slot values saturates at 65535. 

SCHED_DEC(val) 
Subtracts a value from all task slots. 
Task slot values saturates at 0. 

 

<value0> <value1> <value2> <value15>…
slot 0 slot 1 slot 2 slot 15

ASM_SCHED_MIN

position value

<0/1> <0/1> <0/1> <0/1>…
slot 0 slot 1 slot  2 slot 15

position validity

1 bit

16 bit

Result: <slot X, valueX>

min

 
Figure 6. Instruction set architecture extension for task scheduling  

V. ANALYTICAL MODEL 

The developed analytical model depends on the 
following input parameters: 

- 
INn  :  Number of input transfers 

- 
OUTn  :  Number of output transfers 

- 
Transfersn  :  

IN OUTn n  

- 
TISn  :  Tasks currently available in the system 

- 
PE IDn 

 :  Allocated PE number (starting with 0) 

- 
Successorn  :  Number of successor tasks 

In the following, all components of the CoreManager will 
be analyzed and described using analytical methods. The 
timing is described in clock cycles. The CoreManager solely 
works on its local memory. Consequently, no external 
memory accesses are required and its processing time is 
hence independent of the clock frequency of the remaining 
system. 

A. Dynamic Data-Dependency Checking 

  Equation (2) describes the necessary time for the 
dynamic data-dependency checking stage on the CM-LX4 
and CM-VLIW processors. A quadratic dependence on the 
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number of output transfers is present. IN-IN transfer 
comparisons are not performed. In the case of independent 
tasks, no data dependencies have to be checked. Thus, 

,varDept can be directly set to 0. 

 
, , ,* *

*  2*  *  

DepCheck Dep init Dep TIS TiS Dep Transfer TiS

IN OUT OUT

t t t n t n

n n n

  


         (2) 

In the case of the CM-EIS processor, the processing time 
of the dynamic data-dependency checking can be described 
by (3). IN and OUT transfers are not distinguished. 
Nevertheless, IN-IN transfers are not considered as a 
dependency. A quadratic dependence on the number of 
transfers is present. 

 
, , ,

2

,

*

* *

DepCheck CM EIS Dep init Dep TIS TIS

Dep Transfer TIS Transfers

t t t n

t n n

  


              (3) 

B. Task Scheduling 

The task scheduling finds the most suitable task from the 
ready task list. In the case of the CM-LX4 and CM-VLIW 
processor, the ready task list is sequentially searched for the 
smallest or largest value. For each task slot, the valid bit is 
evaluated. Equation (4) can be used to describe the 
processing time of this stage.  

, ,var *Scheduling Scheduling const Scheduling TISt t t n               (4) 

In the case of the CM-EIS processor, the task scheduling 
time for up to 16 task slots is constant. Hence, (4) can be 
transformed to (5). 

, , ,var *
16

TIS
Scheduling CM EIS Scheduling const Scheduling

n
t t t

     
      (5) 

C. PE Allocation 

Equation (6) determines the necessary time for the PE 
allocation. 

, ,var *PE Alloc PE Alloc const PE Alloc PE Idt t t n                (6) 

For the CM-EIS core up to 32 PEs can be evaluated in a 
single cycle. Hence, (6) can be modified as: 

, ,

,var * 1
32

PE Alloc CM TIS PE Alloc const

PE Id
PE Alloc

t t

n
t

  






       

                (7) 

D. Local Memory Allocation 

Three different allocation approaches for the local 
memories are available. The single-space allocation occupies 
the whole memory for one task. The top-down allocation 
allows two tasks to use the same local memory. The most 
sophisticated mode of operation is the block-based 
allocation. The whole local memory is divided in equally 
sized blocks. In this case, eight blocks are used. The 

necessary processing time for the allocation of local memory 
is determined by (8). 

, , *Mem Alloc Mem Alloc Init Mem Alloc Transfer Transferst t t n            (8) 

E. DMAC configuration 

The configuration time of the DMACs for transferring 
the Start Up Code is always the same. It can be described 
with (9). 

,DMAC Config DMAC Config constt t                          (9) 

F. Clean Up 

The processing time after a task is finished depends on 
the number of successors per tasks. Additionally, the task 
slot ID must be written to the CM_2_APP FIFO. The 
processing time of the Clean Up stage can be expressed with 
(10). 

, , *Clean Up Clean Up const Clean up Successor Successort t t n         (10) 

G. System Level 

A combination of the processing times of the components 
of the CoreManager leads to a system-level latency point of 
view. The processing time of the CoreManager for each part 
can be separated in a processing time before and after task 
execution. Equation (11) describes this behavior. 

PrTask oc Task Start Task Endt t t                        (11) 

Both terms on the right side of (11) can be individually 
expressed with (12) and (13), respectively. By using these 
equations it is possible to predict the performance of the 
CoreManager and determine its influence on the system. 

Task Start DepCheck Scheduling PE Alloc

Mem Alloc DMAC Config

t t t t

t t

 

 

  

 
             (12) 

Task End Clean Upt t                               (13) 

VI. RESULTS 

In the first part of this section, the measured results of the 
CoreManager components are presented. Configurable task 
descriptions are used to measure the processing time. 
Especially corner cases are regarded. The FPGA prototype is 
used for all measurements. The integrated DebugUnit is 
responsible for generating traces at runtime. The DebugUnit 
is a dedicated component placed next to the CoreManager. It 
is used to observe the dynamic decisions of the 
CoreManager. The analysis of the traces is done with the 
DebugVisualizer. The processing time of the CoreManager 
components is deterministic due to the instruction and data 
fetch solely from its local memories. The same input leads to 
the same result and the same processing time. Due to this 
deterministic behavior, the presented results are valid for 
RTL and Netlist simulation as well as the ASIC prototype.  
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In the second part of this section, the previous results are 
analyzed to obtain the parameters of the analytical model. 
The last part of this section presents a comparison of the 
analytical model with the measurements of real applications. 

In Fig. 7, the results of the dynamic data-dependency 
checking stage are depicted. All transfers are divided in 50 % 
input and 50 % output transfers. In the case of one transfer, 
an INOUT type is used. In the analytical model an INOUT 
transfer is regarded as an OUT transfer. 

TISn is varied 

between 7, 15, and 31. The number of transfers is set to 1, 2, 
4, and 8. A difference in the processing time of over one 
order of magnitude can be observed between the CM-LX4 
and the CM-EIS CoreManager. In Fig. 8, the processing time 
of the task scheduling is shown. The number of tasks in the 
ready task list is varied between 1 and 32. In Fig. 9, the 
results for the PE allocation are depicted. It is distinguished 
between the annotation of possible and possible/preferred 
PEs per task. The results for the local memory allocation are 
shown in Table II. The processing time depends on the 
already allocated blocks and on the number of transfers. The 
configuration of the DMA controller of the CoreManager 
needs a constant processing time of 12 cycles per task. In 
Table III, the processing time of the Clean Up stage is 
shown. For each successor task the necessary time is 
increased. 
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Figure 7.     Dynamic data-dependency checking results. The  
        available tasks in the system and the number of            

 transfers are varied. 
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Figure 8.     Task Scheduling results. The number of tasks in  

 the ready list is varied. 

TABLE II.  LOCAL MEMORY ALLOCATION: PROCESSING TIME            
(IN CYCLES) 

Avail. 
Blocks 

#Transfers CM-EIS CM-VLIW CM-LX4 

0x0 2 10 51 66 

 4 20 56 78 

 8 34 64 92 

0x1 2 10 51 65 

 4 20 56 77 

 8 34 64 91 

0x3 2 10 52 67 

 4 20 57 79 

 8 34 65 93 

0x7 2 10 56 72 

 4 20 61 84 

 8 34 69 98 

0x9 2 10 55 62 

 4 20 55 74 

 8 34 63 88 

0x12 2 10 53 60 

 4 20 53 72 

 8 34 61 86 

TABLE III.  CLEAN UP: PROCESSING TIME (IN CYCLES) 

#Successor 
Tasks 

CM-EIS CM-VLIW CM-LX4 

1 44 124 190 

2 54 150 228 

4 72 186 276 

8 108 306 400 
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Figure 9.     PE allocation results. PE-ID is varied. 

In order to obtain the parameters described in section V 
the minimum mean square error is used. The resulting values 
for all parameters are presented in Table IV. The superior 
performance of the CM-EIS core, which was already 
observed in the first part of this section, is also noticed here. 
Especially

,Dep Transfert ,
,Scheduling constt ,

,varSchedulingt ,
,PE Alloc constt 

 and 

,Mem Alloc Initt 
  are significantly lower compared to those of the 

CM-LX4 and CM-VLIW cores. In the case of the local 
memory allocation, the parameter 

,Mem Alloc Transfert 
of the CM-

VLIW core is smaller in comparison to the CM-EIS core due 
to constant processing time of the CM-EIS core. The data 
dependent processing time of the CM-VLIW core leads in 
average to a smaller value for parameter

,Mem Alloc Transfert 
. 

Nevertheless, the overall processing time of the CM-VLIW 
core is still 2 to 5 times higher (see Table II). 

The corresponding relative errors are presented in Table 
V. The highest relative error corresponds to the dynamic data 
dependency checking stage. In the case of the CM-EIS core 
it is 6.3 %. These errors result from the data dependent 
execution time, .i.e., a dependency must be annotated at the 
predecessor of a task. Hence, an additional amount of 
processing time is needed. The DMAC configuration is for 
all cores perfectly predictable. Furthermore, the task 
scheduling and PE allocation models of the CM-EIS 
CoreManager have no error. 

The relative errors for three real-world applications are 
depicted in Table VI. For each CoreManager approach the 
measured traces are compared with the prediction of the 
developed analytical models. The first two applications 
belong to the signal processing domain. In particular, the 
physical layer of a Global System for Mobile 
Communications (GSM) and Universal Mobile 
Telecommunications System (UMTS) are employed.  

The third application is a JPEG decoding application. It 
decodes a picture with a resolution of 2560 by 1440 pixels. 
No data dependency checking is applied in the JPEG 
decoding application. Therefore, 

,Dep Transfert  is set to 0. Hence, 

no successor tasks are present in the Clean Up Stage. Each 
application is dynamically started several times. 

All versions of the CoreManager have been synthesized 
with Synopsys Design Compiler for a 65 nm low power 
TSMC process using worst case conditions (125 °C, 1.08 V). 
For a target frequency of 333 MHz the occupied silicon area 
is 0.140 mm2 (CM-LX4), 0.180 mm2 (CM-VLIW) and 
0.284 mm2 (CM-EIS), respectively. Only logic area is 
evaluated, disregarding local memory area but including the 
memory interfaces (for timing correctness).  

TABLE IV.  MODEL PARAMETER 

#Successor Tasks CM-EIS CM-VLIW CM-LX4 

,Dep initt  118 107 110 

,Dep TISt  32 68 92 

,Dep Transfert  0.4 12.8 16.2 

,Scheduling constt  2.0 16.9 20 

,varSchedulingt  2.0 12 12 

,PE Alloc constt 
 2.0 22.0 32.0 

,varPE Alloct 
 2.0 2.0 3.0 

,Mem Alloc Initt 
 2 46.4 57.5 

,Mem Alloc Transfert 
 4 2.4 4.2 

,DMAC Config constt 
 12.0 12.0 12.0 

,Clean Up constt 
 34.9 99 161 

,Clean up Successort 
 9.2 25.5 29.7 

TABLE V.  MEAN RELATIVE ERROR COMPARED TO MEASURED 
        VALUES FOR CONFIGURABLE TASKS FOR     

 PARAMETER EXTRACTION 

CoreManager Component CM-EIS CM-VLIW CM-LX4 

Data-Dependency Checking 6.3 % 3.6 % 2.5 % 

Task Scheduling 0 0.8 % 0.9 % 

PE Allocation 0 1.2 % 0.8 % 

Local Memory Allocation 3.3 % 3.3 % 4.3 % 

DMAC Configuration 0 0 0 

Clean Up 0.6 % 2.4 % 1.3 % 

TABLE VI.  RELATIVE ERROR COMPARED TO MEASURED VALUES FOR 
        REAL WORLD APPLICATIONS IN PERCENT  

  (CM-EIS/CM-VLIW/CM-LX4) 

CoreManager 
Component 

Application 

GSM UMTS JPEG 

Data-Dependency 
Checking 

3.6/3.2/3.9 6.9/4.3/2.6 0/0/0 

Task Scheduling 0/0.2/0.4 0/0.3/0.6 0/0.3/0.3 

PE Allocation 0/1.2/1.0 0/0.9/1.2 0/0.2/0.2 

Local Memory 
Allocation 

0/0/0 0/0/0 0/0/0 

DMAC 
Configuration 

0/0/0 0/0/0 0/0/0 

Clean Up 0.4/0.2/0.4 0.3/0.9/0.4 0/0/0 
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VII. CONCLUSION AND FUTURE WORK 

In this paper, a central scheduling unit called 
CoreManager is analyzed. An analytical model has been 
derived from system analysis. A tool flow was introduced to 
generate the system and to obtain data traces. Parameters for 
all three CoreManager approaches have been derived from 
the analyzed data. It has been shown that the relative error on 
component level is less than 6.3 % compared to the 
measurements. On system-level with real application 
benchmarks, the relative error was shown to be lower than 
6.9 %. 

Future work aims at implementing a silicon prototype of 
the CoreManager in a heterogeneous MPSoC. Further 
optimizations of the architecture and the algorithms will be 
performed, especially regarding performance, area and 
power consumption. 

ACKNOWLEDGMENT 

The major part of this research work has been funded by 
the DFG through the cluster of excellence Center for 
Advancing Electronics Dresden and the European Union and 
the state of Saxony through the IMData project. A minor part 
was funded by the German Federal Ministry of Education 
and Research within the scope of the CoolBaseStations 
project. 

Furthermore, we would like to thank Synopsys, Tensilica 
and Xilinx for sponsoring Software, IPs and prototyping 
FPGAs. 

REFERENCES 
[1] K. Asanovic et al., “The landscape of parallel computing 

research: a view from Berkeley,” Technical Report 
UCB/EECS-2006-183, Electrical Engineering and Computer 
Sciences, University of California, Berkeley, Long Beach, 
CA, USA, Dec. 2006. 

[2] E. A. Lee and D.G. Messerschmitt, “Synchronous data flow,” 
Proceedings of the IEEE, Vol.75, No.9, Sept. 1987, pp. 1235–
1245, doi: 10.1109/PROC.1987.13876. 

[3] C. R. Johns and D. A. Brokenshire, "Introduction to the Cell 
Broadband Engine Architecture," IBM Journal of Research 
and Development , Sept. 2007, vol.51, no.5, pp. 503-519. 

[4] J. Glossner et al., "The sandbridge SB3011 SDR platform," 
Mobile Future, 2006 and the Symposium on Trends in 
Communications, SympoTIC '06, Joint IST Workshop, June 
2006, pp. 2-5, doi: 10.1109/TIC.2006.1708006. 

[5] T. Limberg et al., “A Fully Programmable 40 GOPS SDR 
Single Chip Baseband for LTE/WiMAX Terminals,” 34th 
European Solid-State Circuits Conference (ESSCIRC'08), 
Edinburgh, Great Britain, Sept. 2008, pp. 466-469, doi: 
10.1109/ESSCIRC.2008.4681893. 

 
 
 
 

[6] J. Lee, V. J. Mooney III, A. Daleby, K. Ingström, T. Klevin, 
and L. Lindh, “A comparison of the RTU hardware RTOS 
with a hardware/software RTOS,” ASP-DAC '03, 
Proceedings of the Asia and South Pacific Design Automation 
Conference, 2003, pp. 683-688, doi: 10.1109/ 
ASPDAC.2003.1195108. 

[7] P. Bellens, J.M. Perez, R.M. Badia, and J. Labarta, "CellSs: a 
Programming Model for the Cell BE Architecture," in SC’06, 
Proceedings of the Supercomputing conference, 2006, p. 86. 

[8] M. Frigo, C. E. Leiserson, and K. H. Randall, “The 
implementation of the Cilk-5 multithreaded language,” 
Proceedings of the ACM SIGPLAN Conference on 
Programming Language Design and Implementation, June 
1998, pp. 212- 223, doi: 10.1145/277652.27772. 

[9] K. Fatahalian et al., “Sequoia: Programming the memory 
hierarchy,” IEEE Conference on Supercomputing, 2006, p. 4, 
doi: 10.1109/SC.2006.55. 

[10] A. Ghuloum, E. A. E. Sprangle, and J. Fang, “Flexible 
parallel programming for Terascale Architectures with Ct,” 
Intel Technology Journal, vol. 11, no. 3, Aug. 2007, pp. 185-
196. 

[11] A. Wang, E. Killian, D. Maydan, and C. Rowen, "Hardware/ 
software instruction set configurability for system-on-chip 
processors," Design Automation Conference, 2001, pp. 184- 
188, doi: 10.1109/DAC.2001.156132. 

[12] A. Chormoviti, N. Vassiliadis, G. Theodoridis, and S. 
Nikolaidis, "Enhancing Embedded Processors with Specific 
Instruction Set Extensions for Network Applications," 
Intelligent Data Acquisition and Advanced Computing 
Systems: Technology and Applications, 2005, IDAACS 2005, 
Sept. 2005, pp.199-203, doi: 10.1109/IDAACS.2005.282969. 

[13] J. Castrillon, D. Zhang, T. Kempf, B. Vanthournout, R. 
Leupers, and G. Ascheid, “Task Management in MPSoCs: An 
ASIP Approach,” International Conference on Computer-
Aided Design, San Jose, California, USA, 2009, pp. 587-594. 

[14] H. G. Rotithor, "Taxonomy of dynamic task scheduling 
schemes in distributed computing systems," Computers and 
Digital Techniques, IEE Proceedings, Jan 1994, vol.141, no.1, 
pp.1-10, doi: 10.1049/ip-cdt.19949630. 

[15] O. Arnold and G. Fettweis, "Power Aware Heterogeneous 
MPSoC with Dynamic Task Scheduling and Increased Data 
Locality for Multiple Applications," Embedded Computer 
Systems (SAMOS), 2010 International Conference on, July 
2010, pp. 110-117, doi: 10.1109/ICSAMOS.2010.5642075. 

[16] M. Winter and G. Fettweis, “Guaranteed Service Virtual 
Channel Allocation in NoCs for Run-Time Task Scheduling,” 
Proceedings of the Design Automation and Test in Europe 
(DATE'11), Grenoble, France, March 2011, pp. 1-6, doi: 
10.1109/DATE.2011.5763073. 

[17] Tensilica Inc., www.tensilica.com, since March 2013 
Cadence (http://www.cadence.com) [retrieved August 2013] 

[18] O. Arnold, B. Nöthen, and G. Fettweis, “Instruction Set 
Architecture Extensions for a Dynamic Task Scheduling 
Unit,” Proceedings of the IEEE Annual Symposium on VLSI 
(ISVLSI'12), Aug. 2012, pp. 249-254, doi: 10.1109/ 
ISVLSI.2012.51. 

 
 
 

 

72Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-308-7

SIMUL 2013 : The Fifth International Conference on Advances in System Simulation

                           83 / 209



Practical Methodology for Adding New MANET Routing Protocols to OPNET 
Modeler 

 

Rani Al-Maharmah, Guido Bruck, and Peter Jung 
Department of Communication Technologies 

University of Duisburg-Essen 
Duisburg, Germany 

e-mail: info@kommunikationstechnik.org 
 
 

Abstract—Optimized Network Engineering Tool (OPNET) 
Modeler is a comprehensive development environment that 
enables users to model communication networks and 
distributed systems by performing discrete event simulations. 
The OPNET Modeler accelerates the design and model of 
Mobile Ad Hoc Network (MANET) routing protocols by 
providing tools for all phases, including model design, 
simulation, data collection, and data analysis. Using the 
already defined MANET routing protocols is straightforward, 
while modifying or extending them is a tricky process that can 
be time and effort consuming. This paper provides an overview 
of OPNET Modeler architecture and describes a practical 
methodology to add new MANET routing protocols to OPNET 
Modeler by using the Multi-Aware Cluster Head Maintenance 
(MACHM) as an implementation example. 

Keywords-communication systems modeling; simulation-
based approach; OPNET Modeler; MANET routing protocols; 
MACHM 

I. INTRODUCTION 

The performance of communication systems can be 
evaluated using different approaches and techniques. Those 
techniques can be classified into: formula-based calculations, 
waveform-level simulations, and hardware prototyping and 
measurements [1]. It is obvious that the performance 
evaluation based on measurements obtained from hardware 
prototypes of designs is accurate and useful, especially in 
later stages of production. In general, this approach is very 
costly and time-consuming. Besides, it is not very flexible, 
especially in the earlier stage of the design when the number 
of design alternatives may be large. Instead, powerful 
computer-aided analysis and design tools can be used for the 
modeling and simulation of complex communication 
systems. Those computer-aided analysis and design tools can 
be classified further into: formula-based and simulation-
based approaches. 

Using the formula-based techniques, which are based on 
simplified models, offers a considerable insight into the 
relationship between the different design parameters and the 
resulted system performance. It is useful to use such 
techniques in the early stages of the design, because it 
enlarges the design space. On the other hand, it is extremely 
difficult to just use such techniques to evaluate the 
performance of complex communication systems with a high 
degree of accuracy. Simulation-based approaches enable any 

level of detail to be modeled with the chance of wider design 
space than the one that is possible with formula-based 
approaches or hardware prototypes measurements. In 
simulation-based approaches, it is possible to combine both 
mathematical and empirical models easily. A simulation-
based approach can be used to produce designs that are: 
timely, cost-effective, and error-free. On the other hand, the 
major disadvantage of using the simulation approach is the 
resulted computational burden. 

OPNET Modeler is a flexible and powerful commercial 
tool [2], which is used to analyze and design communication 
networks, devices, protocols, and applications. OPNET 
Modeler incorporates a broad suite of protocols and 
technologies. OPNET Modeler includes a development 
environment that used to enable modeling of different 
network types. This includes any network with mobile 
devices such as cellular, mobile ad hoc, wireless LAN, 
personal area networks, and satellite. OPNET Modeler uses a 
combination of state transition machine diagrams and C (or 
C++) codes to implement the different technologies. Those 
codes interact with the different state transition machine 
diagrams, which are defined in the different process models. 
The codes themselves are scattered in different physical and 
logical places. In OPNET Modeler the code can be found in 
header files, external files, process models, header blocks, 
function blocks, diagnostic blocks, termination blocks, and 
so on. The challenging task is to understand the structure of 
the simulator and being able to track and modify or add the 
different required construction parts. In case of adding new 
MANET routing protocols, it becomes even more 
challenging and frustrating, because of the amount and type 
of modifications needed to enable the network nodes to use 
this new modified protocol. With lack of such knowledge, it 
will be hard to take advantage of the powerful tools provided 
by the OPNET Modeler, especially for the model design, 
simulation, data collection, and data analysis parts. A 
practical methodology showing the way and steps to do such 
modifications is needed. It will ease the process of merging 
the new MANET routing protocols into the OPNET Modeler 
and allow researchers to take a full advantage of the software 
capabilities. 

This paper provides researchers with a systematic and 
easy to accomplish way for adding new models to OPNET 
Modeler, such as new MANET routing protocols. In this 
paper, a detailed description of the steps required for 
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modeling and merging a new MANET routing protocol 
named Multi-Aware Cluster Head Maintenance (MACHM) 
into OPNET network simulation software is presented. This 
work is intended to help and guide other OPNET Modeler 
researchers, who are interested in studying and investigating 
new MANET routing protocols. 

The rest of this paper is organized as follows. Section II 
briefs the new MACHM, while Section III provides an 
overview of the OPNET Modeler architecture and the 
MACHM simulation project cycle. Section IV describes in 
detail the methodology of adding the MACHM to the 
OPNET Modeler. Simulation study of MACHM is presented 
in Section V, while Section VI concludes the paper. 

II. MULTI-AWARE CLUSTER HEAD MAINTENANCE 

(MACHM) 

MANETs are self-organizing mobile wireless networks 
with a decentralized control of operations, which does not 
rely on a preexisting infrastructure like access point to 
communicate [3]. Network nodes have the ability of free 
movement around. Normally, each node has to act as a router 
in order to keep the network operating. MANETs can be 
used in different areas and applications, examples include 
military scenarios, rescue operations, conferences, any 
application that needs mobility, and areas where it is hard to 
build a wired network [4]. Typically, node's resources are 
limited and valuable in MANETs. Most importantly, the 
battery power because it is limited due to the relatively small 
size of mobile nodes. Managing this limited resource is a key 
challenge in MANET's environments.  

Routing protocols can be classified to proactive (table 
driven) and reactive (on-demand) routing protocols [6]. 
Table-driven routing protocols try to maintain consistent, up-
to-date routing information from each node to every other 
node in the network. One obvious problem is the resulted 
network overhead. This occurs because of the amount of 
information collected, especially when the number of 
network nodes is large. Additional disadvantage is the 
wasted resources used to collect unnecessary routing 
information, which neither used nor useful later because of 
the MANET’s dynamic nature. The advantage of using table-
driven technique is that the routes are known immediately 
when they are needed. On the other hand, on-demand routing 
protocols create routes only when they are needed. This 
results in a reduced routing overhead cost but at the expense 
of a route establishment delay. 

In order to achieve scalability while maintaining a good 
routing, hierarchical or hybrid solutions are adopted, like the 
cluster-based concept. The main idea is to group the nearby 
nodes into logical groups known as clusters, then assigning 
nodes different functions inside and outside the group 
(cluster) [5]. Each group contains a special node, which acts 
as a leader of the group based on some criteria. Different 
cluster-based techniques use different basis to decide this 
special node, such as highest ID, lowest ID, node’s 
connectivity, node’s power level, or simply a random node. 
The special chosen node is used to label the cluster and to 
communicate to other nodes on behalf of the cluster [7]. 
Researchers refer to this special node with different terms. 

Some terms used to express the leader are: cluster head (CH) 
[8], coordinator [9], core [10], member of dominating set 
[11], and backbone network [12]. 

Another advantage of using the cluster-based concept 
(beside the scalability) is the ability to mix the two different 
techniques of routing. Proactive routing technique can be 
used inside the clusters, where the number of network nodes 
is relatively small. While reactive routing technique can be 
used outside, between the created clusters using the cluster 
head nodes as access points. 

Electing the cluster heads and maintaining them 
throughout the progress of the ad hoc networks are vital and 
critical. The importance comes from the role they are playing 
during the network lifetime. A multi-aware approach, 
namely Multi-Aware Cluster Head Maintenance (MACHM), 
have been designed for electing the cluster heads and 
maintaining them. MACHM aims to reduce the total amount 
of the power consumed by the nodes in the network. 
Especially, the cluster head nodes that are more sensitive to 
power drain, because of their extra roles in the network. 
MACHM implements a cluster-based approach to achieve 
scalability and to take advantage of the hybrid routing 
technique. 

MACHM involves in cluster head election, clusters 
formation stage, and cluster head re-election procedures. It 
invokes the cluster head election and clusters formation at 
the time of system activation. In MACHM, not all the nodes 
are allowed to participate in the cluster head election. 
Instead, the decision of participating or not will depend on 
the initial node's battery power value. The reason for 
allowing smaller set of nodes to participate is to ensure that 
the candidate’s battery power will be reasonable and will not 
reach the re-election threshold quickly. 

To be more efficient, many factors will be considered in 
all stages. MACHM takes into account the ideal number of 
nodes that a cluster can handle (load balancing 
consideration), the distance between the node and its 
neighbors (geographical consideration), the speed of nodes 
(mobility consideration), and most importantly the node's 
battery power (energy consideration). The cluster head 
election is based on a weighted formula that includes the 
previous factors as states in Formula (1). 

 
Wn = ∆n w1+ Ln w2 + Mn w3 + Pn w4 (1) 

 
where Wn is the weight value for node n, n∆ is the 

degree difference for node n, Ln is the summation of the 
distances for node n with all its neighbors, Mn is the speed 
average for node n, Pn is the current battery energy 
consumption value for node n, and w1, w2, w3 and w4 are 
constant values used to decide the relative importance of 
each factor, where w1+w2+w3+w4=1. This weighted 
formula enables the usage of some or all factors in the cluster 
head election calculation, based on the network scenario or 
setting. By assigning zero to any constant from w1 or w2 or 
w3 or w4 it will ignore the related factor in the election 
calculation. The previous calculated weight values will be 
exchanged between nodes to determine the cluster heads. 
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The same method will be used later in the cluster head re-
election procedure. A mechanism has been proposed to 
maintain the previously elected cluster heads based on their 
energy levels. If the elected cluster head battery power level 
reaches the defined threshold, it will then initialize a new 
cluster head election. The scope for the replacement cluster 
head will be from the set of direct neighbors. This is to 
reduce the effect of changing the cluster head and to use the 
already gathered information. Figure 1 shows the flowchart 
used for the weight calculation. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  MACHM weight calculation flowchart 

In Figure1, if the node’s initial battery power level is 
over the defined threshold, then it is allowed to compete for 
the cluster head role. The node can immediately know the 
number of neighbor nodes by accessing the neighbor table 
and fetching its size.  The node’s degree difference is simply 
the abstract value of the number of neighbors subtracted 
from the allowed_number_of_nodes parameter, which is 
used for the load balance purpose.  In MACHM, the nodes 
capsulate and send their coordinates in the hello messages.  
This enables the receiving nodes to calculate the distance and 
store this information along with the neighbor node.  Each 
node then can calculate the distances summation with its 
neighbors, which gives an idea about the geographical 
position of each node.  

In MACHM, each node tracks the distances it travels 
during the lifetime of the network. In a certain simulation 
time, it can calculate the speed it is travelling with by 
dividing the summation of distances by the current 
simulation time. This is the speed and mobility indicator 
used in MACHM. For the battery power consumed by each 
node, a battery energy consumption model is used. This 
model tracks and updates the battery power using the current 
draw values defined for the SLEEP, IDLE, SEND, and 
RECEIVE states. Finally, the node can calculate its weight 

value using Formula 1 and broadcast this value to its 
neighbors. 

In order to implement the previously described method, 
network nodes need to gather different pieces of information 
relevant to their neighbors and keep them in different data 
structures. This collection of information can be done by 
exchanging control messages, which are broadcasted 
periodically or per event. Every control message intends to 
provide a certain piece of knowledge or invokes a certain 
action. MACHM uses route request, route reply, route reply 
acknowledgment, route error (link break detect, data packet 
no route, and route error received), hello, node weight, 
adjacent cluster head, and invoke request control messages. 
The complementary elements in MACHM are the timers and 
tables data structures. The timers used in MACHM are route 
entry invalid, route entry expired, route request expiry, 
connectivity loss, and cluster-head table timers. While the 
tables are route, IP common route, packet queue, route 
request, connectivity, adjacent cluster heads, and invoke 
request tables. 

III.  OPNET MODELER ARCHITECTURE 

OPNET Modeler is a flexible and powerful tool, which 
provides a comprehensive development environment for the 
communication networks and distributed systems. It can be 
used to model and evaluate the performance of 
communication systems. OPNET Modeler contains a 
number of different construction tools. Each tool is 
concentrating on a specific phase or aspect of the modeling 
task. In OPNET Modeler, the MACHM simulation cycle is 
constructed from three major phases, namely: model 
specification, simulation and data collection, and analysis. 

First step is to develop a representation of the intended 
system to be studied, this known as a model specification. 
OPNET Modeler environment provides different editors for 
the primitive building blocks. The available editors are 
project, node, process, external system, link model, packet 
format, ICI, and PDF editors. In OPNET Modeler, the 
model-specification editors are organized in a hierarchical 
fashion, which are network, node, process, and external 
system modeling environments.  

 

 
Figure 2.  The relationship of hierarchical levels in models in OPNET 

Figure 2 shows the relationship of the hierarchical levels 
in OPNET Modeler models. Network domain focuses on the 
network topology, which is described in terms of sub-
networks, nodes, links, and geographical context. Node 
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domain focuses on the internal architecture of the node, 
which is described in terms of functional elements and data 
flow between them. Process domain focuses on the behavior 
of processes (protocols, algorithms, applications), which are 
represented in the form of finite state machines and extended 
high-level language (C or C++ code). External system 
domain focuses on the interfaces to models provided by 
other simulators running concurrently with a discrete event 
simulation. 

Performance measurements of communication systems 
are the main goal of modeling them. This enables designers 
to study the behavior of such systems. Next step in MACHM 
simulation cycle is to run the simulations and collect the 
resulted data. OPNET Modeler allows a realistic estimation 
of performance and behavior for the executed simulations. It 
has several mechanisms to collect the desired data from one 
or more simulations of a system. OPNET Modeler uses 
discrete event simulations to produce different types of 
outputs (output vectors, output scalars, and animations). 
Users can define their own output file types as well, if this is 
desired. Normally, vast amount of output data will be 
generated after each simulation. Particular statistics or 
animations are explicitly activated in OPNET Modeler by 
recording them in the appropriate output files. This is done 
by specifying a list of probes when running a simulation. 
Each probe indicates that a particular statistic or form of 
animation should be collected in this run. Advance forms of 
probes can be defined by users in the probe editor. 

The third and last phase of the MACHM simulation 
project cycle is analyzing and examining the collected results 
during the simulation. OPNET Modeler provides both a 
graphical and numerical processing environments, where 
user can investigate the generated results in depth. 
Additional data for plotting can be generated by a number of 
numerical processing operations in the analysis panels, 
including Probability Mass Function (PMF), Cumulative 
Distribution Function (CDF), histograms (occurrence and 
duration-based), confidence interval calculation, and 
mathematical filters defined in filter editor. In case of 
additional modifications for the communication system 
modeling, another round of the simulation cycle can be 
applied with the new specifications. 

IV. IMPLEMENTING MACHM 

In [13], a practical methodology for modeling wireless 
routing protocols using OPNET Modeler has been proposed. 
The authors implemented a modified wireless routing 
protocol named Geographical Ad-Hoc On-Demand Distance 
Vector (GeoAODV) as an implementation example. The 
methodology explains the way to modify an already existed 
routing protocol in OPNET Modeler. In case of adding a 
completely new routing protocol as MACHM, another 
practical methodology is needed, this is shown in this 
section. 

In OPNET Modeler, the MANET is connected to the IP 
network through a MANET gateway that is running a 
MANET routing protocol and an IP routing protocol (or a 
static routing) on one of its interfaces. Figure 3 shows the 
node model of a MANET station in OPNET. MANET 

related files are gathered in the manet folder, except the 
header files, which are gathered in the include folder. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.  Node model of a MANET station in OPNET 

The starting point to add a new MANET routing protocol 
to OPNET Modeler is the manet_mgr.pr process model. The 
MANET manager state machine functionality is to spawn the 
appropriate child routing process. This is based on the type 
of MANET routing protocol configured on the interfaces of 
the node. First, there is a need to register the newly MACHM 
routing protocol as a manet_rte_protocol. This is has to be 
accomplished in the header and function block of the 
manet_mgr.pr process model. Precisely, it is should be 
defined in the manet_mgr_routing_protocol_determine and 
manet_mgr_routing_process_create functions. A slight 
modification for ip_higher_layer_proto_reg_sup.h header 
file is needed as well to complete the registration process. A 
new child process named machm_rte.pr has been registered 
and added to the recognized list of the routing protocols in 
OPNET Modeler, as shown in Figure 4. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.  The modified manet_mgr.pr process model and its child 
processes 
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Next step is to define a new MACHM parameters group 
under the AD-HOC Routing Parameters group, which can be 
found in the manet_mgr.pr model attributes. The parameters 
are used to configure the behavior of the protocol. The 
parameters can be either a primitive or a compound type, it is 
also possible to control the range of parameter values and 
define a default ones.  In order to make this new routing 
protocol available to the network devices, a change to the 
interface configuration of different types of nodes is needed. 
Like manet_station_adv.nd, wlan_wkstn_adv.nd, etc. nodes 
model. 

The main work is done in the machm.pr process model, 
where the MACHM routing protocol functionality is defined 
by a finite state machine. The finite state machine initializes 
the required state variables and implements the different 
stages of the protocol. The implementation is achieved 
through the codes scattered in the entrance and exit parts, 
combined with the different blocks such as the header, 
function, termination, diagnostic blocks, and so on. 

As stated before, the basic building blocks of MANET 
routing protocols are the control packets. MACHM packets 
format is defined using the packet format editor along with 
the external files. Normally, the definition contains functions 
to allocate and de-allocate the necessary memory needed in 
an explicit fashion. The memory allocation/de-allocation 
functions depend on the data types and storage sizes defined 
for the different control packets fields. The other important 
data structure in MANET routing protocols is tables. Tables 
are used to store useful information about the network, like 
the connectivity, data routes, data packets, and so on. The 
definition and handling of such data structures can be 
accomplished using the external files. A good practice is to 
define a single external file for each data structure (table) to 
ease the modification process in later stages. 

For the communication systems performance evaluation 
purpose, different kinds of statistics are needed. OPNET 
Modeler offers two levels of statistics, local and global 
statistics. The local statistics can be collected on every node 
in the network, while the global statistics can be collected for 
the whole network. After defining the needed statistics in the 
machm_rte.pr process model, a registration of them is 
needed. The registration takes place in the function block 
using the op_stat_reg command, while the op_stat_write 
command is used to record the values during the simulation. 

As mentioned before, in OPNET Modeler the structure of 
MANET routing protocol is scattered through different parts 
and files. First, MACHM defines the state and temporary 
variables, which are needed inside the routing protocol. They 
are used to hold some MACHM parameters or simply they 
provide a global scope for the different procedures and 
functions. The header and function blocks are responsible for 
the complete actions taking place in the MACHM routing 
protocol. Actions include: state variables initialization, 
battery energy level initialization, statistics registration, 
packets sending and arrival handling, updating the different 
tables, electing the cluster heads and so on. The defined 
finite state machine represents the connecting point for all 
those pieces. It makes the required transitions and calls of the 
different procedures and functions.  

Instead of configuring the running routing protocol on 
node’s interface one by one, another practical modification 
can be done to the wireless_deploy_wiz_helper.xml file. A 
couple of HTML code lines will include the newly defined 
MACHM routing protocol in the wireless deployment wizard 
routing protocols drop list, which then can be used directly in 
the project editor. 

The practical methodology for adding a new MANET 
routing protocol to OPNET Modeler can be summarized as 
follows: 

• Register the new MANET routing protocol through 
the ip_higher_layer_proto_reg_sup.h header file. 

• Modify the manet_mgr_routing_protocol_determine 
and manet_mgr_routing_process_create functions in 
the manet_mgr.pr process model. This is to enable 
the network nodes to configure the new MANET 
routing protocol on their interfaces. 

• Add the new MANET routing protocol as a child 
process to the manet_mgr.pr process model. 

• Define the new MANET routing protocol parameters 
as a new group under the AD-HOC Routing 
Parameters group in the manet_mgr.pr model 
attributes. Additional levels of nesting for the 
parameters can be done too.  

• Define the local and global statistics for the new 
MANET routing protocol through the header files. 

• Register the newly defined statistics in the OPNET 
Modeler. The global statistics registration can be 
done in the header file, while the local ones in the 
function block of the process model. 

• Configure the interface of the MANET and WLAN 
nodes by adding the new defined statistics. 

• Define the finite state machine with the required 
transitions and codes. 

• Define the state and temporary variables that will be 
used through the different blocks. 

• Define the control packets and data structures 
needed for the new MANET routing protocol 
through the packet format editor and external files. 

• Program the new MANET routing protocol through 
the header, function, diagnostic, and termination 
blocks. 

• Modify the wireless_deploy_wiz_helper.xml file to 
enable the usage of the new MANET routing 
protocol by the wireless deployment wizard. 

V. SIMULATION STUDY OF MACHM 

After modeling MACHM in OPNET Modeler, a data 
collecting and analyzing is needed to complete the MACHM 
project cycle. In this section, a simulation and performance 
study of MACHM is presented. One important point is to 
decide which performance metrics better clarify the behavior 
of the new MANET routing protocol. In MACHM, the 
following performance metrics are considered: the number of 
weight and invoke request messages sent, the number of 
cluster heads, the average time a cluster head survives, and 
the energy consumption of the network nodes. 
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Network overhead can be measured in term of control 
messages sent in the network, such as the 
MACHM_WEIGHT and MACHM_INVOKE_REQUEST 
control messages. MACHM uses the weight messages to 
elect the cluster head, which is chosen from the set of the 
allowed nodes to compete. If the initial battery level is over 
the threshold, the node is allowed to participate in this 
competition. While the concept of invoke requesting is based 
on the battery power factor. An elected cluster head informs 
the nearby nodes that a re-election of the cluster head is 
needed, when its battery power level goes below the defined 
threshold. Another performance indicator is the number of 
cluster heads that exist in the network during its lifetime. It is 
important to have an idea about the average time an elected 
cluster head survives before it asks for a replacement. Saving 
the battery power of all nodes is the main concern of 
MACHM. Specially, the cluster heads that should not be 
loaded too much to ensure longer network life time. All 
nodes energy consumption metric is used to study this 
property.  

Several combinations of OPNET Modeler and MACHM 
setups have been tested. Table I and Table II show the 
selected settings for this section. The changing parameter is 
the battery power level threshold, while the four factors have 
an equal importance of 25% in this scenario. 

TABLE I.  OPNET SIMULATIONS SETUP 

Simulation Setup Value 

Number of Nodes 10 

Area 100 X 100 m campus 

Distribution of Nodes Random 

Mobility Model Random Waypoint (1 m/s) 

Operational Mode 802.11b 

Data Rate 11 Mbps 

Data Traffic Complete VoIP mesh between nodes 

Simulation Time 3600 seconds 

TABLE II.  MACHM  PARAMETERS SETUP 

MACHM Parameter Value 

Allowed Number of Nodes 3 

Degree Difference Weight 0.25 

Distance Summation Weight 0.25 

Mobility Weight 0.25 

Battery Consumption Weight 0.25 

Battery Power Threshold 20%, 30%, 40%, 50%, 60% and 70% 

Threshold Decrement 5% 

 

As mentioned before, MACHM does not allow all 
network nodes to calculate and send their weight values. 
Only the nodes with initial battery power levels larger than 
the threshold are allowed to compete for the cluster head 
election. The tested threshold values are 20%, 30%, 40%, 
50%, 60%, and 70% of the node’s battery power level. 
Changing the threshold value will affect the number of 
weight messages send by the candidate nodes, as shown in 
Figure 5. In the simulations, the starting battery power level 
for each node is chosen randomly between 1% and 100% for 
more realistic scenarios. Increasing the threshold value will 
decrease the chance of having nodes with a starting battery 
power level over the threshold, and hence the weight 
messages send. When the threshold value is somehow high, 
for example 70%, only two nodes satisfy the condition, 
which means that only two weight messages are sent. As can 
be seen from Figure 5, reducing the threshold value allows 
more nodes to participate. The allowed nodes are five when 
the threshold is 60%, six for 50%, seven for 40%, eight for 
30%, and nine for 20%. 

According to the MACHM functionality, the winning 
cluster head continues its role in a normal way until its 
battery power level reaches the threshold. When this occurs, 
a cluster head reduces the threshold value by a predefined 
battery_power_threshold_decrement value. Also, it sends an 
invoke request message to all its neighbors. Receiving an 
invoke request message changes the behavior of MACHM. 
Now all the nodes are allowed to participate in the cluster 
head election process. In this simulation scenario, the heavy 
data traffic and the relatively small initial battery power 
levels for some nodes cause them to shut down earlier. In 
Figure 5, the second point of each line shows the number of 
network nodes that still alive in that simulation time. 

 

 
Figure 5.  Weight messages sent during the simulation 

On the other hand, the invoke request messages are used 
to notify the neighbor nodes that the current cluster head is 
looking for a better replacement (if available). This is why 
all the nodes will participate in the next cluster head election. 
Figure 6 shows that only one invoke request message is sent, 
which means that the new elected cluster head could survive 
till the end of the simulation. The chosen threshold affects 
how long the initial cluster head can survive in the network 
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before asking for a replacement. In general, it is noticeable 
that the lower the threshold value is the longer a cluster head 
survives and the later an invoke request message is sent. 
Figure 6 shows that the mechanism used by MACHM to 
elect the cluster heads is efficient, since it avoids multiple 
sending of invoke request message for the same threshold. 

 

 
Figure 6.  Invoke request messages sent during the simulation 

In networks with large number of nodes, the number of 
cluster heads exist in the network gives a good idea about the 
balance and the distribution of the nodes. In this section, the 
chosen setup produces a connected network with no gaps. 
Figure 7 shows that only one cluster head exists for all the 
thresholds. The different points show the simulation time a 
new cluster head is introduced into the network. The first 
cluster head is chosen after some initializations, calculations, 
and weight messages exchange. The other cluster head is 
introduced into the network after receiving an invoke request 
message from the previously winning cluster head. 

 

 
Figure 7.  Total number of elected cluster heads during the simulation 

MACHM aims to elect a cluster head that can survive for 
longer time to avoid the need of changing it frequently. This 
is can be achieved by implementing the multi-aware concept. 
MACHM makes a good combination of load balance, 
geographic distribution, speed, and power factors. Figure 8 
shows the survive time for the first elected cluster head. It is 

noticeable that the survive time decreases when the threshold 
value increases. This is because the cluster head takes less 
time to reach the defined threshold, and then issues a re-
election request to the neighbor nodes. 

 

 
Figure 8.  The survive time for the first elected cluster head 

In OPNET, the information about node’s battery power is 
not available as the other parameters. For this reason, 
MACHM creates its own battery energy consumption model. 
The created energy consumption model initializes the node’s 
battery power levels with values between 1% and 100%. 
Also, it tracks and updates them through the life time of the 
network. The tracking and updating of those values is 
controlled by the current draw values. MACHM defines 
current draw values for the different node states, which are 
SLEEP, IDLE, SEND, and RECEIVE states. 

Figure 9 shows the all nodes energy consumption for the 
VoIP simulation. The energy consumption varies according 
to the call buckets, showing the relatively low consumption 
values for SLEEP and IDLE states. While higher 
consumption values are recorded for the SEND and 
RECEIVE states. 

 

 
Figure 9.  All nodes energy consumption during the simulation 

This section showed the simulation results obtained for 
the new MACHM using the OPNET Modeler. The protocol 
itself is flexible and adjustable. It is important to select a 
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suitable combination of MACHM parameters setup to take 
advantage of its capabilities. 

VI. CONCLUSION 

OPNET Modeler is an important tool, used widely to 
model and study communication systems. MANETs attract 
many researchers because of the wide applications they can 
be used for. The aim of this paper is to guide the researchers 
who are interested in modeling and studying new MANET 
routing protocols using the OPNET Modeler. This paper 
proposed a practical methodology for adding such new 
MANET routing protocols to OPNET Modeler. It uses 
MACHM as an implementation example. A brief description 
of MACHM and the multi-aware concept is given. Also, the 
OPNET Modeler architecture is introduced for better 
understanding. The paper gives a detailed implementation of 
MACHM according to the proposed practical methodology, 
followed by general guidelines. The simulation study shows 
the performance evaluation of the implemented MACHM. 
Applying the ideas in this paper will accelerate the 
developing of new MANET routing protocols. This is 
because the researchers can take advantage of the powerful 
tools provided by the OPNET Modeler. This includes model 
design, simulation, data collection, and data analysis phases. 
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Abstract—Large infrastructures, such as clouds, can exhibit 

substantial outages, sometimes caused by failure scenarios not 

predicted during system design. We define a method for model-

based prediction of system quality characteristics. The method 

uses a genetic algorithm to search system simulations for 

parameter combinations that result in system failures, so that 

designers can take mitigation steps before deployment. We apply 

the method to study an existing infrastructure-as-a-service cloud 

simulator. We characterize the dynamics, quality, effectiveness 

and cost of genetic search, when applied to seek a known failure 

scenario. Further, we iterate the search to reveal previously 

unknown failure scenarios. We find that, when schedule permits 

and failure costs are high, combining genetic search with 

simulation proves useful for exploring and improving system 

designs.     

Keywords—genetic algorithms; model-based prediction;  

                    simulation methodology; system design 

I. INTRODUCTION 

Modern society grows increasingly dependent on large 
infrastructures, such as clouds, for computation and storage 
needs. Yet, such infrastructures are prone to substantial 
outages, which sometimes arise from failure scenarios that 
were not considered during system design [1]. Because the 
state-space of such systems is vast [2], discovering potential 
failure scenarios is quite difficult, somewhat like searching for 
a needle in a haystack. A collection of evolutionary 
computation methods [3] exists to search for optimal solutions 
in large spaces. Among those methods, genetic algorithms 
(GAs) [4] provide a flexible approach, well suited for problems 
where little information is available about the structure of the 
solution space. Here, we investigate combining a GA with 
simulation to search system designs for anti-optimal solutions, 
e.g., parameter combinations that yield degraded performance, 
such that only a small percentage of a system’s users can 
successfully obtain needed resources. We demonstrate that this 
approach can help system architects to identify potential failure 
scenarios before system deployment. 

Section II presents related work. Section III illustrates our 
approach; describes the GA used in our case study, including 
key control parameters; discusses minimum requirements for a 
system simulator to be controlled by a GA; and outlines an 
iterative process to hunt for failure scenarios. Section IV 
describes a case study, applying the GA to search for a known 
failure scenario in an existing cloud simulator. In addition to 
introducing the simulator and related parameters, we explain 

how the GA maps simulator parameters to ‘chromosomes’. 
Further, we illustrate our deployment of GA search as a 
distributed application on a cluster, and we define settings used 
for key GA control parameters. Section V presents and 
discusses results from our case study, illustrating the dynamics, 
quality, effectiveness and costs of GA search for a known 
failure scenario. We also discuss previously unknown failure 
scenarios discovered in subsequent repetitions of GA search. 
Section VI gives conclusions and future work. 

II. RELATED WORK 

Modern information systems are increasing in complexity: 
growing in size and geographic scope, changing constantly as 
software and hardware components are added and removed, 
and providing shared support to users with many different 
applications. These traits make failure scenarios both difficult 
to foresee and expensive to experience; thus, researchers 
actively pursue prediction techniques that can be applied 
during system design (offline) and at run time (online). 

Available research literature generally explores design-time 
methods for complementary purposes: (1) improving system 
models or, like the current paper, (2) exploring system models 
to identify potential failure scenarios. One main goal of 
improving system models is to provide better probability 
estimates for rare events. Better estimates can help to 
parameterize system models with more realistic failure 
distributions. Researchers investigate two main approaches: 
splitting [5-7] and importance sampling [8], or some 
combination [9]. The main goal of such techniques is variance 
reduction for probability estimates of rarely occurring events. 
The main mechanism is to steer simulations into regions that 
generate more samples of rare events, which would otherwise 
occur infrequently and, thus require long simulation times in 
order to generate accurate estimates. 

Some researchers use system models to search for failure 
scenarios that might otherwise be overlooked during design. 
For example, Shultz and colleagues [10] used an approach 
similar to ours, applying a GA to seek combinations of faults 
that cause anomalies in control behavior within two simulators, 
an autonomous aircraft and a submersible. Their work differs 
from ours in two main ways. First, they devised domain-
specific encodings to match fault-scenario languages that were 
unique to each simulator. Our method uses classical GA binary 
encoding that can be applied generally to any simulator that 
can be parameterized numerically. Second, they used domain-
specific knowledge to modify the usual genetic operators. We 
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applied a classical GA without modifying the crossover and 
mutation operators. Yucesan and Jacobson [11] used simulated 
annealing (SA) to search for event sequences leading to failed 
termination conditions. They report that SA has a major 
drawback: requiring customization of control parameters to suit 
particular problems. Our approach used GA control parameters 
selected [12] independently of specific problems. Dabrowski 
and Hunt [13] used graph analysis to search for cut sets 
(indicating failure vulnerabilities) in Markov chain models, 
derived from detailed system simulators. After identifying 
vulnerabilities, they used perturbation analysis to determine 
failure thresholds and trajectories. Their method involved 
modeling processes as zero-order Markov chains, which are 
"memoryless", and thus do not capture behavioral history. Our 
approach directly explores detailed system simulators, 
including historical behaviors, allowing assessment of detailed 
system processes. Fainekos and colleagues [14] propose a 
variety of optimization techniques (e.g., GAs, ant-colony 
optimization, Monte Carlo simulations and cross-entropy 
method) to search for parameter combinations that violate 
invariant execution trace properties expressed using Metric 
Temporal Logic. Exploiting such approaches requires a 
specification of desired behaviors in order to look for 
violations. Our approach requires only a single measure of 
anti-fitness, which does not require a rigorous statement of 
desired system properties. 

While design-time methods seek failure scenarios that 
could arise after deployment, run-time methods aim to make 
specific, timely predictions of impending failures in deployed 
systems, so that system operators can take remedial actions. As 
Matsuo notes [15], predicting future behavior in complex 
systems appears quite difficult. Yet, even moderate success can 
have large positive returns, which encourages researchers to 
continue investigating the efficacy of many approaches [16] 
that might predict failures during system operation. Most 
researchers apply offline techniques, such as machine learning 
[17-18], hidden Markov models [19], GAs [20], and Bayesian 
estimation [21-22] to learn patterns, which online systems can 
monitor to predict failures. Other researchers [23-24] explore 
monitoring techniques without an offline component. 

III. METHOD 

Figure 1 gives a schematic of our method, where a GA 
controls a population of simulators distributed on a high-
performance computing cluster. First, an analyst selects a list 
of simulator parameters to search, defining for each a range 
and granularity; thus each parameter can take on a discrete set 
of values. The GA uses this information to construct an internal 
representation, or ‘chromosome’ map, specifying the location 
and number of bits representing each parameter (see Table II, 
for an example). Subsequently, the GA instantiates random bit 
strings (i.e., chromosomes) for each simulator in the 
population, and then transforms them to parameter files. Each 
simulator reads its assigned file, updates its internal parameters 
accordingly and runs a simulation. As each run finishes, the 
corresponding simulator reports a metric, which we call anti-
fitness, defined by an analyst to represent a measure of system 
failure. For example, in our case study (Section IV), we define 
anti-fitness as the proportion of users who could not be served 

by a simulated cloud. After collecting anti-fitness reports from 
the current population, the GA uses an algorithm [12] to 
construct a next generation of parameter combinations, and 
distributes a combination to each simulator in the population. 
Over multiple generations, tuples are collected (for later 
analysis) giving parameter settings and corresponding anti-
fitness from each simulation run. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Schematic of a GA steering a population of simulators. 

As generations progress, the GA steers the population of 
simulators toward parameter combinations that maximize the 
defined anti-fitness metric. GA steering is based solely on anti-
fitness measures achieved by each set of bit strings (i.e., 
chromosomes). The search process is blind to the existence of 
parameters. The GA searches only for bit strings that achieve 
maximum anti-fitness. The connection between bit strings and 
model parameters occurs when the GA converts bit strings to 
parameters for input to simulators. For that reason, a GA is 
quite general and flexible, as we explain next. 

The GA begins by generating randomly a seed population 
of individuals, each consisting of an appropriate length bit 
string, representing values for the chosen parameters of a 
problem to be solved. The population size is a control 
parameter of the GA. The GA next evaluates the anti-fitness of 
each individual. Over time, the GA evaluates the anti-fitness of 
many populations, where each population is called a 
generation. The population for generation n+1 is created 
through some transformation of individuals composing 
generation n. The GA terminates after a specified number of 
generations, unless terminated manually. 

After evaluating a generation, the GA determines whether 
the population should be rebooted, which involves randomly 
regenerating all or part of the next generation. Rebooting can 
increase the GA’s exploration of the search space. The GA 
includes a control parameter, reboot proportion, which defines 
the percentage of generations to complete before a reboot. 

When selecting individuals for generation n+1, those with 
highest anti-fitness (i.e., the elite) from generation n can be 
included unchanged. The GA has a control parameter, elite 
selection percentage, which defines how many individuals 
from generation n will be placed unaltered into generation n+1. 
Such elite individuals can be placed into a population whether 
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or not the remaining individuals will be generated randomly or 
by transformation. When the population for generation n+1 is 
created by transformation, the procedure involves selecting a 
pool of candidate individuals from generation n, and then 
applying two genetic operators, crossover and mutation, which 
mimic reproduction in biological populations. 

The GA includes a control parameter, selection method, 
which defines the algorithm used to select individuals from 
generation n for inclusion into the candidate pool, where the 
more anti-fit individuals from generation n may be included 
multiple times, while some of the least anti-fit individuals may 
be excluded. Given a pair of individuals, chosen randomly 
from the candidate pool, a GA control parameter, number of 
crossover points, determines where bits will be swapped 
between them. The specified number of crossover locations is 
chosen randomly, uniformly distributed within the length of bit 
strings comprising chromosomes, and the bits in each 
individual are swapped at those points and the two transformed 
individuals are placed into the population of recombined 
individuals. This continues until a sufficient number of 
(possibly) transformed individuals are selected to fill a 
population. 

Subsequently, the GA iterates over each bit representing 
each recombined individual, while deciding whether or not the 
bits should be inverted. A GA control parameter, mutation 
rate, specifies the probability that any given bit will be flipped. 
After mutation, the GA inserts the individual into the 
population for generation n+1. Subsequently, the anti-fitness of 
each individual is evaluated and the GA iterates through 
generation n+1, creating the population of individuals for 
generation n+2, and so on until termination. 

For a GA control, a simulation model must be able to 
initialize its parameters from external inputs and must be 
capable of executing in a loop, as simulations finish and new 
inputs arrive. Most simulators have such capabilities, but must 
be modified to asynchronously await inputs generated by a GA 
and to report anti-fitness once the simulation completes. We 
made these modifications via a signal file shared between each 
simulator instance and the GA. As discussed in Section V.A, 
more substantive simulator modifications were also necessary. 

Once a complete search is finished, several potential failure 
scenarios may be revealed (see Section V). The analyst is then 
free to resolve those failures and repeat the GA search for 
additional scenarios. This iterative process can continue until 
no more failure scenarios appear or available time is exhausted. 

IV. CLOUD SYSTEM CASE STUDY 

We evaluated GA search while seeking a previously known 
failure scenario [25] in Koala, an existing infrastructure-as-a-
service (IaaS) cloud simulator. The simulator architecture is 
shown in Figure 2. A full description of Koala can be found 
elsewhere [26-27]. Here, we give only a summary.  

Koala simulates five layers: (1) demand from users, each 
requesting a collection of virtual machines (VMs), (2) a supply 
of physical nodes on which VMs can be placed, (3) a resource 
allocation layer, consisting of a cloud controller and cluster 
controllers that cooperate to determine a cluster on which to 

place VM collections, (4) an Internet/Intranet layer providing 
communication among simulated nodes, and (5) a VM 
behavior layer that models variations in resource usage over 
time. Available VM types and physical platforms are modeled 
after the Amazon EC2 Cloud, while the three-tier cloud 
architecture (cloud, cluster and node controllers) is modeled 
after a public domain version (1.6) of Eucalyptus. (Mention of 
commercial products or organizations in this paper does not 
imply endorsement by NIST.) 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Schematic of Koala IaaS cloud simulator. 

All nodes are placed geographically in a coordinate system 
of sites, where the cloud elements may be placed on one or 
multiple sites. User sites are selected randomly upon each 
user’s arrival; user types are also assigned randomly. User type 
determines the quantity and mix of VMs the user will request, 
which can include a minimum number required to start an 
application and a maximum that can be exploited should 
sufficient resources be available. A user requests VMs, and the 
cloud controller can honor the request fully (maximum 
requested VMs) or partially (at least minimum requested 
VMs). If insufficient resources exist, the cloud responds with 
NERA (not enough resources available). Upon receiving a 
NERA response, a user may retry intermittently during a day, 
and if VMs cannot be obtained, then retire for the evening and 
return the next day to try again. After passing too many days 
without obtaining the needed VMs, the user gives up and 
leaves the system, only to be regenerated as a new user. 

Upon successfully obtaining VMs, a user selects a holding 
time, during which VMs may be added or terminated. Of 
course, VMs may also fail within the cloud, so a user will 
attempt to maintain a required minimum number of VMs by 
requesting additional VMs as needed. When holding time 
expires, a user requests termination of all VMs and reenters the 
system as a new user. 

 The cloud controller handles all user requests, checking 
with subordinate cluster controllers to find available space for a 
collection of VMs, which are mapped to a single cluster to 
localize inter-VM communication. The cloud controller uses 
one of several algorithms [27] to select a specific cluster. 
Cluster controllers monitor the state of subordinate nodes, and 
use one of several algorithms [27] to select specific nodes for 
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placement (or relocation) of individual VMs. Under guidance, 
from a simulated administrator, the cloud controller can add 
and remove clusters from the cloud, and cluster controllers can 
add and remove nodes from clusters. The administrator can 
also terminate VMs that the cluster controller is unable to stop. 

Table I categorizes 129 Koala parameters over which we 
conducted a GA search. More than half the parameters define 
element behaviors, most by the user and cloud controller, while 
22 describe structural elements, half related to the network. 
The model also simulates failures that could occur in the 
network and among the physical platforms and components. A 
smaller set of parameters can inject behavioral and structural 
asymmetries, such as changing user demand profiles over time 
and allowing clouds to be constructed as a combination of 
large and small clusters, rather than of same-sized clusters. 

TABLE I. SUMMARY OF KOALA PARAMETERS TO SEARCH OVER. 

 

 

 

 

 

 

Among the 129 parameters, we included four Booleans to 
turn on/off behaviors that control orphan VMs, a potential 
problem uncovered in earlier experiments with Koala [27], 
where lost messages could leave users and the cloud controller 
unaware that VMs had been allocated, leading to retries, 
reallocations, and ultimately to saturation of cloud resources. 
Most orphan VMs arise during initial allocation, but some are 
caused by failed terminations. Additionally, orphan VMs may 
occur as collections of VMs are relocated before a cluster is 
shut down. Logic was included in Koala to detect and remove 
orphans in all three classes, and an administrator was also 
simulated to allow residual orphans to be stopped manually. 

When a cloud is saturated with VM orphans, users are 
unable to obtain requested VMs and eventually give up after 
exhausting their patience. For our GA search, we defined anti-
fitness as the ratio of users who give up to the total number of 
arriving users. The larger the ratio, the more users were turned 
away, and the lower the cloud’s revenue.    

To guide the GA search, we defined a range and precision 
for each Koala parameter (see Table II for an elided list), 
yielding a mean of about six values per parameter, and thus a 
search space of approximately 10

100
 parameter combinations. 

Using our description, the GA computed the number of values 
(and bits) needed to encode a Koala parameter combination (as 
a binary string), and then randomly placed the binary encoding 
for each parameter into a 334-bit chromosome, which served as 
the internal form used by the GA to represent Koala 
parameters. The GA also provided routines to generate Koala 
parameter values from binary encodings given in chromosome 
form. 

We deployed a distributed population of 200 Koala 
simulators on a high-performance cluster, under GA control 

(see Figure 3) via signal files in a shared, network file store. 
Each simulator, allocated to one core, waits for the GA to 
signal that a parameter file exists and then runs a simulation, 
reports the resulting anti-fitness value, and awaits the next 
signal. The GA generates parameter files for each simulator 
and periodically checks progress and collects anti-fitness 
reports as runs complete. Once all runs in a generation finish, 
the GA uses the algorithm described in Section III to create the 
next generation of parameter files, and so on until completing a 
specified number of generations. 

TABLE II. MAPPING OF KOALA PARAMETERS TO CHROMOSOMES.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Schematic of simulators deployed on a cluster under GA control. 

 

TABLE III. SETTINGS FOR KEY GA CONTROL PARAMETERS. 

 

 

 

 

 

Table III shows settings we assigned for key GA control 
parameters. Mutation rate is controlled by an adaptive 
algorithm that increases mutation probability (and variance 
among parameter combinations) as the range of population 
fitness narrows and lowers probability upon divergence. 

Model
Element

Parameter Category

Behavior Structure Asymmetry Failure Total

User 28 2 4 0 34

Cloud Controller 21 4 5 0 30

Cluster Controllers 11 5 3 0 19

Nodes 6 0 0 14 20

Intra-Net/Inter-Net 4 11 2 9 26

Totals 70 22 14 23 129
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GA

Results

Tuples

Generations 500

Population Size 200 Individuals

Elite Per Generation 16 Individuals

Reboot After 200 Generations

Selection Method Stochastic Uniform Sampling

# Crossover Points 3

Mutation Rate 0.001 < Adaptive < 0.01

PARAMETER MIN MAX PRECISION #VALUES LOW_BIT HIGH_BIT #BITS

P_CreateOrphanControlOn 0 1 1 2 36 36 1

P_TerminationOrphanControlOn 0 1 1 2 58 58 1

P_RelocationOrphanControlOn 0 1 1 2 11 11 1

P_AdministratorActive 0 1 1 2 330 330 1

P_clusterAllocationAlgorithm 0 5 1 6 31 33 3

P_describeResourcesInterval 600 3600 600 6 81 83 3

P_nodeResponseTimeout 30 90 30 3 210 211 2

P_TerminatedInstancesBackOffThreshold 3 6 1 4 56 57 2

P_TerminationBackOffInterval 180 360 60 4 88 89 2

P_TerminationRetryPeriod 600 1200 300 3 316 317 2

P_StaleShadowAllocationPurgeInterval 600 3600 600 6 242 244 3

P_cloudAllocationCriteria 0 3 1 4 321 322 2

P_clusterShadowPurgeLimit 1 21 5 5 290 292 3

P_instancePurgeDelay 180 600 60 8 98 100 3

P_clusterEvaluationResponseTimeout 60 120 30 3 14 15 2

P_MaxPendingRequests 1 10 1 10 72 75 4

P_CloudTerminatedInstancesBackOffThreshold 3 6 1 4 169 170 2

P_CloudTerminationBackOffInterval 180 360 60 4 40 41 2

P_CloudTerminationRetryPeriod 3600 10800 1800 5 297 299 3

P_ClusterShutdownGracePeriod 86400 2.59E+05 43200 5 147 149 3

P_RequestEvaluatorTimeoutWaitProportion 0.1 0.4 0.1 4 145 146 2

P_RequestEvaluatorClusterMinimumResponse 0.6 0.9 0.1 3 269 270 2

P_MaxRelocationDuratonProportion 0.65 0.95 0.1 4 90 91 2

P_MaximumRelocateDescribeRetries 4 16 2 7 254 256 3

P_AverageCloudAdministratorAttentionLatency 28800 86400 14400 5 308 310 3

P_AverageCloudAdministratorShutdownDelay 300 900 300 3 45 46 2

P_avgTimeToClusterCommunicationCut 2.88E+06 2.88E+07 2.88E+06 10 217 220 4

Genetic Algorithm Computed
Chromosome Map (Size = 2334)

Koala Parameter 
Space (Size = 10100)
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V. RESULTS AND DISCUSSION 

To assess dynamics, quality, effectiveness, and cost of GA 
search, we steered a population of 200 Koala simulators over 
500 generations, expecting the previously known VM orphan 
problem to be revealed in cases where Koala’s orphan-control 
logic was disabled. Figure 4 shows three plots, where the y-
axis gives (a) average, (b) standard deviation and (c) maximum 
anti-fitness vs. time (increasing generations). Mean anti-fitness 
starts low (around 0.2) for randomly generated parameter 
combinations, and peaks (at 0.79) within 11 generations, before 
falling to around 0.65 (2/3 of users not served) until generation 
201 (also 401), when the GA randomizes parameters for the 
184 non-elite individuals. After these reboots, mean anti-fitness 
rises quickly to over 0.7 and then falls back to around 0.65. 
Our shared file store suffered a disk crash, which required us to 
restart generation 311, using checkpoint information we save 
during the GA search. The restart caused a spike in mean anti-
fitness, before settling back to around 0.65. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   

Figure 4. GA search dynamics in anti-fitness (y-axis)–(a) average, (b) standard 
deviation and (c) maximum–over 500 generations (x-axis). 

The plot of standard deviation in anti-fitness inversely 
mirrors the average, i.e., high averages indicate low variance. 
As described previously, changes in the anti-fitness variance in 
a population stimulate automatic adjustments in mutation rate. 
The plot of maximum fitness shows that by generation 7 the 
GA had discovered scenarios where 82% of users could not be 
served, and by generation 127 the GA found scenarios where 
the proportion of non-served users increased to 83%. These 
results suggest that, for the Koala simulator, GA search could 
uncover failure scenarios within 100-200 generations. 

Figure 5 gives a frequency distribution of anti-fitness 
values obtained for the (200 individuals × 500 generations =) 
10

5
 scenarios explored by the GA, which represent only a tiny 

fraction of the 10
100

 possible Koala scenarios. The histogram 
reveals that 84% of the scenarios explored by the GA yielded 
anti-fitness ≥ 0.50, despite the likelihood that most of the Koala 
search space consists of scenarios with low anti-fitness, as 
shown by the fact that randomly generated scenarios yielded 
mean anti-fitness of 0.2. Further, only 8.12% of the scenarios 
explored by the GA were duplicates, which is only slightly 
larger than the 8% elite individuals carried unchanged from 
generation to generation. These results indicate that the GA 
search explored predominantly non-duplicative scenarios with 
high anti-fitness. 

 

 

 

 

 

 

 

Figure 5. Histogram of anti-fitness values for all 105 parameter combinations. 

Various analysis methods, such as feature extraction and 
clustering, may yield insights into failure causes. Here, we use 
differential probability analysis; comparing the estimated 
probability of each parameter-value (PV) pair appearing in 
scenarios with high anti-fitness against estimated probability of 
the same pair appearing in scenarios with low anti-fitness. We 
postpone, for future work, using additional analysis methods. 

Let C be the set of collected tuples (recall Figure 1), each 
containing a vector of PV pairs and a corresponding anti-
fitness value, f. We segmented C into high-pass (H) and low-
pass (L) subsets: H = {x  C  fx > 0.70} and L = {x  C  fx < 
0.15}. For each PV in the high-pass subset, we estimated the 
probability of occurrence, P(PVif > 0.70), using the ratioPVi 
 H∕H, representing the count of PVi in the high-pass 
subset divided by the subset cardinality. We computed a 
similar estimate, P(PVif < 0.15), for each PV in the low-pass 
subset. Subsequently, we took the difference between the two 
estimates, D = P(PVif > 0.70) – P(PVif < 0.15). A large 
positive difference suggests that a PV pair contributes to a 
failure scenario, while a large negative difference suggests that 
a PV pair contributes to desirable system behavior. Figure 6 
plots D for 684 PV pairs, sorted by decreasing D, found in our 
GA search for a known failure scenario. We label significant 
outliers. 

Figure 6 illustrates that most PV pairs exert little influence 
on failure or success scenarios, appearing about as often in 
both the H and L subsets. Six PV pairs appear to drive failure 
scenarios, and one PV pair shows most influence on success. 
The largest positive difference (0.58) occurs in the absence of 
logic to control orphans during initial VM allocation, while the 
largest negative difference (-0.58) occurs when that logic is 
present. In effect, this is the known failure scenario that we 
were expecting the GA to find. The second highest positive 
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difference (0.42) occurs when users select random request 
timeouts with an average of 30 s. By not waiting long enough 
for responses from the cloud, users create virtual message 
losses, because the receiving process has terminated before a 
response arrives. Without orphan-control procedures running, 
lost messages lead to a buildup of orphan VMs, leaving few 
resources available to serve users. This combined effect of 
short user timeouts and lack of orphan-control procedures was 
previously unknown to us. From these results, a designer might 
deduce that orphan-control procedures are needed, and that the 
cloud must find some means to ensure clients wait long-enough 
for the cloud to respond to requests. 

 

 

 

 

 

 

 

 

 

Figure 6. D (y-axis) for 684 sorted PV pairs (x-axis) for first GA search–outlier 
PV pairs labeled. 

From the data in Figure 6, we were also able to identify two 
other potential failure scenarios: (1) cloud overload and (2) 
impatient users. When average cluster sizes were small (either 
200 or 400 nodes), the cloud had insufficient resources to serve 
user demand. When the average user rest period (think time × 
rest period multiplier) was 8 hours, users tended to retry more 
frequently, and thus to give up in a shorter overall time. 

A. Costs of GA Search 

GA search for failure scenarios incurred costs of two types. 
First, substantial programming effort was required prior to the 
search. Second, GA search of simulation models can incur 
significant latency. We discuss each type of cost in turn. 

Although the Koala simulator had been used for several 
years and executed robustly under diverse parameter settings, 
generating an initial population of random parameter 
combinations led to many crashes due to execution paths that 
were not previously encountered. Finding and fixing these 
software errors required significant effort. Further, the Koala 
simulator typically executes for a specified simulated time. The 
associated wall-clock time can vary widely depending upon the 
specific parameter settings used. To ensure deterministic 
search time, we modified Koala to terminate a simulation when 
either simulated time expired or a predetermined allocation of 
wall-clock time was reached. Though this was a relatively 
simple change, the Koala simulator had not been coded with 
the expectation that simulations could terminate from any 
given dynamic system state. Subsequently, abrupt terminations 
revealed many more simulator crashes, which had to be 
diagnosed and fixed. 

Even after the Koala simulator was made sufficiently 
robust, numerous issues arose regarding the use of a cluster for 
executing simulator populations. Upon node failure, the cluster 
would restart simulators on some other available node. When 
the entire cluster failed and restarted, race conditions ensued 
among various components. Diagnosing the state of the entire 
simulator population proved difficult when using only 
available cluster and node management tools. To resolve such 
issues, it required significant effort to create a robust 
management system to control the population of simulators. 

Executing a GA search can require substantial latency 
because all simulators in a given generation must complete 
before a next generation can be constructed. For our 
experiments, we limited each simulation to use no more than 
90 minutes, which meant that we could complete 500 
generations in 30 days. Our results showed, however, that for 
the Koala model we could generate failure scenarios within 
100-200 generations. For that reason, we limited subsequent 
GA search iterations to about 200 generations, which typically 
complete within 14-16 days. These latency computations 
assume sufficient processors (one per simulator) are available 
for use over the entire search. If fewer processors are available, 
the search can take longer, though often shorter simulations 
can complete on a sequentially shared processor, while longer 
simulations execute on other processors. We completed 
iterative GA searches of 500, 205, 209, and 205 generations, 
which required a total of 74 days. These latencies suggest that 
GA search should be pursued only for systems with sufficient 
development time, and where failure scenarios have high cost. 

B. Additional Iterations of GA Search 

We conducted a second GA search; this time ensuring that 
orphan-control procedures and the cloud administrator were 
always active. Our goal was to evaluate the ability of GA 
search to find additional failure scenarios. We executed only 
205 generations. Figure 7 plots estimated probability 
differences for the 677 PV pairs found by the GA. 

 

 

 

 

 

 

 

 

 

Figure 7. D (y-axis) for 677 sorted PV pairs (x-axis) for second GA search–
outlier PV pairs labeled. 

The largest positive difference (0.48) occurs in Figure 7 
when the average user request timeout is 30 s. This is the same 
result found previously. This implies that if user timeouts are 
too short, then even with orphan-control procedures active, the 
cloud will fail to serve enough users, as the maximum anti-
fitness was still 0.82, though the average decreased to about 
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0.55. Since orphan-control procedures operate over periods 
numbered in hours, virtual message losses caused by short user 
timeouts can still overtax the procedures. This finding was 
unknown previously. Another set of related parameters also 
exhibited large positive differences. For example, small 
standard deviations in user request timeouts tended to keep 
short user timeouts as short as possible. Short timeouts were 
exacerbated by increases in inter-site distances, especially 
when combined with short inter-router distances (i.e., more 
network hops between sites) and with higher simulated per-hop 
queuing delays. This implies that cloud designers must take 
wide latitude in considering many factors beyond their control 
that could determine the best user timeouts to encourage. On 
that issue, the PV with the largest negative difference (-0.24) 
was the user request timeout set to 120 s. This result implies 
that GA search can recommend optimal settings while 
simultaneously searching for failure scenarios. Finally, the 
iterated GA search also reestablished that small clusters would 
lead to overload and that impatient users could be a problem. 

We conducted a third GA search over 209 generations. In 
that search, we changed the ranges of some parameter values to 
seek new failure scenarios and additional insights into system 
behavior. As expected, since we were searching for failure 
scenarios, the GA search found only slightly improved 
outcomes, yielding a maximum anti-fitness of 0.77 and an 
average of about 0.6. On the other hand, new insights were 
revealed. Figure 8 plots estimated probability differences for 
the 680 PV pairs found by the GA. 

 

 

 

 

 

 

 

 

 

 

Figure 8. D (y-axis) for 680 sorted PV pairs (x-axis) for third GA search–outlier 
PV pairs labeled. 

Though we increased (by 60 s) the range of user request 
timeouts, the new minimum timeout of 90 s proved to be too 
short, especially when coupled with specific network factors 
(such as long distances and large per-hop delays), along with 
120 s delays by the cloud controller, when awaiting responses 
from clusters. Regarding response delays within the three-
tiered cloud system, when the cloud waited only 60 s for 
cluster responses and clusters waited only 30 s for node 
responses, the system exhibited better outcomes. The user 
request timeout must accommodate delays due to network 
factors and timeouts within the cloud itself. The GA search 
found that an average user request timeout of at least 120 s 
(borderline outlier) was required to lower anti-fitness, and that 
180 s (borderline outlier) provided the lowest anti-fitness. 

Though we increased (by 400 nodes) the range of cluster 
sizes, a 600-node minimum size still proved too small. The GA 
found that at least 800 nodes per cluster were needed to avoid 
cloud overload for the parameters within the search space. 
Further, the GA discovered that a 30 s average inter-user 
startup delay, a parameter intended to gradually introduce load 
into the cloud, was too short, leading to cloud overload.  

The GA found that homogeneous cluster sizes lowered 
anti-fitness, when compared with cases where 20% of clusters 
were large and 80% small. The GA also found that increasing 
and decreasing cloud size by 30% yielded higher anti-fitness 
than smaller size changes of 10% and 20%. Further, the GA 
found that cloud administrators needed to complete individual 
operations in a mean of 300 s (borderline outlier); 900 s 
(borderline outlier) was too long. 

The GA also found insights related to platform types. First, 
assigning platform types randomly from a specified set 
(simulating a cloud constructed by adding any available nodes) 
increased anti-fitness. Second, one specific arrangement of 
platform types, where 28% of nodes had 32-bit architectures, 
increased anti-fitness when combined with simulated user 
types (60% web-service and 40% distributed-search 
applications) that required 64-bit architectures for all VMs. 

All searches described above had the property that H 
subsets contained over 10

4
 tuples, while comparable L subsets 

contained fewer than 10
3
 tuples. This discrepancy in samples 

occurred naturally because the GA was searching for scenarios 
more likely to fall into H subsets. L subsets had as many as 
hundreds of tuples only because, as discussed previously, the 
low anti-fitness landscape of the Koala simulator was much 
larger than the high anti-fitness landscape. One could increase 
samples in L subsets by inverting the GA search to look for 
scenarios with low anti-fitness.  

 

 

 

 

 

 

 

 

 

 

Figure 9. D (y-axis) for 683 sorted PV pairs (x-axis) for fourth GA search–
outlier PV pairs labeled. 

We inverted a fourth GA search. We used the same 
parameter space as in the third search, but instructed the GA to 
seek high fitness (i.e., low anti-fitness) scenarios. We ran the 
inverted search for 205 generations, and then combined the 
collected tuples with the tuples collected during the third 
search. After filtering, the resulting H subset contained 14601 
tuples and the L subset contained 42253 tuples. Analysis of the 
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probability differences, shown in Figure 9, confirmed findings 
obtained from the third GA search. 

VI. CONCLUSIONS AND FUTURE WORK 

We defined a design-time method, combing GA search 
with simulation, to seek failure scenarios in system models. We 
applied the method in a case study, seeking (and finding) a 
known failure scenario in an existing IaaS cloud simulator. We 
iterated the GA search to reveal previously unknown failure 
scenarios. We used the case study to evaluate the dynamics, 
quality, effectiveness, and cost of GA search. Our GA searches 
explored predominantly non-duplicative scenarios with high 
anti-fitness. We uncovered evidence that GA search could 
reveal insights about optimal parameter settings, while 
simultaneously searching for failure scenarios. We also found 
that, due to high latency, GA search should be pursued only for 
systems with sufficient schedule time, and where failure 
scenarios have high cost. 

We can extend our work in five directions. First, additional 
analysis methods need to be explored, to further mine the data 
collected by our GA searches. We can envision using statistical 
and information-theoretic techniques to extract features from 
the collected tuples, and then applying clustering algorithms to 
suggest specific classes of failure scenarios. Second, we should 
continue to explore our case study, attempting to uncover 
parameter subspaces where no failure scenarios can be found, 
and also using GA search under alternate definitions of anti-
fitness to discover other kinds of system failure scenarios that 
might exist. Third, we should apply our method to models of 
other complex information systems, such as communication 
networks and other forms of computational clouds. This would 
allow us to confirm the generality of our approach. Fourth, we 
should seek partners, operating cloud computing systems or 
test beds, against which we can validate our method. Finally, 
we should investigate run-time methods to provide early 
signals of incipient failures. Such run-time methods are 
necessary because design-time methods are unlikely to 
discover all possible failure scenarios that could arise in a 
deployed system. 
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Abstract— This paper presents a Matlab test bench 

development for Field-Programmable Gate Array hardware 

simulation. When a design uses hardware blocks provided by 

third-part vendors (known as Integration Packages - IP), 

several options can be set in the block configuration page, 

inside vendor tool, and affect how the block behaves. These 

configuration options should be evaluated for any integration 

package one may be interested in and the test bench proposed 

facilitates the evaluation of any block-specific configuration 

parameters, enabling a three times reduction of block 

configuration time. 
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I.  INTRODUCTION 

Hardware verification is becoming more challenging as 
design complexity grows. Verification times have increased 
with the rising gate count; as overall design complexity 
grows, ensuring that the system complies with the required 
specification in early design stage is a desired time saving 
approach [1]. 

Textual language can be used to develop a test bench; 
however, this approach has a degree of complexity similar to 
design itself and is human-resource intensive. This task can 
be accomplished easier with a tool like Matlab, demanding 
less knowledge of vendor specific optimizations [2] to 
achieve the goal of developing a test bench. 

The required computational run-time for simulations is 
also an important factor to consider because computer 
resources are limited and costly. Efficient simulation 
techniques, as presented in this work, collaborates to 
improve a rational use of computer resources [3]. 

According to a survey of Collett International Research 
in 2002, only 39% designs were shipped bug free at first 
silicon, while 60% contained logic or functional flaws, more 
than 20% required 3 or more silicon spins. The Collett 
survey has also shown that nearly 50% of total engineering 
time was spent on verification [4]. Because the design 
complexity continually increases, the actual numbers are 
expected to be worse, being more difficult to verify the 
design today than in 2002. 

Some of these verification challenges can be addressed 
by using a model-based simulation system, where 
mathematical aspects and algorithms become a key area in 
the verification efforts, also incorporating software 
techniques for formal verification [5-6]. The design 
methodology that best fits the proposed test bench is a top-

bottom design strategy, which can be done using the Matlab 
and the FPGA tools to generate desired IP models; for 
example, Fast Fourier Transforms, Arithmetic Logic Units 
and Decoders, among other blocks that may be provided by 
Field-Programmable Gate Array  (FPGA) vendors. 

During design cycles, the model is refined and 
progressively approaches the hardware behavior, until the 
hardware IP can be directly used. 

In this article, the Xilinx and Matlab integration will be 
presented with one simple test case, which consists of a Fast 
Fourier Transform (FFT) processing core, as presented in 
Section II. A proposed Design Flow is explained in Section 
III, and the methodology results are presented in Section IV. 

II. MATLAB/FPGA SYSTEM INTEGRATION 

The first step to achieve the goal to simplify verification 
using the Matlab is selecting an IP, from available from 
FPGA vendors, sometimes through third parties companies, 
but with vendor’s support in order to enable support for 
simulation, hardware models and even synthesis. Two 
examples of such integration tools are Altera DSP Builder 
[7] and Xilinx System Generator [8]. 

Both tools share the same principles, but differ in 
integration method, capability and support options. The 
installation procedure details can be found in the vendor’s 
web site and will not be repeated here; however, the process 
is straightforward once you have checked the Matlab version 
and FPGA tool version compatibility [9]. 

 
Figure 1.  Xilinx Blockset inside Simulink 
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Each integration package is targeted to a specific 
Matlab/FPGA vendor tool combination and one must 
confirm you have correct version of all tools to avoid 
interoperability problems. The final result will be a Simulink 
block list inside Matlab, as it is shown in Figure 1. 

Under the hood, more changes in the Matlab tool were 
done and more than a few Simulink [10] blocks are 
available: a diverse set of FPGA hardware models can be 
used and a clever use of this integration enable that a test 
bench developed in Matlab can also be used to validate 
hardware design, however to use the same Matlab 
environment for FPGA hardware models you must first 
generate the models inside the FPGA vendor tool. 

During hardware model generation, design choices are 
required. These choices are made by parameters selections, 
and each IP has several parameters to be set. Early 
evaluation methodology to quickly test the model parameters 
is a major goal for this work, since several blocks can be 
created, and using the proposed test bench, parameters can 
be quickly adjusted and compared. 

The Xilinx System Generator IPs available in functional 
categories are, in alphabetical order: 

 Automotive & Industrial 

 Advanced eXtensible Interface (AXI)  

 Base IP (FPGA basic blocks) 

 Communication and Networking 

 Debug and Verification 

 Virtual Input/Output 

 Digital Signal Processing 

 FPGA Features and Design 

 Math Functions 

 Memories and Storage Elements 
 

 Standard Bus Interfaces 

 Video and Image Processing 

For instance, a single Fast Fourier Transform (FFT) core 
from Digital Signal Processing category should be somewhat 
simple to use, but this simple IP requires a lot of design 
choices: The FFT Core can compute from 8 to 65536-point 
forward or inverse complex transforms. The input data is 
represented as two's-complement numbers from 8 to 34 bits 
wide or single precision floating point numbers with 32 bits 
wide and the phase factors can range from 8 to 34 bits wide. 

The FFT IP can use on-chip block RAM or distributed 
RAM across FPGA; calculation can be done using full-
precision unscaled numbers, scaled fixed-point numbers and 
block-floating point. Some parameters can be configured in 
run time with additional logic: the point size, the choice of 
forward or inverse transform, and the scaling schedule. 

Finally, four architectures are available to provide a 
tradeoff between sizes and transform time [11]. With all 
these options, just for a FFT block, the time required to 
simulate a hardware level design can be too long, so using 
hardware models with regular Matlab script files can easier 
simulate the generated IP. 

All major parameters in FFT block generation can be 
seen in Figure 2, and all this options can be exercised in the 
proposed test bench.  

The test bench is reliable due to modular nature: test 
cases and model files are separated, thus easier than other 
graphical-based tools to find issues in the test bench, 
simulation test cases and add supporting functions. Early 
simulation in the design flow, before first synthesis, can be 
used for exercise several design options ahead going further 
with the project. 
 

 
Figure 2.  Main options for FFT model generation using Xilinx ISE Core Generator 
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III. MATLAB/FPGA DESIGN FLOW 

A. Developing the matlab test bench 

The Matlab is well known as a high-level language and 
interactive environment for numerical computation, 
visualization and programming [12]. New features like 
Hardware Description Language Coder (HDL Coder) and 
Hardware Description Language Verifier (HDL Verifier) 
allow modeling, simulating and exploring algorithms by 
Matlab and Simulink tools and FPGA vendor companion 
allows generating either target-independent or target-
optimized hardware code and program Xilinx and Altera 
FPGAs. 

Figure 3 shows the proposed methodology with a Matlab 
software model in step one, a hardware model introduced in 
step two, before hardware verification and reusing Matlab 
scripts and Simulink diagrams, saving time and test bench 
code. The final step in the design flow is the real hardware 
simulation. 

 

 
Figure 3.  Proposed design flow 

To check the FPGA design parameters against the 
system-level specifications a set of test cases must be 
developed. The initial test case could use only Matlab 
functions to model the system under study without adding 
hardware complexity, to validate the design idea before 
investing time in device selection, pin-out and others 
synthesis related issues. The initial test case is very simple 
and can easily simulate and compare the generated IP against 
Matlab floating point and full precision functions. 

This allows design space analysis and numerical 
precision evaluation and also keeps the data for latter 
comparison between hardware and Matlab implementation, 
creating a figure of merit for quality and easily showing 
tradeoffs impact and artifacts that may arise due to several 
design choices made in IP generation. 

The Xilinx provided C-model is cycle-accurate and has 
been demonstrated that results from Matlab, FFT model and 
System Generator model are all equivalent [13]. 

To reproduce the results of this work, please note you are 
not able to use the LCC compiler shipped with Matlab 

because it will not compile some IP models. Xilinx 
recommends using Microsoft Software Development Kit 
(SDK) for windows platform or Gnu Compiler Collection 
(GCC) for Linux platforms. You can refer to Xilinx user 
guide [14] and Matlab documentation [15] to create the 
function models whether is needed. 

The test bench starts with a set of Matlab scripts that 
contain the global variables to control verbosity (to facilitate 
test bench debug) and design parameters. The test bench 
calls a set of test cases which can instantiate different  
models of device under test, for example the first one with 
the Matlab models and a second one with hardware models 
provided by FPGA tool. 

B. File structure 

A test bench top file was created with global variables to 
control run-time parameters, data sizes and script verbosity. 
There are parameters to controls text displayed messages 
during the test bench run and it is useful to debug the test 
bench itself, but once the environment is working, less debug 
messages can be displayed to concentrate the focus on the 
device under test. Utility file functions keep test bench 
organized and are a good location to place common 
functions brought by test cases. These are the test bench root 
files and a set of test cases files to exercise the model. 

Once the main scripts and test cases were developed, a 
high level model using only built-in Matlab functions was 
made to mimic the desired hardware behavior. These high 
level models uses all the Matlab capabilities to reduce design 
time and the result will be compared to the hardware model 
and to latter validate the IP. 

During the development of this work, a small set of 
utility routines were split into test bench top file and utility 
functions to keep top file small and easy to change. 
Moreover, the utility functions can be easily expanded and 
currently are used to display graphics and store personal 
preferences in a place which makes more sense than test 
bench top. 

The hardware model can be instantiated by using the 
FPGA blocks available in Simulink but pay attention that 
hardware models can also be generated from FPGA vendor 
tool and embedded in Matlab code by using precompiled 
functions in the same fashion as regular function is used. 

 Test bench top 
- control variables 
- data initialization 
- verbosity control 
- test case selection 

 Utility functions 
- draw graphics 
- evaluate errors 
- formatted text output 
- other used test bench functions 

 Test cases 
- call software and hardware models 
- execute desired tests and comparisons 
- use of utility functions and model files 
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 FFT Model direct calculation using Matlab function 
- golden model for floating point FFT 

 FFT Model using fixed point calculation 
- golden model for fixed point FFT 

 FFT Model using FPGA hardware model A 
- hardware model with “A” parameter set 

 FFT Model using FPGA hardware model B 
- hardware model with “B” parameter set 

 FFT Model using FPGA hardware model C 
- hardware model with “C” parameter set 

 More FFT models can easily be included. 
- create as many models as required 

 

 
Figure 4.  File structure example 

When a FPGA IP model is generated by using the Core 
Generator tool, the model file is also generated. This model 
is placed inside IP directory tree, created by Core Generator 
tool and can be used in Matlab, but the integration between 
Matlab and FPGA vendor tool must be up to date because 
the Matlab model will call a pre-compiled file (for Altera) or 
bit accurate C models (for Xilinx). 

Keep in mind that simply copying the model file for 
another PC running Matlab will not work, because the 
models rely on FPGA vendor files to work. 

In the example provided in Figure 4, three files for FFT 
test cases and three files for FPGA models are shown, but 
during development, many files can be created as many 
options can be evaluated in the IP generation procedure. Use 
as many files as required to represent different parameters 
analyses in the test bench. 

For a quick analysis of design space and numerical 
precision loss, this is very convenient, simple to design and 
to reuse. 

IV. RESULTS 

Once the test bench is ready and the software level 
function is working, the simulation is very simple to be 
repeated because the entire test bench is parameterized. 

The Matlab scripts calculate buffer sizes and compare 
with provided data and other similar tasks, in order to 
provide a sanity check during simulation run time. This help 
to avoids mistakes in data format and parameter setup, 
because the sanity checks try to reproduce the constraints 
available in the FFT manual. 

The result from this test bench development using 
automatic calculation instead of hard-coded values is a 
deeper knowledge of the FFT IP and deeper comprehension 
of the FFT IP manual. 

The test bench functions generate warning messages, 
trigger some double checks in IP specification to confirm if 
test bench behavior was accurate. 

It was possible to simulate the hardware and evaluate 
design tradeoffs, simply using the model and comparing the 
results between high level function and the vendor-provided 
hardware model function. 

A lot of experimentations with FFT IP parameters were 
possible, helping to find the best fit for IP speed, area size 
and data size. All those experimentations were easy to 
reproduce by saving the hardware model files, reducing the 
amount of time compared with traditional Simulink design 
flow with lower level test benches. The easy reproducible 
results are welcome result of this methodology. 

Compared with traditional Simulink graphical approach, 
this text-based methodology with multiple model files that 
can be exercised in the same simulation run, has potentials to 
give early-results for comparison, enabling for example the 
analysis of fixed point quantization errors early in design 
saving synthesis time and reducing efforts in final hardware 
creation [16-17]. 

For the FFT IP core generated with parameters presented 
in Figure 2, the result for simulation with hardware and 
software models is depicted below. The algorithm uses the 
FFT block to simulate a power spectrum calculation from a 
modified sinusoid signal with a peak power at low 
frequency. 
 

 
Figure 5.  Power spectrun evaluation: Comparing pwelch function, 

software FFT model and hardware FFT model 

Three simulations are shown in the Figure 5. A first one 
uses software function to calculate the power spectrum 
coefficients, the second uses Matlab pwelch function, and 
finally, the same calculation is done with FFT via hardware 
model. 

It is possible to see that pwelch and Matlab FFT 
functions match to each other. This makes sense because 
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both functions use the same precision to calculate the power. 
However, a significant difference between the result from the 
Matlab software functions and the hardware model 
equivalent can be found. 

This is expected because hardware models use fixed 
point precision and with the proposed test bench this result 
was easy to reproduce for several model configurations, 
resulting a better design space analysis. 

The result provided in Figure 5 was found before first 
FPGA synthesis, directly in Matlab and much faster than 
traditional Simulink flow with hardware in the loop 
simulation. 

V. CONCLUSIONS 

A reduction of three times in simulation setup time was 
experienced for the FFT block. Saved time increases 
proportionally to quantity of simulated models, because once 
the file structure is deployed and first model is exercised, it is 
very simple to add more models to the test bench. The test 
bench development contributed to a better understanding of 
IP parameters, design arguments and options. 

Initial hardware results were ready to analysis without 
even synthesize the designs and the Simulink graphical 
interface was avoided and this is an important feature, 
because it is faster to design a test bench by using text than 
graphical interface. 
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Abstract—Agent-based models (ABMs) are important tools for
predicting infectious disease epidemics and for designing effective
interventions. ABMs take into account individual differences,
for instance in contact rate. The drawbacks of ABMs are high
complexity and low performance. In this paper, we present a
data structure - an augmented B-tree - to speed up the weighted
random selection of individuals for the next transmission event
in an ABM of infectious disease dynamics. An additional feature
of the augmented B-tree is that it allows aggregating the force of
infection for groups of simulated individuals. In short, our tech-
nique enhances the performance and simplifies the development
of ABMs.

Keywords—weighted random selection; ABM; agent-based mod-
eling; infectious disease epidemics; B-tree; performance.

I. INTRODUCTION

Agent-based models (ABMs) are important tools for pre-
dicting infectious diseases epidemics and for designing effec-
tive interventions [1]–[4].

The classic model for infectious disease dynamics is the so-
called ’SIR model’ formulated by Kermack and McKendrick
[5] where S, I and R denote the susceptible, infected and
recovered fractions of the population.

The original SIR model is a deterministic model where a
set of differential equations describe the rates of change in S,
I and R.

Stochastic models take both chance and the effect of
population size into account, and model a population as
discrete numbers of people in the S, I and R state. Each
simulation run has a different outcome and evaluating a single
scenario requires multiple runs and aggregating the output.
These simulations take time as every single event (disease
transmission, recovery) is modelled explicitly.

Agent-based models [6] are the most sophisticated type
of model. In this type of model, individuals are represented
as objects that differ from each other in the values of their
attributes. In addition to taking chance and finite population
size into account, agent-based models also take heterogeneity
between individuals into account: some individuals may have
higher contact rates than others, and some individuals may
always recover from disease faster than others.

The main drawbacks of ABMs are high complexity and low
performance. Each individual is a distinct object in software
with its own attributes and life history. As in stochastic models,
the time course of a simulation of an infectious disease with an

ABM consists of a sequence of events (either transmission or
recovery). If individuals differ in contact rate and/or recovery
rate, a weighted random selection of individuals is required
at each event. Selecting a single individual by iterating a list
takes time proportional to the number of individuals in the list.

In this paper, we present an augmented B-tree as an
efficient data structure for random selection of individuals
weighted by the value of an individual attribute such as contact
rate. The augmented B-tree is key for simulating epidemics
in large (>100,000 individuals) populations with individual
heterogeneity. The augmented B-tree can also be used to
pinpoint the force of infection in a simulated population. In
short, the data structure improves the performance of ABMs
and makes it simpler to develop these models, which improves
the tractability of this type of models.

The rest of this paper is laid out as follows. In Section
II, we will provide the necessary background on the different
types of SIR models. Section III describes the data structure in
detail and reports performance figures. In Section IV, we will
show results of using the data structure in an individual-based
SIR model with different degrees in contact rate heterogeneity.
Section V discusses the application of the data structure to an
age structured population. In Section VI, we discuss additional
features of this data structure and similar developments in the
field of simulating networks of chemical reactions.

II. BACKGROUND ON INFECTIOUS DISEASES DYNAMICS

The classic model for infectious disease dynamics is the
SIR model [5]. In this model, the population is subdivided
into susceptible (S), infected (I) and recovered (R) categories.
The following set of differential equations determines the
dynamics:

dS/dt = −β · c · I · S/N (1)

dI/dt = β · c · I · S/N − I/d (2)

dR/dt = I/d (3)

with
N = S + I +R (4)

and

β transmission probability per contact
c contact rate
d duration of infection
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This model simulates numbers of individuals (or population
fractions) as continuous variables and is deterministic: for a
given set of initial values the model will always produce the
same output. This type of model aims to capture the average
behaviour of the epidemic.

Stochastic models take the random nature of transmission
events between discrete individuals into account. A stochastic
model simulates discrete numbers of people in the S, I or R
state and produces different output for each simulation run. A
stochastic equivalent of the deterministic SIR model simulates
the transition events from the S → I state and the I → R
state for discrete individuals, with:

rS→I = −dS/dt = β · c · I · S/N (5)

rI→R = dR/dt = I/d (6)

The direct method [7] is an algorithm for stochastic models
of chemical reaction kinetics that can be used to simulate the
dynamics of this system:

1) sum the event rates
2) draw a random number x between 0 and the sum of

the rates i.e., uniform on (0, rS→I + rI→R)
3) determine whether infection or recovery will occur:

infection if 0 < x < rS→I and recovery if rS→I <=
x < rS→I + rI→R

4) draw a value for ∆t from an exponential distribution
with rate rS→I + rI→R

5) move the time forward to t+∆t and execute the event
6) go to step 1

Deterministic and stochastic models are relatively simple
to implement although running stochastic models may be
time consuming - especially for large populations - as every
individual state transition is simulated.

Stochastic models do not take consistent heterogeneity
between individuals into account. Stochastic models model
numbers of molecules of a species or numbers of individuals
in a certain state. Although it is possible to categorise a
population into subgroups with different contact rates (e.g., the
core group model for gonorrhea in the US [8]), an arbitrary
and continuous distribution of contact rates (and/or recovery
rates) within a population requires modelling at the level of
the individual.

In the stochastic SIR model, the infection and recovery
event rates are easily calculated from (5) and (6) and moving
the simulation forward in time using the direct method is
straightforward. In an agent-based SIR model with heterogene-
ity in both contact rate and duration of infection, the event rates
are given by (assuming proportionate mixing):

rS→I = β ·
I∑

j=1

cj ·
∑S

j=1 cj∑N
j=1 cj

(7)

rI→R =

I∑
j=1

1

dj
(8)

In (7) the summed contact rate
∑I

j=1 cj of infected indi-
viduals replaces the product of contact rate and numbers of

infected individuals c · I of(5). As we assume proportionate
mixing, the summed contact rates of susceptible divided by
the summed contact rate of all individuals

∑S
j=1 cj/

∑N
j=1 cj

in (7) replaces the fraction of contacts with susceptibles S/N
of (5).

The principle of the direct method still works, but now
we do not only have to determine which type of event occurs
but also which individual should be selected for the transition
event. Therefore step 5 in the algorithm is replaced by:

5) move the time forward to t+∆t and execute the event:
a) if infection:

• draw a random number y uniform on
(0,

∑S
j=1 cj)

• iterate over all susceptibles subtracting
cj from y until y < 0

• select that individual and execute the
infection event

b) if recovery:
• draw a random number y uniform on

(0,
∑I

j=1 1/dj)
• iterate over all infected subtracting 1/dj

from y until y < 0
• select that individual and execute the

recovery event

The random selection of an individual weighted by contact
rate (or recovery rate) in steps 5a and 5b performs poorly if
individual rates are stored in a simple data structure such as
an array or a list: the time complexity for iterating an array
or list is O(n) (i.e., the required time increases proportionally
with the number of individuals). In the next section we present
a more efficient data structure.

III. AN AUGMENTED B-TREE FOR WEIGHTED RANDOM
SELECTION OF INDIVIDUALS

A. Data structure

To move an agent-based SIR model forward in time re-
quires summing the individual infection and recovery rates,
drawing a time till the next event and selecting the event
type and the individual. As the individual rates may differ,
the selection of an individual is a weighted random selection.
After an individual has been selected, he or she is moved to
the next state.

To prevent O(n) time complexity, we would like an alter-
native to simply iterating over a list with individual rates. The
main requirements for an alternative data structure or algorithm
are:

• rapid weighted random selection of elements

• quick and easy insertion and removal of elements (or
of updating the rates)

A data structure that fulfils these requirements is a balanced
search tree with nodes that are augmented [9] with a record
of the sum of an attribute of the child nodes. We chose a
standard B-tree [10] as the basis. B-trees are widely used in
relational databases and have O(log(n)) time complexity for
search, delete and insert actions [10]. Fig. 1 illustrates a B-tree
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∑=27.0

c, 3.8 h, 5.2

∑=5.6

a, 2.4 b, 3.2

∑=4.2

j, 1.9 k, 2.3

∑=8.2

e, 4.0 f, 4.2

Fig. 1. Augmented B-tree for rapid selection weighted by individual rate.
Each node contains i. the sum of the values of the elements in that node and
in all subtrees of that node, ii. an ordered list of key, value pairs (e.g., a, 2.8
for smallest element in the tree), and iii. pointers to child nodes with keys
intermediary between the keys of the elements left and right of the pointer.
In this example, the tree contains contact rates (the values) of individuals
identified by single character as key.

(of order 2, i.e., with either 1 or 2 elements per node) in which
the nodes have been augmented with the sum of the values of
the elements in that node and all subtrees of that node. In this
example, each element would represent an individual denoted
by a key (single lowercase character) and a value (e.g., contact
rate). To select a random individual weighted by contact rate,
we proceed as follows. First, a random number x is drawn from
a uniform distribution between 0 and the sum of all values in
the tree. Next, x is compared with the sum of the leftmost
child node, and if the sum of that node is less than x, subtract
that sum from x, and continue to the value of the leftmost
element in the root node, the sum of middle child node etc.
As soon as the current value of x is less than the value of
an element or child node, the element or child node will be
selected. Suppose the sum of the values is 27.0 (see Fig.1)
and we have drawn x = 10; as the sum of the left child node
5.6 < 10, x ← 4.4; as the value of c, 3.8 < 4.4, x ← 0.6
and we descend to the middle child node; as the value of e,
4.0 > x, e is selected.

B. Expected performance

For each level in the tree, at most 4 comparisons (2 values
within the node itself and 2 out of 3 subtree sums referenced
by pointers) are needed to either find the required element or
find the subtree containing the element. Thus, the number of
comparisons for weighted random selection increases linear
with the number of levels whereas the number of elements
in a tree increases exponentially with the number of levels
of the tree. Therefore, time complexity of weighted random
selection is O(log(n)). Time complexity of insert, delete and
update actions in an augmented B-tree is also O(log(n)) as
only the sums of the nodes on the path leading to the element
need updating for these actions. Selecting by key is the same
as in standard B-trees, i.e., O(log(n)).

As for standard B-trees [10], the space complexity for the
augmented B-tree is O(n) ; the pointer structure is identical to
that of a B-tree but additional space is required for storing the
sums. The space for storing the sums decreases with increasing
number of elements per node and can be tuned. Note that the
values do not have to be stored in the tree if the values can
be referenced through the key.

TABLE I. PERFORMANCE OF A JAVA ARRAYLIST VS. AN AUGMENTED
B-TREE FOR WEIGHTED RANDOM SELECTION. TIME IN µSECS PER SELECT

(AVERAGE±SEM OF 10 RUNS OF 5,000 SELECTS EACH). ALL
DIFFERENCES BETWEEN ARRAYLIST AND AUGMENTED B-TREE WERE

SIGNIFICANT AT P < 1E-6 (STUDENT T-TEST).

Number of elements ArrayList Augmented B-tree

10,000 6.6±0.1 0.32±0.01

20,000 13.9±0.1 0.50±0.04

50,000 35.0±0.3 0.65±0.01

100,000 71.5±0.5 0.88±0.01

200,000 174±1 1.13±0.01

500,000 522±2 1.40±0.01

1,000,000 1073±3 1.71±0.02

C. Measured performance

Table 1 shows the performance of weighted random selec-
tion using a Java ArrayList versus an augmented B-tree. The
time required for 5,000 weighted random select actions was
determined for increasing numbers of elements in the data
structure. Each test was performed 15 times. To allow the
Java VM to warm up, only the final 10 runs were used for
calculating the average and SEM. All tests were performed on
a MacBook Pro with 8 GB RAM and a 2.8 GHz Intel Core
i7 processor on OS X 10.8.4 using the Java SE 6 runtime.
Minimum and maximum Java heap space was set to 768 MB.
A Java software library including the augmented B-tree will be
published as open source on www.skardahl.com, the website
of Skardahl BV, before October 27, 2013.

The figures in Table 1 show that the augmented B-tree
has much better performance than the Java ArrayList, even
when just 10,000 elements are present in the data structure.
In addition, the table show that the time complexity is about
O(n) for the ArrayList (about a 10-fold increase in time from
100,000 to 1,000,000 elements) whereas for the augmented B-
tree the increase is about proportional to log(n). The amount
of memory required for the augmented B-tree was about six
times that of a Java ArrayList: for 1 million elements 147 MB
for the augmented B-tree vs. 25 MB for the ArrayList.

IV. APPLICATION OF THE AUGMENTED B-TREE TO AN
INDIVIDUAL-BASED SIR MODEL

Fig. 2 shows the dynamics of an agent-based SIR model
with and without heterogeneity in contact rate. Heterogeneity
decreases variability and causes an earlier and higher peak
in the number of infecteds whereas the fraction susceptible
remaining after the epidemic has died out is the same (not
shown). The data shown in fig. 2 were generated by 20
simulation runs each modelling a population of size 100,000
with individuals with either the same or different contact rates.
The 20 simulation runs took 5 seconds in total. When an
ArrayList was used for weighted random selection the 20 runs
took 12 minutes in total. Using the augmented B-tree therefore
caused a speed-up of a factor 140. For larger population sizes
the difference would even be larger.

V. USE OF THE AUGMENTED B-TREE FOR EPIDEMICS IN
AGE STRUCTURED POPULATIONS

So far, we focused on random selection of elements
weighted by the value of the element. Although the elements
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Fig. 2. Dynamics of a SIR model with 100,000 individuals, an average
effective contact rate (equal to transmission probability per contact multiplied
with contact rate) of 0.35 per day, and a disease duration of 4 days. The
parameters are equivalent to R0 = 1.4. The red lines (peaking around 75
days) show the time course of the number of infected individuals for a model
where all individuals have the same effective contact rate and the blue lines
(that peak around 25 days) show the same for heterogeneous individual contact
rates which were drawn from an exponential distribution with mean 0.35 per
day.

are ordered by key, the ordering was irrelevant for the simple
individual based SIR model.

When modeling SIR dynamics in an age-structured pop-
ulation, the obvious key to use is age (or birthdate). When
using age as a key, the augmented tree allows summing the
individual effective contact rates of the infecteds by age range.
For each age range, the summed rate can be distributed over
age ranges of susceptibles according to a contact matrix.

An additional feature of the augmented tree (not related
to scheduling transmission events) is that we can get a quick
response to queries for the sum of attribute values in a certain
key range. For example, in an agent-based SIR model we could
find out which age group (or birth cohort) causes most new
infections by using birthdate as key and the effective contact
rate as attribute value and querying different age ranges of
infecteds. In the same way we could find out which age group
is most subject to new infections by querying aggregate contact
rates in age ranges of susceptibles. As for selection and update,
the time complexity of key range queries is O(log(n)).

VI. DISCUSSION

We have described a data structure that can speed up
agent-based simulations of infectious disease dynamics in large
populations by a factor of 100 or more. The augmented B-
tree that we have presented enables more realistic modeling
of individual heterogeneity (e.g., in contact rate) while at the

same time offering the option to easily aggregate the individual
rates by key range thereby providing insight into the groups
causing and experiencing the force of infection.

A similar algorithm as presented here has been described
for the simulation of chemical reaction kinetics. Gibson and
Bruck [11] developed a logarithmic scaling version of the SSA
(stochastic simulation algorithm) using an indexed priority
queue or binary tree for a more efficient way to select the
chemical reaction that will fire next. Slepoy et al. [12] present
a constant-time kinetic Monte Carlo algorithm that could in
principle also be used for agent-based models of epidemics.
However, the composition-rejection algorithm presented in
[12] requires sorting the rates in categories to prevent too many
rejections, and is not easy to implement. Also, it does not offer
the option to aggregate rates by key range.

We believe that our augmented B-tree is useful in all agent-
based models where random selection weighted by individual
risk (i.e., rate, susceptibility, etcetera) is required. In addition,
the augmented B-tree is useful to aggregate individual attribute
values (e.g., rates), optionally by key range.
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Abstract—Modern distributed embedded systems are 
composed of a number of mobile devices, which have limited 
battery life. The design of distributed embedded systems is 
therefore challenging and data-link layer plays an important 
role in end-user experience by ensuring reliable error free 
communications. Both the non-functional properties such as 
end-end delays and frame error rate, and energy consumption 
of the data-link and upper layer protocols must be thoroughly 
investigated in order to ensure optimal distributed system 
design. To achieve this goal, we propose a novel framework to 
estimate the energy consumption and non-functional 
properties of the Medium Access Control (MAC) protocols. In 
this article we elaborate the extensions made for Abstract 
workload based performance simulation (ABSOLUT) System 
Level Performance Evaluation (SLPE) approach and the 
corresponding methodology to estimate energy consumption of 
IEEE 802.11 family MAC protocol through a case-study in 
UDP/IP transmission.  

Keywords-Data-link; ABSOLUT; System Level Performance 
Evaluation; Distributed Systems; Energy Consumption 

I.  INTRODUCTION  

System Level performance evaluation, has been 
approached in various ways. A detailed state of the art 
survey is provided by Khan et al. [1] and is therefore not 
presented here. In many embedded systems domains such as 
wireless sensor networks, devices are limited by battery and 
computation capacity. To operate successfully under these 
constraints, the wireless devices mostly employ highly 
specialized MAC protocols such as [1] and [2]. For highly 
accurate System Level Performance Exploration (SLPE), 
the system designer must be provided with highly accurate 
models of applications, middleware, transport, MAC and 
platform hardware components (such as processors, busses 
and memories). Different MAC protocol models can be used 
in the performance model in different iterations of the 
performance exploration. This will help to evaluate their 
feasibility before the design and deployment of the devices 
involved in the distributed system.  

In lucrative mobile devices market segments, such as 
mobile phones and tablets the middleware technologies, 
application design methodologies, multi-core processors, 
cloud computing and application specific processors have 
played a key role in maintaining the good customer 

perception of the strongest brands like Samsung and Apple 
[3][4]. The reliable and highly accurate energy consumption 
of MAC protocols in different use-cases is of fundamental 
importance since most of the applications used by these 
devices are distributed [1] [2]. 

After the performance simulation, both the performance 
(non-functional properties such as end-end delays and frame 
error rate) [5] and energy consumption of the chosen MAC 
protocol must be reported simultaneously for a particular 
iteration during architectural exploration. This helps to 
evaluate the feasibility of a MAC protocol (non-functional 
properties, which must be satisfied by MAC protocol) under 
the energy and power constraints. After, the simulation, the 
values of non-functional properties (such as end to end 
delays and frame errors, etc.) are examined to ensure that 
their values are under the maximum allowable values for the 
current use-case. In case of energy consumption, the goal is 
to find the sole contribution of the employed MAC protocol 
in the energy consumed by the hardware components of the 
platforms of devices, which constitute the modelled 
distributed system. 

The aim of the research presented in this article is to 
measure/estimate the energy consumption due to the 
MAC/transport protocols via highly accurate and 
functionally correct state machines models. The 
functionality of the MAC protocol models mimics the 
behaviour of modelled MAC accurately to provide reliable 
estimates of end-end frame delays, loss rates and delays. 
The highly accurate application workload models 
representing software implementation of MAC protocols are 
obtained via ABSINTH-2 [6], PAPI [7], or CORRINA [8]. 
These workload models [9] provide reliable estimates of 
busy times of the underlying platform entities due to 
modelled software implementations of corresponding MAC 
protocols.   

The workload models are combined with the correct 
behavioural state machine models of contention resolution 
algorithms employed by MAC protocols [5]. The 
application models can be abstracted out in ABSOLUT via 
traffic generators to model a variety of use cases and helps 
to abstract out the workload of applications, thus providing 
the utilization (busy) times of platform components solely 
due to MAC protocols implementation [5]. 

Once the energy efficiency of the targeted MAC 
protocols is evaluated in isolation, the actual application 
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workload models of applications are substituted instead of 
traffic generators. This results in the overall system level 
performance evaluation of complete distributed embedded 
systems, as described in [10] [11]. This way, the overall 
performance evaluation of the distributed system is 
performed. In this article, we only focus on the energy 
consumption of the MAC protocols. The methodology 
presented in this article is described via a case study.  

The approach is not limited to any particular data-link 
protocol or application/system domain. The approach allows 
the system designer to freely choose between the analytical 
power models in research for different platform components 
or any/all of average power, minimum and maximum power 
values of the platform components.  

The rest of the paper is organized as follows: Section II 
focuses on the related research and identifies the main focus 
areas of the previously conducted research. This helps to 
elaborate the importance and uniqueness of the research 
contribution presented in this article. Section III gives a 
brief overview of the ABSOLUT performance simulation 
approach. Section IV and Section V collectively describe 
the methodology and the analytical models used to estimate 
the energy consumption of the platform components due to 
the targeted MAC protocol. In Section VI, the approach is 
experimented via a case study. Finally the conclusions are 
presented in Section VII. 

II. RELATED WORK 

The deployment of energy efficient MAC protocols is 
important in many embedded systems domains such as 
wireless sensor networks and mobile devices. In wireless 
devices, the employed MAC protocols must deliver 
satisfactory performance in terms of for example end-to-end 
delays and frame loss rate [5] under the energy constraints 
due to limited battery [1][2]. 

So far, the related research has been focused on three 
main areas in the development of new energy efficient MAC 
protocols [1][2] such as the software and hardware based 
energy consumption techniques [12], simulation 
frameworks for comparing energy saving of MAC protocols 
[13] and analytical models for estimating the energy 
consumption of specific MAC protocols such as Y-MAC 
[14]. The tools and methodologies developed as a result of 
research contributions do not provide a seamless 
progression between two steps, i.e., between the selection of 
energy efficient MAC protocols (under the different use 
cases) and the system-wide performance evaluation.  In the 
first step, the Application workload models are abstracted 
out by traffic generators to focus solely on the performance 
of MAC protocols as described by Khan et al. [5]. This 
results in choosing the most efficient MAC protocol among 
different alternatives. Once the MAC protocol is selected, 
the second step proceeds. In the second step, the actual 
application workload models are employed (and traffic 
generators are removed) to evaluate the feasibility of the 
overall system. In order to obtain reliable performance 

numbers in both steps, the methodology employs the 
following important techniques/tools:  

 
1. The highly accurate models of contention resolution 

techniques, as described by Khan et al. [5].  
2. Automatic workload Extraction for MAC protocols via 

ABSINTH [9] or ABSINTH-2 [6] in the cases where a 
software implementation is available. 

3. In the case where software implementations are not 
available, it can be estimated via transport layer 
workload models via CORRINA [8]. 

4. In order to focus on MAC protocols entirely, the 
workload models of application layer can be abstracted 
out, as described by Khan et al. [5]. 

5. The busy times of the platform hardware components 
such as processors, memories and busses can be 
obtained solely due to MAC layers and used to estimate 
energy consumption via the specifications of the 
hardware components provided by vendors, such as 
ARM Holdings [15].   

The energy estimation of data-link/MAC protocols via 
ABSOLUT is fundamentally important to many domains of 
distributed embedded systems such as wireless sensor 
networks and mobile devices. During the early design 
phase, the energy consumption of MAC protocol can be 
estimated in a variety of use-cases, which helps in the 
selection of the most appropriate MAC protocol out of a 
number of available alternatives. This results in a more 
optimal distributed system design.     

III. INTRODUCTION TO ABSOLUT 

The abstract workload based performance simulation 
(ABSOLUT) approach has been extensively applied for the 
performance simulation of non-distributed and distributed 
embedded systems. It follows the Y-chart model [1], 
consisting of application workloads and platform model [9]. 
After mapping the workloads to the platform, the models are 
combined for transaction-level performance simulation in 
SystemC. Based on the simulation results, we can analyse 
e.g. processor utilization, memory traffic and execution 
time. The approach enables early performance evaluation, 
exhibits light modelling effort, allows fast exploration 
iteration and reuses application and platform models [9].  

A. Application Workload Model  

The application workload model has a layered 
architecture as explained by Kreku et al. [9]. The 
hierarchical structure of the application workload model is 
shown in Fig. 1. 
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Figure 1. Hierarchical structure of application workload model. 

B. Platform Model 

The platform model is an abstract hierarchical 
representation of actual platform architecture. It is 
composed of three layers: component layer, sub-system 
layer and platform architecture layer, as shown in Fig 2.  

 

 
Figure 2. Platform model layers. 

Each layer has its own services, which are abstract views 
of the architecture models. Services in sub-system and 
platform architecture layers are invoked by application 
workload models [9]. 

IV. ESTIMATING ENERGY CONSUMPTION OF DATA-LINK 

PROTOCOLS 

The ABSOLUT performance evaluation approach 
allows the system designer to adjust the parameters for the 
platform components (prior to simulation) and also reports a 
variety of performance statistics after simulation. A subset 
of these parameters and statistics are listed below. 

 
• Adjusting Clock rate of platform components. 
• The percentage of platform component consumption 

(proportion of the total busy times of components) by 
the different OSI model layers and their protocols. 

• Average Packets/sec. 
• Average Frames/sec. 
• Idle/Busy times of components. 
• The number of words written to and read from the 

memory. 
• The collision rate and the maximum and minimum 

frame delays. 
• Maximum and minimum frame delays. 

• The busy times of each and every core of a multi-core 
processor. 

• Trace, which validates the functional correctness of 
the MAC contention resolution algorithms. 

 
The aforementioned parameters and performance 

statistics are used for measuring the energy consumption of 
the platform components by different Layers of the Open 
Systems Interconnection (OSI) model [16]. The total energy 
consumption of the platform is shown as the sum of energy 
consumption of all the platform components 

 
 Eplatform_total = Ecomp1+ Ecomp2+….. + EcompN,   (1) 
 
where the Ecompi is the energy of the ith platform component. 

The energy of each platform component is mostly found 
by multiplying the average power of the component with the 
busy time. It should be noted that in the case of some 
components, the power consumed can be given by the 
analytical formulas as explained afterwards. If the average 
power consumption of the components is available via 
vendors, we can write 
 
Eplatform_total = (Pwrcomp1)(Tcomp1)+ (Pwrcomp2)(Tcomp2)+.....+ 
(PwrcompN)(TcompN) 
 
௣௟௔௙௢௥௠_௧௢௧௔௟ܧ            = 	∑ ൫ܲݎݓ௖௢௠௣௜൯ே௡ୀଵ ൫ ௖ܶ௢௠௣௜൯.  (2) 
 

The total busy time of each component (Tcompi) is due to 
the sum of busy times (utilization of the component) due to 
each OSI model layer. ABSOLUT provides the ability to 
separately report the consumption of data-link and transport 
layers by abstracting out the application workload models 
by traffic generators. Therefore the energy consumption of 
the data-link layer can be given by. 
 
௣௟௔௙௢௥௠_ௗ௟ܧ            = ∑ ൫ܲݎݓ௖௢௠௣௜൯ே௡ୀଵ ( ௖ܶ௢௠௣௜	஽௅). (3) 
 

This equation requires the busy time and power 
consumption of each component in the platform. We now 
describe the methods for estimating the busy times and 
power consumption of platform components.  

A. Estimating Busy Times of Platform Components  

As shown by (3), in order to compute the busy times of 
the components, the workloads of the OSI model layers 
considered in the use case must be modelled. Just like the 
application layer ABSOLUT workload models, the 
workload models of the data-link layer  are also composed 
of abstract instructions as described by Khan et al. [5] and 
are executed by the processor models (multi-core or single 
core) of the ABSOLUT platform models. After execution, 
the amount of time taken by the platform components to 
execute these instructions is automatically reported. During 
the simulation whenever the MAC frame of a transport layer 
packet is served by the functionally correct data-link layer 
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MAC protocols, the workload (consisting of abstract 
instructions) is send to the underlying processing elements 
of the ABSOLUT platform by the ABSOLUT operating 
system (OS) model as described in [5].  

The data-link layer protocols (for example MAC 
protocols) and transport layer protocols are modelled as 
operating system (OS) services in ABSOLUT as explained 
in [5] The transport layer OS_Service [5] divides the 
application layer message into individual frames and sends 
it one by one to the data-link layer OS_Service for 
transmission over the channel. The higher layer ABSOLUT 
OS_Service uses the lower layer ABSOLUT OS_Service as 
described in [5] just as in case of real OSI model layers. The 
functional correctness of the ABSOLUT OS_Service 
provides reliable estimates of non-functional properties such 
as end-end packet and frame delays and loss rates, which 
play an important role in the end-user experience in a 
variety of distributed multimedia streaming applications 
[10]. In other words, in case of data-link layer, whenever an 
ABSOLUT channel model is sensed idle by the MAC 
protocol model, the frame is transmitted and the non-
functional workload mimicking frame processing in actual 
platform is send to the ABSOLUT platform model.  

The workload per frame transmission can be 
automatically extracted via ABSINTH-2 tool if the source 
code of the MAC protocol implementation is available. In 
cases where the source code of data-link protocols is not 
available, the workload can be estimated using CORRINA 
[8]. In this case, firstly the overall workload of message 
transmission at the transport layer i.e., the workload of 
TCP/IP BSD API functions is extracted first. Afterwards, 
this information is used to estimate the workload of a single 
frame transmission (data-link protocol). The obtained 
ABSOLUT workload models are non-functional but the 
handling of the frame (contention resolution and 
retransmissions etc.) is done in the functionally correct 
manner, which is confirmed by the trace generated by the 
corresponding probes [5].  

The workload models of ABSOLUT can be estimated 
via run-time performance statistics based methods called 
CORRINA if the source code of the data-link protocol is not 
available.  In such cases, firstly the overall workload models 
at the transport layer (sum of workload due to data-link and 
transport) is estimated and afterwards the workload of 
transport layer is subtracted from it to obtain the workload 
due to data-link layer. The workload due to the processing at 
the transport layer (excluding underlying MAC layer) is 
estimated by using the case studies conducted in research as 
shown in [5]. If the source code of the data-link protocol is 
available, ABSINTH-2, which is a compiler based 
technique, can be used to generate highly accurate workload 
models.  

 
1) CORRINA: First of all, the TCP/IP or UDP socket 

API functions, which are meant for sending and receiving 
the messages in distributed applications are identified. In 

case of TCP/IP, the socket API functions are send() and 
receive(). Afterwards, a test bench consisting of a client and 
server is programmed. The messages exchanged between 
the client and server can have different lengths (sizes in 
bytes). The data size is limited to a few bytes bytes so that 
one MAC frame is transmitted by the MAC layer for each 
call to send() and receive() transport functions at the 
transport layer. TCP/IP API Functions tagged by CORRINA 
[8] and the ABSOLUT workloads models are extracted after 
exchanging a number of messages between the client and 
server. In this way the average workload of a TCP/IP send() 
and receive() API function corresponds to the workload per 
packet transmission. 

The extracted workload models can be used as such and 
mimic the workload per frame transmission. The energy 
consumption values obtained as a result will always be 
pessimistic since they also contain the transport layer 
processing workload. If required, these workload models 
can be refined by subtracting the overheads of transport 
layer from the overall workloads obtained (for TCP/IP API 
functions send() and receive()). The information about the 
processing overheads of the transport layer is elaborated in 
[8]. The obtained workload models are mapped to the 
corresponding ABSOLUT MAC OS_Service and on each 
frame transmission, the workload/frame is executed by the 
processor models in the ABSOLUT platform models.   

2) ABSINTH-2: This method is especially useful for the 
workload modelling of MAC protocols which are developed 
for specialized applications such as WSNs (Wireless Sensor 
Networks). The implementation of these protocols is usually 
done in “C” programming language. WSNs have more 
specific requirements, which include a local unicast or 
broadcast. The traffic flow is usually from many nodes 
towards one or a few sinks (most traffic is thus directed in 
one direction). The individual nodes have periodic or rare 
communication and must consider energy consumption as a 
major factor. 

An effective MAC protocol for WSNs must have 
reduced power consumption, shall avoid collisions, should 
be implemented with a small code size and memory 
requirements, be efficient for a single application and be 
tolerant to changing radio frequency and networking 
conditions [17]. That is why many WSNs employ highly 
efficient MAC protocols for the transfer of frames over the 
wireless channels for example NANO MAC [2] and BMAC 
[18].  

After the design and development of these novel MAC 
protocols, the source code of these protocols can be 
compiled with ABSINTH patched gcc compiler and 
executed. After executing the use-case, the profiling 
information, which is used to generate highly accurate 
workload models, is obtained. These workload models can 
be mapped to the ABSOLUT MAC OS_Service to obtain 
the energy consumption of these protocols on different 
platforms.   
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B. Estimating Power Consumption of Platform Components  

The power consumption of the individual components 
(busses, processors and memories etc.) are obtained either 
via vendor specifications or analytical models. If the 
average power consumption of a platform component is 
provided by the vendor, the energy consumption is easily 
estimated by multiplying the power consumption value with 
the busy time of the component reported by ABSOLUT 
performance simulation. For example, if the ABSOLUT 
platform model contains models of ARM_Cortex A-9 
processors, the energy consumption of the processor is 
simply a product of the busy times obtained by the 
ABSOLUT performance simulation and the power values 
available on the following website [15].  

If the power values are not provided by the component 
manufacturer, the analytical models available from the 
literature are utilized. For example, the power consumption 
of an un-buffered DDR2 SDRAM (in idle state) is given by 
[19]:  
 
                           ோܲ஺ெ_௜ௗ௟௘ = ෌ ( ௜ܵ ∗ ܲ)௡௜ୀଵ ,  (4) 
 
where n is the number of installed memory modules and s is 
the size (in GB) of the memory modules. The values of “p” 
for different vendors are mentioned in Table I. 

TABLE I: VALUES OF P FOR UN-BUFFERED DDR2 SDRAMS 
MANUFACTURED BY DIFFERENT VENDORS 

Vendor Value 

Kingston f/1000 

Samsung 0.95* f/1000 

Hynix 1.9* f/1000 

Generic 1.45* f/1000 

 
The model of the dynamic power consumption has been 
derived in [19] by using the RAMSpeed benchmark [20] 
and is given by the following equation: 
 
                       ோܲ஺ெ = ோܲ஺ெ_௜ௗ௟௘ + β, (5) 
 
where β = 7.347 as described in [19]. The equations listed in 
Table I require the value of frequency (f) of the SRDAM in 
Mega Hertz, which is obtained by accessing its value from 
the list of ABSOLUT platform component parameters 
values set by the system designer. Also, the different 
analytical models for the measurement of power 
consumption of the network interface (NIC) card are 
provided in [21]. We consider the linear model given by the 
following equation: 

 
                   ேܲூ஼ = ௜ܲௗ௟௘ + ( ௠ܲ௔௫ − ௜ܲௗ௟௘) ∗  (6)  .ݏ݌݌
 

In (6), PNIC, Pidle and Pmax denote the total, idle and 
maximum power of the network interface card whereas pps 
denotes packets per second, which is reported at the end of 
ABSOLUT simulation. In many cases, the values of Pidle and 

Pmax can be obtained from vendor specifications . In cases 
where the values of Pidle and Pmax are not provided by the 
vendors, they can be estimated by using the trace based 
method described by Ebert et al. [22]. The system designer 
might select a range of values for Pidle and Pmax to determine 
the range (of allowable Pidle and Pmax) of allowable values 
feasible for the use case. After the simulation the NIC cards, 
which fulfil the power and energy budgets can be integrated 
into the devices.   

V. METHODOLOGY 

The energy consumption of data-link protocols via 
ABSOLUT involves the following steps. 
 
1. In the first step, the ABSOLUT workload models for 

data-link protocols are automatically generated by using 
ABSINTH-2 or CORRINA. These workload models 
are assigned to the ABSOLUT MAC OS_Service [5]. 
Therefore, whenever a MAC frame is transmitted, the 
estimated processing load is executed on the platform 
model. 

2. After workload extraction of data-link layer, the 
application workload models are abstracted out by 
using traffic generators. This is important since we need 
only the workload of data-link protocols to load the 
ABSOLUT platform model. In this way, we get the 
platform utilization of the platform by data-link layer 
only [5] in isolation.  

3. After simulation, the busy time of each platform 
component is automatically obtained and can be used 
directly in (3). The busy time of each platform 
component is then multiplied by the average power of 
the corresponding platform component to find the 
energy consumption of the component due to 
processing load of data-link layer. The power of 
different platform components can be found as 
described in this section.  

4. In the next step, the use-case is modeled. The system 
designer initializes traffic generators [5] with desired 
parameters and employing the model of the simulated 
MAC protocol.  

5. Once the ABSOLUT performance model is finalized by 
the system designer, the performance model is 
executed.  

6. After simulation, the busy times of all the hardware 
components in the platform are reported automatically 
in a text file. The busy times of each platform 
component are used in (3) for estimating the energy 
consumption of the platform by the data-link layer. 

7. The busy time of each platform component is then 
multiplied by the average power of the corresponding 
platform component to find the energy consumption of 
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the component due to processing load of data-link 
layer. The power of different platform components can 
be estimated in a variety of ways.  

8. The sum of energy consumption of all platform 
components amounts to the overall energy consumption 
of the platform as described in (3).  

 
The aforementioned methodology for estimating energy 

consumption of data-link protocols is summarised in Fig. 3. 
 

 
Figure 3. Measuring energy consumption of data-link layer via ABSOLUT 

The methodology is not restricted to the energy 
consumption of data-link layer and can be used to estimate 
the energy consumption of other layers of the OSI model. 

VI. CASE STUDY “IEEE WLAN (IEEE 802.11 DCF)”  

After elaborating the methodology, we now describe two 
case studies, which validate the approach. In both the case 
studies, CORRINA was used to estimate the workload of 
the data-link layer as described in previous sections. The 
UDP/IP transport protocol was used in the test bench 
consisting of a client server application. The client and 
servers merely exchange messages of fixed lengths (in 
Bytes). The message size was limited to a few bytes to 
ensure the transmission of a single frame for each 
exchanged message. In this way, the workload per frame 
transmission is estimated. Therefore, whenever an 
ABSOLUT OS_Service transmits a frame, the 
corresponding workload is send to the underlying platform 
processors by ABSOLUT MAC model for processing. For 
pessimistic results, we included the overheads of transport 
layer, though more accurate (and less pessimistic) results 

can be obtained by studying the research articles focusing 
on the overheads of TCP/IP or UDP protocols [8]. The 
workloads used in both the case studies are shown in Table 
II.  

TABLE II: PROCESSING TIMES OF TCP/IP API FUNCTIONS AND ABSTRACT 
INSTRUCTIONS OF CORRESPONDING ABSOLUT WORKLOAD MODELS. 
WORKLOADS OF ONLY SEND() AND RECEIVE() API FUNCTIONS ACT AS 

ESTIMATES OF ABSOLUT PER-FRAME TRANSMISSION WORKLOADS. THESE 
WORKLOADS ARE USED IN THE ABSOLUT DATA-LINK LAYER MODELS. 

CORRINA [8] WAS USED FOR AUTOMATIC WORKLOAD MODELING. 

NoTA 
API 
funcitons 

Average 
Execution 
Times on 
Intel 
Core i5 
Processor 
based 
platform. 
Message 
size=2 
Bytes 

ABSOLUT workload models (abstract 
instructions).Workload models of send() 
and receive functions represent the 
workload/frame 

socket 3196 usec m_host->execute(58274432); 
m_host>read(Address(0),45582561,32); 
m_host->write(Address(0),0,32); 

bind 446 usec 
 

m_host->execute(1296); 
m_host->read(Address(0),3375,32); 
m_host->write(Address(0),0,32); 

listen 374 usec m_host->execute(1168); 
m_host->read(Address(0),3300,32); 
m_host->write(Address(0),228,32); 

accept 592 usec m_host->execute(372284); 
m_host->read(Address(0),4491,32); 
m_host->write(Address(0),772,32); 

receive 442 usec m_host->execute(283971); 
m_host->read(Address(0),85133,32); 
m_host->write(Address(0)23149,32); 

send 429 usec m_host->execute(67884); 
m_host->read(Address(0),391062 ,32); 
m_host->write(Address(0), 52653,32); 

 
From this point onwards, we only describe the simulation 
scenarios and the results. 

A. Overview of WLAN (IEEE 802.11 DCF)  

In a wireless network where a number of stations 
contend for the wireless medium, if multiple stations sense 
the channel busy and defer their access, they will also 
virtually simultaneously find that the channel is released and 
then try to seize the channel. As a result, collisions may 
occur. In order to avoid such collisions, IEEE 802.11 
Distributed Coordination Function (DCF) is employed, 
which requires a station wanting to transmit, to first listen to 
the channel to check its status (occupied or not) for a DCF 
Inter-frame Space (DIFS) interval. The IEEE 802.11 DCF 
[5] can be shown in the form of a flow chart, as shown in 
Fig. 4.  

103Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-308-7

SIMUL 2013 : The Fifth International Conference on Advances in System Simulation

                         114 / 209



 
Figure 4: Flow chart of IEEE 802.11 DCF 

In ABSOLUT, the MAC protocols, as well as transport 
layer protocols [5], such as TCP and UDP, are also 
modelled as services by deriving them from the same base 
class OS_Service, which provides the scheduling and 
synchronization mechanism. The transport layer services 
then request the Layer-2 services such as IEEE 802.11 DCF 
for transmission of individual frames of a transport layer 
packet. The do_service() method of the OS_Service base 
class is implemented by the derived class to provide the 
functionality of IEEE 802.11 DCF, as explained by Khan et 
al. [5]. The do_service() method spams a separate frame 
transmission function for handling each request of  frame 
transmission from the transport as described in [5]. The 
simulation parameters used for the conducted case study are 
mentioned in Table III.  

TABLE III: EXPERIMENT PARAMETERS (IEEE 802.11B) 

Parameters Values 
SIFS 10 µs 

DIFS 50 µs 

Slot 
Interval(SLOT) 

20 µs 

Preamble 
Length 

144 bits 

PLCP header 
Length 

48 bits 

Channel bit 
rate 

2 Mbps 

CWmin 31 

CWmax 1023 

CWo 32 

EW 16 

 
Whenever a frame transmission is serviced by 

ABSOLUT MAC protocol model, the workload per frame 
transmission estimated by CORRINA is executed by the 
ABSOLUT platform model. After simulation, the busy 
times and other performance statistics (for example, busy 
times of components and packets/sec, etc.) are obtained and 
used to automatically estimate the energy utilization of 
modelled platform.   
 

B. Simulation Scenario 

The simulations are carried out in WLAN environment 
and consist of 11 nodes, i.e., 10 wireless nodes sending data 
to an access point. Each node transmits 100 packets to the 
access point. The transmission of packets occurs after 
intervals obtained by configuring a Constant Bit Rate (CBR) 
Traffic Generator. The exact configuration of the traffic 
generator is shown in Fig. 5.  All the network nodes are 
within the transmission range (form a collision domain) of 
each other. The access point acts as the only destination for 
the clients. 802.11 has a variety of standards, the standard 
simulated in the case study was 802.11b. If the channel is 
sensed busy, the nodes enter the collision avoidance phase 
in which each node executes the exponential back-off 
algorithm [23], as shown in Fig. 4. The nodes wait for a 
random time interval distributed uniformly between [0,CW] 
× SLOT. The Contention Window (CW) values can vary 
between CWmin(31) and CWmax (1023). The slot value 
(SLOT) for 802.11b is 20µs. The aforementioned 
parameters for 802.11b are listed in Table III.  Typically, 
802.11b products degrade the bit rate from 11Mbps to 5.5,2 
or 1 Mbps [23]. We use the bit rate of 2Mbps during the 
simulation. The bit rate can be changed dynamically during 
simulation if desired with minor modelling effort. The CBR 
traffic generator available in ABSOLUT simulation 
framework is derived by the ns-2 CBR traffic generator [5]. 
The traffic generators can be configured with different bit 
rates and packet sizes via simple interface functions, as 
shown in Fig. 5. 
 

 
Figure 5: An example configuration of the CBR traffic generator. Packet 
Length = 512 Bytes. Data rate = 2 Mbps. Average Burst Time = 0.0025 
seconds. Inter Frame Space = 1 second. 
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C. Platform Model 

Each ABSOLUT platform model used in the case study 
(all nodes and access point) consists of an ARM Cortex-A9 
multi-core processor [10] model including four processing 
cores along with SDRAM, a POWERVR SGX40 graphics 
accelerator and an Image signal processor. This is shown in 
Fig. 6. These component models are connected via an 
AMBA bus model. The processor cores are clocked at 1 
GHz and the DDR2 RAM operates at 800 MHz. The Bus 
model operates at 800MHz. In ABSOLUT methodology, 
the application models contain approximate timing 
information. Thus the execution platform is modelled at 
transaction level following OSCI TLM2.0 standard [9].  

 
Figure 6: ABSOLUT platform model 

Each processor core in the processor model has an L1 
instruction and L1 data cache as shown in Fig. 7. 

 
Figure 7: Diagram showing the quad-core processor (ARM Cortex A9 

multi-core processor) models used in the performance simulation 

D. Simulation Results 

The energy and average power consumption of the 
platforms hosting the access point and the network nodes 
are shown in the following Table IV. 
 
 
 
 
 

TABLE IV: ENERGY CONSUMPTION OF ACCESS POINT AND AVERAGE 
ENERGY CONSUMPTION OF THE WIRELESS NODES DUE TO IEEE 802.11B. 

Platform 
Component 

Access Point Wireless 
Nodes(Average) 

ARM-CORTEX-
A9 MPCore 

1341.35 kJ 711.694 kJ 

NIC (Network 
Interface Card) 

85.6 J 86.2 J 

ISP 0 J 0 J 
POWERVR 

SGX40 
0 J 0 J 

SDRAM 101.013 J 93.064 J 
BUS 0.012984 J 0.011809 J 

 
Total Energy of 

Platform 

 
1341.5366 kJ 

 
711.8732 kJ 

 
 

Table V and Table VI present the transport layer and 
data link layer statistics, which are were collected with the 
ABSOLUT simulation framework.  

TABLE V: UDP PROTOCOL STATISTICS 

Average Transport Delay 284.51 ms 
Maximum Transport Delay 2456.05 ms 
Minimum Transport Delay 0 ms 

TABLE VI: 802.11B MAC STATISTICS 

Average CW Size 849.008 
Maximum CW Size 2048 

Average Backoff Time 34.908 ms 
Maximum Backoff Time 102.4 ms 
Minimum Backoff Time 0 ms 

Average MAC Transmission Delay 54.2947 ms 
Maximum MAC Transmission Delay 330.33 ms 
Minimum MAC Transmission Delay 0 ms 
Average Retransmission Attempts per 

Transmission 
2.39828 

Minimum Retransmission Attempts per 
Transmission 

0 

Maximum Retransmission Attempts per 
Transmission 

7 

Total Transmissions 25623 
Total Collisions 18083 

Collision Probability 0.705733 
Average Collisions Per 100 Sec 2804 

  
In our simulation scenario, the detailed statics where 

collected from UDP protocol and IEEE 802.11b medium 
access control layer.  

VII. CONCLUSION AND FUTUREWORK 

The data-link and transport layer models in ABSOLUT 
offer enormous flexibility and employ separation of 
concerns, which helps the system designer to modify the 
models according to modeling objective.   

For example, in order to implement a new contention 
resolution scheme, the system designer only needs to 
implement or modify the state machine of the algorithm [5]. 
The energy consumption as well as performance of a 
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particular OSI model layer can be obtained in isolation by 
probes and abstracting the workload models of other layers 
by delays. The performance statistics of the platform 
components can also be obtained at various levels of detail, 
for example in [10], the authors have demonstrated the 
performance of individual cores of the processor models. 
Also, the other component specific performance statistics 
such as cached hits/misses for cache models can also be 
obtained. Due to the availability of different types of traffic 
generators in ABSOLUT, various scenarios can be 
simulated. The ABSOLUT component library [9] allows the 
system designer to model a variety of widely used platforms 
[10]. In this work, the performance (in terms of energy 
consumption) of a widely used data-link protocol was 
demonstrated via ABSOLUT methodology. The same 
methodology can be used for the performance and energy 
evaluation of other data-link protocols. In future, the 
methodology can be further enhanced by providing a library 
of state machines ABSOLUT models for widely used data-
link protocols. This will further shorten the time needed for 
selecting the appropriate data-link protocol.  
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Abstract—Micro-scale agent-based modeling can be used for 

the simulation of pedestrian movement for low and high 

density scenarios and of the effect of changes in an 

environment. Such models can also be used for pedestrian 

dynamics in city centers to show the design effects in the 

shopping environment. The main contribution of this paper is 

to introduce the implication of planned and unplanned store 

visits within a simulation framework for pedestrian movement 

simulation. This paper reports findings of planned and 

unplanned store visits by using Monte Carlo simulation. 

Keywords- Monte Carlo Simulation, Activity Agenda, 

Agent  Based Modeling,  Pedestrian Dynamics 

I.  INTRODUCTION 

Agent-based modeling is a computational methodology 
that allows us to create, analyze, and experiment with 
artificial worlds populated by agents. A specific research 
area is micro-scale agent-based modeling that can be used 
for the simulation of pedestrian movement for low and high 
density scenarios and for the effect of changes in the 
environment. Such models can also be used for pedestrian 
dynamics in city centers to show the design effects in the 
shopping environment. In this context, Ali and Moulin [1] 
describe their multi-agent simulation prototype of customers' 
shopping behavior in a mall. Therefore, a multi-agent model 
to simulate pedestrian dynamic destination, route and 
scheduling behavior is under development, where the 
simulation of movement patterns is embedded in a more 
comprehensive model of activity travel behavior.  

Representation is a main issue in simulating pedestrian 
dynamics. One can distinguish the representation of the 
pedestrian environment and the representation of pedestrians. 
In the domain of a city center, representation of a pedestrian 
environment includes the geometry of the shopping 
environment such as stores and streets, the network as a 
cellular grid, and pedestrian objects. Pedestrian 
representation includes socioeconomic characteristics, speed, 
goals, familiarity with the environment, and activity agenda. 
It is assumed that pedestrians perceive their environment and 
that they are supposed to carry out a set of activities. For 
completing an activity, pedestrians spend time in stores. As a 
consequence, time duration influences their movement 
behavior over the network. 

Although a 3D presentation of pedestrians and the 
pedestrian environment for the simulation of pedestrian 
movement is the ultimate goal, it is nevertheless meaningful 

to test the underlying principles in an appropriate 2D 
representation of pedestrians and their environment. 
NetLogo can be used as a simulation toolkit because it is a 
suitable simulation framework that supports modeling, 
simulation and experimentation. It also offers skeletons of 
agents and their environment, and interoperability (e.g., 
Geographic Information System (GIS)). We will use shape-
file information of the environment and network structure for 
visualizing the 2D environment and NetLogo for the actual 
simulation. 

The main subject of this paper is to introduce the 
implication of planned and unplanned store visits within a 
simulation framework for pedestrian movement simulation. 
This framework involves an agent-based model that provides 
an activity agenda for pedestrian agents that guides their 
shopping behavior in terms of destination and time spent in 
shopping areas. In order to implement the activity agenda, 
pedestrian agents need to successively visit a set of stores 
and move over the network. It is assumed that pedestrian 
agents’ behavior is driven by a series of decision heuristics. 
Agents need to decide which stores to choose, in what order 
and which route to take, subject to time and institutional 
constraints. It is assumed that pedestrian agents are in 
different motivational states. They may at every point during 
the trip have general interests in conducting particular 
activities, without having decided on the specific store to 
visit, but they may also be in a more goal-directed 
motivational state in which case they have already decided 
which store to visit. The motivational states are of influence 
on the impulse and non-impulse store choice processes and 
therefore on the planned and unplanned visits to a store.  All 
these aspects affect pedestrian agents’ time duration in 
visiting stores. Pedestrian agents move over a street network 
and are part of a pedestrian flow in this street network. 
However, pedestrian agents can be temporarily removed 
from the pedestrian flow by visiting a store and participating 
again in the pedestrian flow after visiting that store.  In that 
case, the time spent by a pedestrian agent in a store is 
relevant. For the simulation run this time duration is 
determined by a Monte Carlo simulation [2]. In this paper, 
the focus is on the number of planned and unplanned store 
visits because that determines the activity agenda. Successful 
completing an activity by a store visit influences the 
remaining planned and unplanned store visits. The findings 
from the collected data of the number of planned and 
unplanned store visits indicate that this number meets the 
Gamma distribution, and that this number also depends of 
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the motivation and some socio-economic characteristics of 
the visitor to the city center.  

This paper discusses successively pedestrian movement 
simulation in section II, simulation process in section III, and 
planned and unplanned store stops in section IV. A 
discussion about the conclusions and future directions will 
conclude this paper in section V. 

II. PEDESTRIAN MOVEMENT SIMULATION 

Pedestrian movement simulation consists of pedestrian 
agents and a simulation environment, which consists of a 
street network and a set of stores. Polygons are used to 
indicate borders and functional areas such as walkways. 
Each cell in the network has information about which agents 
and polygons occupy it. Also, it contains information about 
other features such as appearance of stores that are 
observable from that cell. A pedestrian agent moves with his 
own behavior and personal characteristics. Every time step, 
there is an update about agent's positions. The cellular 
network provides percepts to the pedestrian agent and the 
pedestrian agent performs actions based on their percepts. 
Behavioral principles drive the pedestrian movement. Details 
of the equations representing these behavioral principles are 
beyond the scope of this paper and are presented in Dijkstra 
et al. [3], but are related to the Agent Loop in Fig. 1. They 
include the perceiving of the environment, the possible 
match of the percepts with the activity agenda and as a 
consequence the determination of the activation to a store 
with as a result a completed activity with a consequence for 
the activity agenda. 

In the case of the test ground of the city center, each store 
consists of a cell containing store information. A street 
network consists of cells with cell information. Pedestrian 
agents are situated in the cells of the network, namely a street 
cell or a store cell. The network is irregular because a clear 
border between a store and adjacent cell is desired. 
Additionally, each cell in this network is identified by its 
node and these nodes are linked together. 

For populating pedestrian agents in the environment and 
for attaching activity agendas to pedestrian agents, a Monte 
Carlo simulation is used which implies that the behavior of 
each pedestrian agent is simulated by a series of draws of 
random numbers from successive probability distributions 
[4]. These probability distributions are based on real data 
collections, such as time spent in a store, attaching inner lane 
or outer lane as an entry point, speed, and pedestrian 
characteristics (gender, age, etc.). 

NetLogo is used for the simulation because it easily 
allows the empirical testing of the principles of the 
simulation approach. An attractive feature is its ability to 
integrate GIS data directly into the simulation. With the 
integration of GIS, pedestrian agents can move around 'real 
space'. In the simulation, MapInfo data will be integrated 
with NetLogo. On the basis of this GIS, a network structure 
with nodes and links will be generated. The nodes are related 
to polygons in the original drawing, and the links will be 
determined by the topology of the polygons. The information 
of the polygons is available for pedestrian agents moving in 
the network. This information could be store-related 

information, but also information about the area and 
perimeter of the polygon. Fig. 1 shows the activity diagram 
of the simulation setup. The simulation process starts with 
loading the environment involving GIS information and 
databases for instance activity agendas and personal 
characteristics for creating pedestrian agents.  The creation 
of an initial situation at time tb (beginning time) means that 
the environment will be populated with pedestrian agents. 
The simulation run starts at time tb. The simulation time step 
includes the creation of zero or more pedestrian agents using 
the Monte Carlo method: a pedestrian agent would need to 
be assigned an initial scenario. Also, there is an update of 
pedestrian agent scenario's that results in pedestrian agent 
actions and a schedule of the next step.  

 
 

 
 

Figure 1.  Activity diagram of the simulation setup. 

The consequence is the movement to a new position. 
Then, an update of the environment will be realized. The 
simulation run stops at time te (ending time). 
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III. SIMULATION PROCESS 

This section provides some understanding in the 
engineering basis of the simulation process using NetLogo 
[5]. The model structure is based on contexts and projections 
[6]. The core data structure is called a context that represents 
from a modeling perspective an abstract population; the 
objects in these populations are referred as agents. The 
context provides the basic infrastructure to define a 
population and the interactions of that population; it creates 
an abstract environment in which agents exist at a given 
point in the simulation. The context also holds its own 
internal state for maintaining the collection of agents. This 
state can consists of multiple types of data. These provide 
agents with information about the world in which they 
interact. In addition, data fields can be maintained by the 
context. A data field is an n-dimensional field of values with 
which the agents in a context can interact. These data fields 
can be directly associated with a physical space. The field is 
generic, which means each value is derived from a set of 
coordinates. 

Projections take the population as defined in a context 
and impose a new structure on it. This structure defines and 
imposes relationships on the population by using semantics 
defined in the projection; therefore an agent population is 
realized once a projection is applied to it. This means that 
projections are added to a context to allow agents to interact 
with each other. Each context can have an arbitrary number 
of projections associated with it (1-n relationship); in our 
case it concerns about two projections.  

A feature of NetLogo is the ability to integrate GIS data 
directly to the simulation; it provides a set of classes that 
allow shape-files to be displayed. For example, shape-files 
can be provided by GIS software packages like MapInfo and 
ArcGIS. A GIS contains multiple layers of data; each layer is 
made up of a number of elements. Each feature in the layer 
has two aspects to it, its geographical coordinates (but it 
could be also a polygon, polyline or polypoint) and the data 
associated with it. GIS store data about layers in database 
files, with each record in the file referring to a feature in GIS. 
Actually, NetLogo integration with GIS means shape-file 
integration while they use the same shape-file; NetLogo is 
used to read the shape-file data. Agents are created using 
these data and the simulation process. This means that the 
context creator provides the population. Agents can be 
created, re-created and destroyed at every simulation step. 
The interaction with the environment is provided by the 
shape-file containing GIS data; multiple GIS layers are the 
projections within NetLogo. Two projections are assumed, 
one for the GIS data and the other one for the generated 
network from this GIS data. The context needs these GIS 
data for the data fields which provides the information from 
the environment. 

In this approach, the environment consists of polygons 
representing the network of stores and streets. In fact, this 
network is divided into cells, namely store cells and street 
cells. Each cell is identified by its node. For instance, 
pedestrian agents can move from a street cell to an adjacent 
store cell. Cells containing store information are not always 

strictly adjacent, for example. In a GIS software package, 
feature data will be connected to cells of the network and 
layers will be created. After that, the GIS software package 
provides the shape-file that will be loaded in NetLogo. This 
shape-file provides the environmental information. The 
simulation run can be performed. Each cell in the network 
has a node. An agent is located in a node on the underlying 
representation and can move on the implicit generated 
network to other nodes. Strictly speaking, it does not follow 
a cellular automata approach because an agent moves from 
node to node and is situated randomly in the cell related to 
that node.  

The test ground is the inner-city center of Eindhoven. 
The simulation will be performed on a part of this city 
center, particularly on a section of the city center. Fig. 2 
shows the cellular grid of this segment; Fig. 3 shows a 
possible population of pedestrian agents in a part of this 
segment, and Fig. 4 shows the nodes in this part of the 
segment. 

 

Figure 2.  Segment of as section of the inner-city center of Eindhoven. 

 
 

Figure 3.  Population with agents in a segement part. 

 
 

Figure 4.  Nodes in this segment part. 
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TABLE I.  POLYGON FEATURES OF THE NETWORK 

Identification Type Category Description Priority 

12002 0 5 McDonalds 1.00 

12004 0 3 Etos 1.05 

11001 0 1 C&A 2.30 

13001 1 0 C&A 0.00 

 
Table I shows a number of features as part of the 

provided MapInfo GIS database; each cell in the network 
includes these features such as an identification number, type 
indicating store cell or street cell, and category indicates 
store category (for example category number 3 represents a 
health&body store). This database is used by the data fields 
that are used in NetLogo for environmental information for 
pedestrian agents perceiving this environment. Priority 
means the proportion of visits; for example a priority of 2.3 
means that 2.3% of the visits are intended to visit that store. 

The pedestrian agent model system simulates which 
shopping activities are conducted by pedestrians, where 
(destination choice), when (choice of timing), for how long 
(duration), and which route is used for implementing the 
activity agenda (route choice). All these activities influence 
pedestrian's positions in the simulation run. Data collecting 
efforts are needed to calibrate the agent model system for the 
test ground: a survey that is a sample of respondents who are 
asked about their activity agenda. This survey includes 
questions for pedestrians who have completed their visit to 
the city center and ask them about the nature of their 
completed activity patterns (which store, for how long, 
sequence, and route). Also, a survey was conducted about 
pedestrian's awareness of stores and signaling intensity of 
stores as well as the visit of a store and the completion of 
activities. 

IV. PLANNED AND UNPLANNED STORE STOPS 

Borgers and Timmermans [7] used Monte Carlo 
simulation for the incorporation of the numbers of stops and 
the sequence of planned stops/purposes, because in their 
opinion the concept of multi-stop, multi-purpose behavior is 
relevant for understanding pedestrian behavior. According to 
this line of thought, we assume an activity agenda includes a 
number of planned and unplanned store visits that can also 
be considered as a number of non-impulse and impulse store 
visits. 

Every pedestrian agent receives at its introduction in the 
simulation a pedestrian scenario. This pedestrian scenario 
includes besides general characteristics like gender, age, 
companionship also familiarity with the city center, 
motivation, time budget, and activity agenda. After a store 
visit the activity agenda will be rescheduled. The number of 
planned and unplanned store visits is determined by a Monte 
Carlo simulation.  

For this purpose, data from visitors to the city center of 
Eindhoven are gathered by interviewing them about their 
motivation and the stores they visited. They are also asked 

about successful visits and which of them were planned and 
unplanned; 402 routes are identified. 

The findings from the collected data of the number of 
planned and unplanned visit stops show a skewed 
distribution. The skewed distributions are different 
depending of gender, age category and motivation.  We often 
need a skewed distribution where probability densities below 
and above the mean are distributed differently. In this case, 
we assume, by analogy with multiple stops, a Gamma 
distribution.  

The probability density function of the Gamma 
distribution is given by: 

 

���; �, �� 	 �
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��/�
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              (1) 

 
where, k is the shape parameter (k>0) and θ is the scale 

parameter (θ>0). Both k and θ will be positive; they are 
derived from the skewed normal distribution of the number 
of (planned) stops from their data collection depending on 
gender, age category and motivation. The shape parameter k 
is derived from the skewness of the skewed normal 
distribution (see Fig. 5 for an example) and the scale 
parameter θ is derived from the mean and k; these 
parameters are given by: 

 

� 	 �
�

�

��
��
��   ,  � 	

�
��



       (2) 

  
    
Table II shows the values of the parameters of the 

Gamma probability distribution for different motivation, 
gender and age category. From the collected data, for the age 
category was only possible to distinguish between over 55 
and less than 55 years. 

 
 

 
Figure 5.  Number of planned stops; Goal Oriented motivation,          

female & age<55. 
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TABLE II.  PARAMETER VALUES GIVEN DIFFERENT CATEGORIES 
C

at
eg

o
ry

 

P
ar

am
et

er
 

Motivation 

Goal      
oriented 

Leisure 
oriented 

No spec. 
intention 

Num. 
stops 

Plan. 
Stops 

Num. 
stops 

Plan. 
Stops 

Num. 
stops 

Man 

< 55 k 2.079 2.419 11.973 2.356 4.655 

 θ .957 .662 .279 .845 .421 

≥55 k 2.773 1.821 64.515 28.597 1.333 

 θ .721 .890 .035 .050 1.252 

Female 

<55 k 4.331 4.906 711.11 9.467 110.80 

 θ .623 .416 .006 .261 .028 

≥55 k 1.897 1.174 31.210 95.181 5.642 

 θ 1.270 1.678 .138 .025 .507 

 
 
Striking is the distinction between the number of stops 

and the planned number of stops. The more goal oriented the 
less there are unplanned stops.  

The Gamma inverse function G(p), which is the inverse 
cumulative distribution function, is given by (3). Given a 
random number p from a uniform distribution in the interval 
(0, 1), the value of G(p) has a Gamma distribution with 
parameters k and θ. That means, given a number p on the x-
axis provides the number of stops on the y-axis; where real 
values are rounded to integer values. 

 
 

 
Figure 6.  G(p) for Goal Oriented motivation, different gender and age 

category; Number of (planned) Stops vs. Probability. 
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Fig. 6-8 show the G(p) distribution for respectively goal 

oriented orientation, leisure oriented orientation and no 
specific intention orientation with respect to the number of  
(planned) stops.  

Also there is a distinction for gender (male, female) and 
age (<55, ≥55 years). The number of unplanned stops can be 
derived from the calculation of the number of stops minus 
the number of planned stops. 

 
 

 

 

Figure 7.  G(p) for Leisure Oriented motivation, different gender and age 

category; Number of (planned) Stops vs. Probability. 
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Figure 8.  G(p) for No Specific Intention  motivation, different gender and 

age category:  Number of Stops vs. Probability. 

What is clear form Fig. 6-8, that goal oriented motivation 
more corresponds to a planned route.  Leisure oriented 
motivation more corresponds to an unplanned route, and if 
one has no specific intention then one has an unplanned route 
and no planned stops. 

 

V. DISCUSSION AND FUTURE DIRECTIONS 

In this paper, we presented only a small part of a 
simulation platform context for performing the pedestrian 
movement simulation, namely planned and unplanned visits. 
Pedestrian behavioral principles were briefly mentioned, and 
the pedestrian movement simulation setup as well as 
simulation process was briefly discussed, shown in the 
activity diagram of Fig. 1. In the current state of the 
pedestrian agent model system, which is the simulation, all 
data for the pedestrian movement simulation were collected. 
The findings about the number of planned and unplanned 
visits to a store were presented. This gives the number of 
planned and unplanned stops for the activity agenda in the 
simulation process.  The framework for processing agent-
based pedestrian activity simulations will be implemented 
and all the data will be integrated in the agent model system. 
This is a step by step process. At this moment, the signaling 
intensity of a store is represented by a priority of visiting the 
selected regarding store; and the store visits are split up in 
planned and unplanned visits. 

The pedestrian model system will be tested in a 2D 
environment, because we want to validate the basic 
principles. Also, pedestrian agents move from node to node 
and are situated into the cells related to those nodes. They are 
situated randomly in those cells, but if the cell is completely 
occupied by other pedestrian agents, they cannot move to 
that cell. This approach reduces the complexity of the 

simulation by ignoring collisions and with that collision 
detection. These certain characteristics of the system make 
the simulation feasible because computer power is less 
binding. If all the parts are implemented, validation of the 
pedestrian model system will be performed. The data 
collection will be split up into two parts and the results of the 
separate simulation experiments will be compared.  

Future developments should make the pedestrian agent 
model suitable for a 3D environment with lifelike virtual 
persons. In that case, the pedestrian agent movement will be 
realized from cell point to cell point considering collision 
detection. Finally, this will result in a virtual environment of 
a real situation, populated with virtual persons and a real 
person (user) moving amongst these virtual persons. A user 
can assess an environment that has high reality content. 
Preferences of users can be collected and the utility of a 
proposed situation can be estimated where appropriate. With 
this approach, it is possible to gain a deeper insight into the 
activity behavior of city center visitors and thus in the 
pedestrian flows in city center environments, even for those 
that do not exist yet.  
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Abstract—Using a multi-agent social simulation model to
predict the behavior of cloud computing markets, Rogers & Cliff
(R&C) demonstrated the existence of a profitable cloud brokerage
capable of benefitting cloud providers and cloud consumers
alike. Functionally similar to financial market brokers, the cloud
broker matches provider supply with consumer demand. This
is achieved through options, a type of derivatives contract that
enables consumers to purchase the option, but not the obligation,
of later purchasing the underlying asset—a cloud computing
virtual machine instance—for an agreed fixed price. This model
benefits all parties: experiencing more predictable demand, cloud
providers can better optimize their workflow to minimize costs;
cloud users access cheaper rates offered by brokers; and cloud
brokers generate profit from charging fees. Here, we replicate
and extend the simulation model of R&C using CReST—an open-
source, discrete event, cloud data center simulation modeling plat-
form developed at the University of Bristol. Sensitivity analysis
reveals fragility in R&C’s model. We address this by introducing
a novel method of Autonomous Adaptive Thresholding (AAT) that
enables brokers to adapt to market conditions without requiring a
priori domain knowledge. Simulation results demonstrate AAT’s
robustness, outperforming the fixed brokerage model of R&C
under a variety of market conditions. We believe this could
have practical significance in the real-world market for cloud
computing.

Keywords—CReST; simulation; cloud computing; brokerage

I. INTRODUCTION

Cloud computing is the latest step change in the delivery
of computing services as a utility—a model for enabling
ubiquitous, convenient, on-demand network access to a shared
pool of configurable computing resources. Migration to the
Cloud involves users moving the location of local compute
infrastructure to the network, thereby reducing costs com-
monly associated with managing hardware and software assets,
and gaining from the economies of scale enjoyed by cloud
providers [1], [2].

The term “cloud computing” encapsulates both the applica-
tions delivered “as a Service” and the underlying hardware and
software infrastructure in the ultra-large scale data centers that
make the concept viable [3]. This infrastructure is commonly
known as a Cloud and can be public, private, or a hybrid of
the two, while a service application delivered to end users is
often referred to as Software as a Service (SaaS), Platform
as a Service (PaaS), or Infrastructure as a Service (IaaS),
depending on which level of the software stack is provided.
SaaS typically describes end user applications that are accessed
remotely over the internet and includes ubiquitous software
applications such as GoogleMail, Facebook, and Twitter. IaaS
describes lower-level applications that offer users access to the
underlying cloud hardware via a virtualization layer. Typically,
for IaaS, users purchase Virtual Machine (VM) instances that

are configured with an operating system and offer access to
virtual CPU, RAM, and hard disk storage. These VMs can then
be configured by the user to provide the specific functionality
required. From the user’s perspective, VM instances are exactly
the same as their own physical hardware accessed remotely.
Finally, at the intermediate level between SaaS and IaaS, PaaS
offers a suite of software tools and interfaces—a platform—
upon which users can build and integrate their own software
applications. Currently, the clear trend of providers offering
ever more bespoke infrastructure products, means that the
distinction between PaaS and IaaS is no longer clear (for exam-
ple, Amazon Web Services’ (AWS) RDS Database instance).
However, for clarity, in this paper, when we consider cloud
resources, we refer to IaaS VM instances and not the higher-
level software applications (Facebook, Twitter, etc.) that are
built on top.

The on-demand delivery model for cloud computing re-
sources offers a variety of benefits for business consumers [3].
The ability to start and stop VM instances almost instantly,
when required, gives enormous flexibility and scale-out op-
portunities. In addition, businesses no longer need to invest
capital resources in purchasing the often underutilized compute
infrastructure needed to cover peak business demand; including
all additional costs such as support staff and maintenance
[3]. However, the on-demand pricing model is not necessarily
ideal for cloud providers, as they attempt to adhere to strict
Service Level Agreements in the face of fluctuating demand.
If providers could accurately forecast future resource demand,
then they would have the opportunity to reduce costs by op-
timizing electricity purchases, engineering staff, and hardware
utilization, etc.

At present, most providers offer a fixed price model where
VM instances are purchased for a fixed time period (reserved
instances), or billed per hour of usage (on demand). Some
providers, e.g., AWS, offer an alternative spot price tariff that
varies in real-time based on current supply and demand [4].
However, of these methods, only long-term reserved instances
(maximum 36 months) aid the provider in capacity planning.
Several alternative pricing models have been proposed in aca-
demic research, most notably involving derivatives contracts,
such as (European) options [5]. Options contracts involve the
payment of an up-front fee that gives the buyer the legal
right, but not the obligation, to purchase a resource for an
agreed strike-price on some later delivery date [6]. These
types of financial instruments are commonly used in financial
commodities markets where their underlying assets range from
wheat and oil, to a suite of complex financial products.

In their investigation into cloud computing pricing models,
R&C used an agent-based simulation model to explore the
possibility of a cloud computing services broker delivering
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derivative contracts to provide both cheaper resources to con-
sumers and aid providers in predicting future usage [4]. They
invariably found that not only was it possible to do this, but
that in addition the broker was able to generate a significant
profit. R&C’s result has the potential to significantly impact the
delivery and pricing of cloud services. As the market in cloud
resources matures and becomes more standardized, the promise
of a federated cloud—where cloud users can migrate between
providers seamlessly—will theoretically allow resources to be
traded as a commodity; eradicating existing concerns of vendor
lock-in. In turn, this will open opportunities for brokers to enter
the market, acting as intermediary market makers between
users and providers. In such a scenario, R&C’s result could
have practical as well as academic significance. In this paper,
we attempt to replicate and extend the work of R&C. We show
that R&C’s results are sensitive to model parameter settings
and require a priori information to maximize profitability. By
introducing a novel adaptive learning process, we offer a robust
solution to this problem, enabling the broker to automatically
maximize profit under a range of market conditions.

This paper is organized as follows. In Section II, we
introduce the cloud brokerage model [4] used by R&C to
demonstrate the possibility of a profitable broker acting as a
third-party mediator between cloud users and cloud providers.
In Section III, we briefly introduce CReST—a cloud simulation
platform that we use for our empirical simulations—and detail
our experimental assumptions and configuration. We then
perform three sets of experiments. Firstly, in Section IV we
replicate the work of R&C [4] to verify the validity of our
simulation model design. Then, to test the robustness of the
conclusions drawn by R&C, in our second set of experiments
(Section V) we perform a sensitivity analysis on R&C’s model.
Subsequently, having demonstrated the sensitivity of R&C’s
optimal threshold value, θopt, we extend the brokerage model
of R&C by introducing a novel method for automatically
adapting θ (AAT) during run-time. Our third and final set
of experiments (Section VI) demonstrates the performance of
AAT under a variety of market conditions. We show that AAT
is able to automatically find θopt under a variety of market
conditions with no a priori information. Finally, in Section VII
we conclude that AAT is a significant, robust extension to
R&C’s model and one that may have practical significance in
the real-world market for cloud computing resources.

II. BACKGROUND: R&C’S BROKERAGE MODEL

Typically, the role of a broker is to facilitate the matching of
supply and demand in a market. Brokerage services primarily
generate profit by charging commission fees, and/or making the
spread by buying at a lower price and selling at a higher price.
In the cloud brokerage model of R&C [4], the broker aims to
make a profit by purchasing long-term advanced obligations
on resources (36 month reserved instances), and repackaging
them as 1 month options contracts that they sell at a higher
price to users.

The brokerage model of R&C consists of two stages: (1)
each month, the broker takes orders from clients for future
resource needs by selling options, and determines how many
reserved instances to purchase; (2) in the following month,
clients can request instances from the broker by exercising their
options. If the broker has capacity available from previously

purchased reserved instances, they can sell it on to users at a
profit. Otherwise, the broker must purchase additional (more
expensive) on-demand instances from the provider to fulfill the
obligation of the client.

R&C’s brokerage model follows a pricing structure that
was initially developed at HP Labs by Wu, Zhang, and
Huberman (WZH) [5]. The WZH model financially rewards
clients that reveal the true likelihood that they will utilize a
resource in the future. Each month, every client, i, estimates
his own probability, pi, of using a resource in the following
month. Clients then submit their estimation, pi, to the broker
in order to purchase a resource option. In the following month,
the client is charged Used(pi) if the option is exercised (i.e.,
if the resource is used) and Unused(pi) if the option is not
exercised (i.e., if the resource is not used), such that:

Used(pi) = 1 +
k

2
− kpi +

kp2i
2

(1)

and
Unused(pi) =

kp2i
2

(2)

where k = 1.5 [5]. If users choose instead to purchase
resources directly from the provider, they will expect to pay
Opi, where O is the on-demand cost of a one-month instance
(in the original model, O = 2 [5]). We can consider this
contract as an options model if the broker charges clients
Unused(pi) to purchase the option contract and then a further
charge of Used(pi) − Unused(pi) in the following month if
the option is exercised (if the resource is used). The model
can be calibrated to real-world prices by multiplying Used(pi)
and Unused(pi) by a cost factor [4]. It has been proven that
this pricing model encourages users to truthfully submit their
honest estimate of resource usage, pi [5].

Each month, once the broker has sold options contracts
(and has thus received probability, pi, estimates from clients),
the broker must decide whether or not to purchase additional
long-term (36 month) reserved instances from the provider. If
the broker has previously purchased enough reserved instances
to cover the predicted demand, Σpi, no further instances are
purchased. However, if the broker does not own enough re-
served instances to cover expected demand, additional reserved
instances are purchased using the following algorithm [4].
Firstly, the broker observes historical resource demand, H =
[ht−36, . . . , ht], over the previous 36 month period, and com-
pares against the future resource capacity, F = [ft, . . . , ft+36],
(the number of reserved instances owned) over the forthcoming
36 month period. Using a simple forecasting mechanism that
assumes future demand will equal previous demand lagged
36 months, the broker then calculates an expected deficit
profile, D, for each forthcoming month by subtracting historical
demand, H, from future capacity, F, for each month, such that:

D = F - H. (3)

For each resource required, the Marginal Resource Uti-
lization (MRU) is the proportion of months in D > 0. The
MRU estimates the fraction of life (months/36) an additional
reserved instance is likely to be utilized over the next three
years, based on historical demand. Brokers then use a thresh-
old, θ, to determine whether or not to purchase a new 36-month
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reserved instance. If MRU > θ, the broker buys a new instance,
estimating that it will be used in enough months to make a
profit. Alternatively, if MRU < θ, the broker does not purchase
a new instance, estimating that it will be underutilized and
that purchasing on-demand monthly instances, when necessary,
will be more profitable. Each month, the broker delivers 1-
month access to reserved instances to clients that exercise their
options. If the broker does not have the capacity to fulfill client
demand, they purchase additional on-demand instances directly
from the provider. In general, the monthly purchase cost of
on-demand instances is greater than the monthly cost of 36-
month reserved instances. R&C demonstrated that this model
can generate broker profits while also benefitting users and
providers [4]: users access cheaper monthly resource costs and
providers sell a greater proportion of 36-month reservations,
aiding in capacity planning to reduce provision costs. For more
detailed description of R&C’s brokerage model, we refer the
reader to [4].

III. SIMULATION METHODOLOGY

The Cloud Research Simulation Toolkit (CReST) was devel-
oped at the University of Bristol to address the need for a
robust simulation modeling tool for research and teaching of
data center management and cloud provision. CReST is a
stand-alone application, written in Java, and is freely available
open source under a GNU General Public License v3.0 [7].
Although alternative tools exist, CReST has a unique feature
set (see [8]) that enables simulation at multiple abstraction
levels: from physical hardware, energy usage and thermal flows
within a DC, to networked infrastructure and the virtualization
layer of application services supporting dynamic user demand.
For details on the architecture of CReST, refer to [8].

For all experiments reported in this paper, we use CReST
as the cloud simulation platform. CReST is designed as a set
of coupled modules that can be independently switched on
or off depending on the level of abstraction required. Here,
to optimize simulation performance, we disabled several of
the lower-level physical infrastructure modules, such as the
Thermal module that tracks air-flow in the data center. The
active modules used in all of the brokerage simulations that
we perform include: Brokerage, Pricing, Events, Services, and
Simulation. This enabled us to efficiently run experiments
that simulate decades of time, without compromising on the
abstraction level needed. All CReST code used to run the
experiments performed here, and associated Python scripts
used for data analysis and visualization, are available to
download in version 0.3.0 of CReST [7].

The parameter space used for all experiments, unless otherwise
stated, are detailed below:

• Running Time: Each simulation lasts 276 simulated
months. This time period is determined by the avail-
able demand data utilized by R&C (refer to Fig. 1).

• Number of User Agents: Following R&C, we set the
number of agents that demand resources to 1000.

• Pricing: Prices for cloud computing instances in the
real world undergo continual change due to underlying
factors such as hardware costs and competition. For
the R&C replication experiments (Section IV), we

follow the same pricing scheme as in [4]. In later
experiments (Sections V and VI), we use real-world
prices charged by AWS.

• Reservation and Learning Period Length: R&C ex-
plored 12 and 36 month reservations and demonstrated
similar results, but increased broker profits for 36
months [4]. Here, we use only 36 month reservations.

• Cost Factor: The WZH charging model [5] is based
on reservations with a cost of 1 or 2 and therefore
needs to be scaled in order to simulate AWS pricing.
In R&C’s previous work, the cost factor, C, has varied
(i.e., 35 [4] and 60 [9]). In Section IV, we use a
cost factor of C = 35 to replicate R&C. Then, in
Section V, we explore the sensitivity of R&C’s model
by varying this cost factor.

• Demand Profiles: Following [4], to simulate real-
istic demand for virtual machines, we consider four
demand profiles generated using real demand data
over the period 1988-2011 for a variety of IT-related
industries. This data set was collated by Owen Rogers,
using the UK Office for National Statistics’ database
of Non-Seasonally Adjusted Index of Sales. Fig. 1
displays the four demand profiles that we label using
R&C’s terminology: Rapid Growth (top-left), Steady
Growth (top-right), Recession & Recovery (bottom-
left) and Steady (bottom-right). These data were sup-
plied to us by Owen Rogers to enable us to perform
a strict replication of R&C’s experiments [4], [9]. For
further details on the collection and rationale of data,
refer to [4].

• MRU Thresholds: In Sections IV and V, we explore
a range of thresholds, θ, to determine the optimal
(most profitable) value, θopt, under a variety of market
conditions. In Section VI, as an extension to R&C’s
model, we introduce AAT, a novel technique that
automates the selection of θ during runtime.

Each experiment was repeated 30 times to enable statistical
hypothesis testing of the results. All code used for experiments
detailed in this paper is available to download in CReSTv0.3.0
at https://sourceforge.net/projects/cloudresearch/.

IV. REPLICATION OF R&C’S BROKERAGE MODEL

In [4], R&C use an exhaustive search to determine the optimal
MRU thresholds, θopt, for each of the four markets shown in
Fig. 1. They show that θopt varies between markets and that,
when using θopt, the broker maximizes the profit. They further
show that all values of θ < 1.0 generates a profit for the
broker in all markets, even when θ = 0; i.e., in the trivial case
where the broker will always purchase an additional reserved
36-month instance whenever there is a new unit of expected
demand. When θ = 1.0, the broker will never purchase a
reserved instance, hence profits are always 0.

In this section, we replicate the model of R&C as closely
as possible in order to: (1) determine whether R&C’s results
are repeatable; and (2) verify and validate our CReST im-
plementation of R&C’s model. To perform this replication, we
exhaustively tested a subset of MRU thresholds, 0.0 ≤ θ ≤ 1.0,
to determine the profitability of each strategy in each of the
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Fig. 1. Normalized demand profiles for the period 1988-2011, labeled: Rapid Growth (top-left); Steady Growth (top-right); Recession & Recovery (bottom-left);
and Steady (bottom-right). For details, refer to [4].

Fig. 2. Total broker profit in $Millions (mean ±95% CI, 30 runs) for each
market across different thresholds, θ, using 36 month reserved instances. The
resolution of θ between 0.0-0.8 is 0.1 and between 0.8-1.0 is 0.01.

four markets shown in Fig. 1. Results are plotted in Fig. 2.
To reduce the search space, eleven θ thresholds were initially

tested, such that θ ∈ {0.0, 0.1, . . . , 1.0}. Performing these
simulations using 4 market profiles and repeating each trial
30 times meant a total of 11 × 4 × 30 = 1320 simulation
runs. Then, having noticed that the turning point for many
of the profit curves in Fig. 2 was in the region of 0.9, an
additional set of runs were performed at a resolution of 0.01,
such that θ ∈ {0.81, 0.82, . . . 0.89, 0.91, 0.92, . . . 0.99}. This
led to additional 18× 4× 30 = 2160 simulation runs.

In Fig. 2, we see broker profits (mean of 30 runs ±95%
confidence interval displayed using vertical bars) for each
market, plotted as a function of θ. For Steady (blue dots),
Recession & Recovery (red dash), and Rapid Growth (green
dot-dash) markets we see broker profits increase with θ until
a turning point in the region θ ≈ 0.9. However, in the Steady
Growth market (yellow dash), profits gradually fall as θ rises,
until θ ≈ 0.8, after which profits rapidly decline. For all
markets, when θ = 1.0 brokers make no profit (as expected).
Further, for all markets, brokers make a profit for all values
in the range: 0.0 ≤ θ < 1.0. These results are qualitatively
similar to those published by R&C [4].

Table I presents a detailed quantitative comparison of
results against the original results of R&C [4]. For each market,
we tabulate: (1) the optimum threshold value (θopt); (2) the
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TABLE I. COMPARISON OF BROKER PROFITS ($MILLIONS) ACROSS
MARKETS. R&C’S ORIGINAL RESULTS [4] ARE PARENTHESIZED.

Market θopt
36 Month Reservations Profit ($M)
θ = 0 θ = θopt (θopt − θ0)%

Rapid Growth 0.84 (0.72) 1.17 (1.15) 1.26 (1.27) 7.7% (10.4)
Steady Growth 0.00 (0.00) 1.89 (1.85) 1.89 (1.85) N/A (N/A)

Recession & Recovery 0.80 (0.80) 1.48 (1.48) 1.82 (1.80) 23.0% (21.6)
Steady 0.91 (0.82) 2.23 (2.22) 2.38 (2.45) 7.1% (10.4)

Fig. 3. Annualized broker-owned resources versus demand in a Recession &
Recovery market. When θ = 0.8 (blue-dot), the broker’s resource purchases
more closely track demand (black-line) than when θ = 0.0 (red-dash).

mean profit for brokers that always purchase an additional
reserved instance (θ = 0); (3) the mean profit for brokers
that use the optimum MRU threshold (θ = θopt); and (4)
the percentage difference in profit between brokers using the
optimum threshold value and brokers that always purchase
a new instance, i.e., the percentage difference between the
previous two columns (θopt − θ0). Values in parentheses are
the values obtained by R&C [4]. We see that there is a
strong quantitative similarity. All profits are within 5% of the
values presented by R&C (indeed, most are within 2.5%).
Furthermore, for the optimal threshold values, θopt, two are
identical (Steady Growth and Recession & Recovery), one is
within 10% (Steady) and one is within 20% (Rapid Growth).
As shown in Fig. 2, the profit gradient is very shallow in
Rapid Growth markets (green dot-dash), meaning that profit
is relatively insensitive to θ, hence this is the market that
we would expect the most discrepancy in results. Overall,
we believe that these results demonstrate a strong quantitative
replication of R&C.

In Fig. 3, we plot the annual broker-owned resource
capacity against market demand for two example simulation
runs in a Recession & Recovery market with MRU thresholds
θ = 0.0 (red dash) and θ = θopt = 0.8 (blue dots).
We see that the optimal θ value (blue dots) more closely
tracks actual resource demand (black line), resulting in a
greater utilization of purchased 36-month reserved instances.
When the broker always buys additional instances (red dash),
brokers end up purchasing too much capacity, which goes
largely underutilized—the area bounded by the red (dash) and
black lines from above and below, respectively. This figure
demonstrates how tuning the value of θ can enable broker
capacity to more closely match user demand, thus maximizing

TABLE II. BROKER PROFITS USING CURRENT AWS PRICING.

Market θopt
36 Month Reservations Profit ($M)
θ = 0 θ = θopt (θopt − θ0)%

Rapid Growth 0.4 1.50 1.51 0.67%
Steady Growth 0.1 1.93 1.93 0%

Recession & Recovery 0.6 2.19 2.21 0.91%
Steady 0.0 2.52 2.52 N/A

utilization and ultimately maximizing profits. In the majority of
markets (Steady Growth is the obvious exception), the optimal
thresholds, θopt, tend to be relatively high, falling in the region
> 0.8 (and in R&C’s original results, in the region > 0.72).
This suggests that it is more risky for the broker to purchase a
significant number of reserved instances that go underutilized,
than it is to purchase fewer and risk buying more expensive
on-demand instances. This is not true in the Steady Growth
market (θopt = 0.0), where it is always beneficial to buy an
additional instance since continual market growth guarantees
resource utilization.

In this section, we have demonstrated that the cloud
brokerage results of R&C are repeatable and verified that
our replication of R&C’s model using the CReST simulation
platform is valid. In the following section, we perform a
sensitivity analysis on the model to test the robustness of
R&C’s results.

V. SENSITIVITY ANALYSIS OF R&C’S
BROKERAGE MODEL

In this section, we perform a sensitivity analysis of R&C’s
brokerage model to determine the robustness of results. In the
previous section, we observed that the optimal MRU threshold,
θopt, varies with market demand profile. Here, we analyze
the sensitivity of θopt to other model parameters: (a) resource
prices; (b) cost factor; and (c) demand variance.

A. Sensitivity to Provider’s Resource Pricing

Here, we update the pricing of resources to reflect the current
pricing tariff used by AWS (March 2013):

• Monthly on Demand = $46.80

• Up-Front Reserved = $250.00

• Monthly Reserved = $13.68

We repeated the experiments from Section IV using the pricing
tariff presented above. All other configuration parameters were
unchanged, including the prices the broker charges clients
(the cost factor). Results are presented in Table II. We see
that across all markets the optimum threshold, θopt, is lower.
Further, the additional profit gained by using the optimal
threshold, θopt, rather than the zero threshold, θ = 0, is much
smaller, less than 1% in all markets (final column). This result
demonstrates that θopt is sensitive to the provider’s pricing
tariffs. In the scenario simulated here, the broker has lower
purchase costs (AWS’s prices have fallen since R&C’s original
model). However, the broker does not pass these savings on
to users. Hence, the broker’s profit in each market increases
(compare Table I with Table II). At the same time, the risk
of purchasing a reserved instance that will be underutilized is
lowered. Thus, across all markets θopt falls.
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Fig. 4. Optimal thresholds, θopt, as a function of cost factor.

B. Sensitivity to Broker’s Pricing

Here, we examine the effect of varying the prices that a broker
charges his clients. We control this by varying the cost factor,
C (refer to Section II). As one would expect, the cost factor
variable is directly related to broker profits, with higher cost
factor producing higher profits.

Fig. 4 shows the response of θopt to changes in C. We see
that in all markets, apart from Rapid Growth, θopt is sensitive
to C and that this relationship is nonlinear.

C. Sensitivity to Variation in Demand

Here, we examine the effect of adding variance (noise) to
the market demand profiles presented in Fig. 1. Results are
presented in Fig. 5. We see that, in all markets, θopt is sensitive
to variation in the demand profiles and that this relationship is
nonlinear.

We have demonstrated that θopt is highly sensitive to the
provider’s pricing tariff, to the broker’s pricing tariff, and
to variation in demand. This confirms that the selection of
an appropriate θopt value for the broker is a nontrivial task.
Therefore, we propose that the value of θ should be dynam-
ically adapted in real time in response to contemporaneous
market dynamics. In the following section, we propose a novel
method for such autonomous adaptive thresholding (AAT)
and empirically test its utility. For all experiments, unless
otherwise stated, we use the latest AWS pricing tariff presented
in Section V-A. We also use a cost factor C = 30, selected to
preserve the ratio between provider pricing and broker pricing
as used in the original brokerage model of R&C.

VI. EXTENSION OF R&C’S BROKERAGE MODEL: AAT

The evident sensitivity of the threshold parameter and its
intrinsic contribution to the overall performance of the model
presents a complication for the application in real world
scenarios. Selecting the optimal θ value enables the broker
to balance its asset exposure to the providers in a favorable
manner, ultimately reducing risk and maximizing profits. The
WZH Model leverages the data of past events in order to

Fig. 5. Optimal thresholds, θopt, as a function demand variance.

hedge risk appropriately. However, due to the nature of its
operating environment it is not known a priori if the market
will continue to follow the same pattern. Up to this point, the
experiments conducted have been based on real world past
data - however, the inherent unpredictability and vicissitudes
of the world markets could render forecasts made on previous
demand meaningless. A market shock where demand for a
resource in the community suddenly alters, perhaps caused by
a new entrant to a market, could lead to the broker operating
with a suboptimal threshold parameter, leaving it risk exposed
in the number of reservations currently owned. Doubtlessly,
therefore it would be advantageous for θ to be automatically
updated to reflect the current market circumstances during
operation. Here, a versatile technique is presented that enables
the broker to autonomously update θ online.

A. Formulation of AAT

The AAT mechanism utilizes the Widrow-Hoff delta rule [10]
to streamline the threshold selection between iterations (each
month) of the hedging process. The delta rule is a general
learning method that has been shown to be effective in a
variety of domains, such as Algorithmic Trading [11] and
coevolutionary optimization [12]. The delta rule is one of
the simplest rules in Machine Learning, forming the basis of
both adaptation algorithms [13] and reinforcement in classifier
systems [14], [15]. The delta rule attempts to minimize the
error between a real system output and a target output de-
termined by some domain-specific proxy. Using the projected
reservation utilization as a proxy, AAT updates the θ value in
each reservation stage of the model through the minimization
of the error between the current threshold and the determined
target. If there is no error between the system output and
the desired output, then no learning takes place. Conversely,
when there is an error, the system values update to reduce this
error. The approach can be described with the following set of
equations (the notation used is borrowed from [12], which in
turn followed from [11]).

Let At be the actual output at time t and At+1 be the actual

118Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-308-7

SIMUL 2013 : The Fifth International Conference on Advances in System Simulation

                         129 / 209



output on the following time step.

At+1 = At + ∆t (4)

where
∆t = α(Tt −At). (5)

∆t is the product of a learning rate (α) and the difference
between the actual output at t (At) and the target output (Tt).

If the target value remains constant, At will converge to
Tt at the rate determined by α. However, a moving target
can cause At to oscillate around the target value. In order to
dampen the oscillations, an additional variable known as the
momentum term (µ) can be introduced, transforming (5) to:

∆t = µ∆t−1 + α(1− µ)(Tt −At). (6)

The delta rules expressed above form the basis of the
update rule for the MRU threshold. However, as with [12], the
target threshold required at each time step is actually unknown
and therefore needs to be derived from the data available to
the broker. An additional associated variable in the form of
a normalized version of the projected resource utilization rate
is used, denoted τ . Remembering that a lower θ (close to 0)
encourages the purchasing of more reservations, while a higher
θ (close to 1) encourages purchasing fewer reservations, τ can
be determined:

τ =
reservationsOwned

summedDemand+ 1
(7)

where 1 is added to the denominator for cases of no demand.

The rationale for this approach lies with the ultimate aim
of the broker to maximize profit through the constant full
utilization of the reservations owned, in which case the more
expensive on-demand instances would not be purchased and
reservations would not go unused. The choice is not without
its complications, however. For instance, if the broker owns
a relatively large number of reservations, say 100, and the
demand for reservations is low, for example 10, the target
becomes 100

10+1 ≈ 9.1. This is clearly not a suitable target
threshold as it exceeds the maximum value of θ considerably.
The proposed solution for this involves normalizing the out-
putted value (see (8)) by keeping track of the largest recorded
raw target and normalizing the values between 0 and 1. In this
particular example, if 9.1 was the largest seen so far, it would
be normalized to 1. If a raw target of 10 had been seen in a
previous month, it would be normalized to 0.9, et cetera. We
normalize τ such that:

τ =
τ −minTarget

maxTarget−minTarget
(8)

where minTarget and maxTarget are updated over time to
determine the relative value of τ . Then, letting θt and θt+1 be
the threshold at time t and t+1, respectively and substituting in
τ as the target value, we derive the following AAT formulation
from (4) and (6):

θt+1 = θt + ∆t (9)

TABLE III. HIGHEST RANKING (µ, α) PAIRINGS ACROSS MARKETS

µ α Avg. Rank (440 max)

0.7 0.05 400
0.8 0.85 393.75
0.1 0.8 387.25

0.45 0.8 377.5
0.4 0.3 371.25

where
∆t = µ∆t−1 + α(1− µ)(τ − θt) (10)

and ∆0 = 0. The three parameter settings must all fall within
the range: 0 ≤ τ , α, µ ≤ 1.

B. Selecting Robust AAT Parameters

The reader will notice that AAT introduces new variables to the
brokerage model. The value of τ is calculated during run-time
using (7) and (8). However, the broker must select parameter
values for α and µ. Here, we aim to determine AAT parameter
settings that work well out of the box under a range of market
conditions. This configuration should then enable the broker to
maximize profit under a range of market conditions, by self-
adapting θ over time in response to variation in demand. In this
way, the broker no longer needs to determine θ using a priori
knowledge of the market they are operating in, thus enabling
a more robust brokerage model.

To determine appropriate AAT values, we trialed a range
of values for 0 ≤ α, µ ≤ 1 (at resolution 0.05), in a variety
of market conditions. Table III shows the average ranking of
pairwise (µ, α) combinations across the full series of trials.
We see that (µ, α) = (0.70, 0.05) consistently performs well
and generates the most profit across all markets. Thus, we use
these values to configure AAT for the remainder of experiments
performed here, and suggest this configuration as suitable for
using the AAT brokerage model out of the box. We test the
robustness of this configuration in each market, to observe:

1) Convergence behavior: does θAATt→∞ converge to θopt?
2) Initialization sensitivity: does the starting threshold value,

θAATt=0 , affect the convergence behavior?
3) Profitability: how does AAT compare with the known

static θopt for each market?

Three starting thresholds were tested: θAATt=0 ∈ {0, 1, θopt}.
Each experimental configuration was repeated 30 times.

Fig. 6 shows the yearly mean threshold value, θ, generated
by AAT in the Recession & Recovery market. It can be
clearly seen that, under each condition, the value of θ quickly
converges toward θopt = 0.8, but equilibrates slightly higher.
This demonstrates good convergence behavior and insensitivity
to the starting value θAATt=0 . In other markets, AAT convergence
is also insensitive to initial conditions (figures not shown, see
[16] for more details). However, in other markets, AAT tends
to converge to a value θAATt→∞ > θopt. Hence, AAT tends to be
more conservative than the static method, purchasing fewer
VM instances than θopt. Table IV tabulates the profitability
of AAT in each market, compared with the profitability of
the static threshold, θopt. We see that, in each market, AAT
performs well against the static θopt, at worst generating 1.64%
less profit (Steady market, θAATt=0 = 1), and at best generating
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Fig. 6. Yearly mean threshold value, θ, generated by AAT in the Recession
& Recovery market. Under each starting condition, θAAT

t=0 ∈ {0, 0.8, 1}, AAT
equilibrates near the optimum threshold value, θopt = 0.8.

TABLE IV. PROFITABILITY ($M) OF AAT ACROSS MARKETS

Market

Mean Profit ($M) Using Different Configurations

Static θ AAT

θ = θopt θAAT
t=0 = 0 θAAT

t=0 = 1 θAAT
t=0 = θopt

Rapid Growth 1.088 1.0765 (-1.06%) 1.0789 (-0.84%) 1.0765 (-1.06%)

Steady Growth 1.377 1.367 (-0.73%) 1.362 (-1.09%) 1.367 (-0.73%)

R & R 1.600 1.610 (+0.63%) 1.594 (-0.38%) 1.614 (+0.88%)

Steady 1.764 1.739 (-1.42%) 1.735 (-1.64%) 1.783 (+1.08%)

1.08% more profit (Steady market, θAATt=0 = θopt). Since
this spread of profits is very close to that achieved by the
static θopt, we can conclude that across all markets, AAT: (1)
converges toward the known optimal value θopt, or a more
conservative value greater than θopt; (2) is largely insensitive to
initial conditions, θAATt=0 ; and (3) can compete with the known
static optimum value, θopt. Since AAT requires no domain
knowledge and no a priori optimization in each market, we
therefore conclude that AAT is a robust extension to the static
thresholding technique introduced by R&C. Although we have
shown AAT to be largely insensitive to initialization, as a sim-
ple heuristic, we suggest initializing AAT to θAATt=0 = 0.5. This
should minimize the average distance to the market optimum,
θopt, and hence should accelerate time to convergence and
increase profit.

C. Market Shocks

Here, we perform a final set of experiments to test the utility of
AAT when there is a market shock, such that market demand
suddenly changes from one profile to another. Market shocks
occur in real markets when there is a rapid change in demand,
perhaps caused by a new market entrant (e.g., see [17] for
a discussion on adapting to market shocks). By testing AAT
in shocked markets, we aim to simulate more realistic market
dynamics. For these experiments, we use the values α = 0.45
and µ = 0.55. These were shown to perform well during a
series of preliminary experiments.

Fig. 7 shows threshold values, θAAT , over time (red dash)
in one simulation run of a market that is initially a Recession &
Recovery market and then shocked to become a Rapid Growth
market. The optimal static threshold value, θopt, is represented

Fig. 7. Market shock from Recession & Recovery to Rapid Growth market.

by the purple line. We see that θopt = 0.8 while the demand
profile is Recession & Recovery and then falls to θopt = 0.4
while the demand profile is Rapid Growth. Initialized with
θAATt=0 = 0.8, we see θAAT fluctuate around θopt = 0.8 during
the Recession & Recovery market phase, and then decline
during the Rapid Growth market phase, tending to a value
of θ ≈ 0.5. This value is greater than θopt = 0.4, but much
lower than the optimum value in the Recession & Recovery
market. This figure illustrates AAT adapting θ appropriately
when the market is shocked. However, in other experiments,
AAT is not so well behaved (results not shown, refer to [16]).
Overall, we conclude that in markets that are shocked, AAT
offers advantages over the static method employed by R&C,
which is unable to adapt. Yet, results are preliminary and
we believe that AAT should be further refined in order to
improve the performance. To achieve this, one method that
could be employed is “computational steering” [18]; where a
computational system is manually steered by a human pilot
during run time. Unlike a fully autonomous system that is
preconfigured and then left to run in isolation with no further
human intervention, a computational steering approach to
adaptive thresholding would enable the broker to steer the AAT
parameters over time as market dynamics change. In this way,
computational steering enables human input to the system that
is otherwise difficult, or impossible, to operationally define,
such as a domain expert’s tacit knowledge, or intuition.

The market shock experiments reveal the importance of
the early stages of reservation hedging for the broker’s overall
performance. As reservations are a long-term (36-month) in-
vestment and since the broker cannot see into the future, there
is little that can be done in the short term to circumvent a
situation where the broker suddenly owns significantly more
or less reserved instances than required. The reader should
note that R&C’s MRU threshold, θ, controls the proportion
of months that the broker is prepared to accept an estimated
resource deficit. This is calculated on a monthly basis based
on a three year history of demand data. Hence, when a market
shock occurs, the MRU technique is negatively disrupted as the
previous demand data becomes less relevant to future demand
forecasts. As a result, R&C’s MRU technique becomes weak
when the market is shocked. In contrast, AAT attempts to
overcome this problem by enabling the broker to adapt the
number of reservations purchased depending on the incoming
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demand, even if it is historically atypical. However, the model
is still constrained by R&C’s demand estimation routine: that
future demand can be directly forecast from historical demand.
In future, we would like to try an alternative demand estimation
model, such as the statistical model presented in [19].

VII. CONCLUSION

We have replicated and extended the cloud brokerage simula-
tion model of R&C using CReST, an open-source, discrete
event, cloud data center simulation platform developed at
the University of Bristol. To our knowledge, this is the first
replication of R&C in the literature and we present our work
as validation of their model. However, sensitivity analysis has
revealed that R&C’s brokerage model is sensitive to configura-
tion parameters, such as: the pricing tariff providers charge for
resources, the pricing structure brokers charge their clients, and
the effect of noise in the market demand profiles. We present
this as evidence that R&C’s model requires modification before
it can be practically used in the real world. To overcome
this, we have introduced a novel extension to R&C’s model
that enables the broker to automatically adapt during run-time
to maximize profits, without the broker needing to provide
a priori knowledge of the market demand or other model
parameters. We have demonstrated that this AAT technique is
able to converge toward the known optimal value in all markets
and that it is robust to initial conditions. We present this as
evidence that AAT is a practical, robust extension to R&C’s
model. We believe this could have practical significance in the
real-world market for cloud computing.
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Abstract—Plant plasticity refers the ability of a plant to change 

its observable characteristics, in response to the environmental 

changes in its lifespan. We present a method of simulating 

structural plasticity in trees reacting to different light 

intensities, pruning policies, competition, and obstacles. The 

method is based on a functional-structural plant model (FSPM) 

that simulates two basic underlying processes of plants: 

development/organogenesis (the formation of plant structure) 

and growth (expansion of organs biomass production and 

partitioning). Bi-directional feedback is constructed between 

these two processes by linking both bud break and biomass 

partitioning with the internal source-sink ratio of biomass. A 

secondary mechanism controlling bud break is its local light 

intensity, by imposing a light distribution in tree canopy, the 

computational efficiency for which is assured by 

implementation on GPU. Based on these mechanisms, the 

virtual trees produce naturally less branches at lower light 

intensities. In reaction to pruning, the same tree give different 

shapes as pruning changes the source-sink balance and triggers 

new branches. Neighboring trees compete for light and lead to 

different crowns, and the same mechanism can be used to 

simulate trees grown near buildings. The results show that by 

constructing the dynamic model describing the underlying 

development and growth process of trees in cyberspace, the 

simulated trees can adapt to their virtual environment without 

need of modifying their geometrical traits. Such property is 

interesting for simulating landscape, education and interactive 
training. 

Keywords-Tree competition; Plasticity; GreenLab; Light 

environment;  Bud break; FSPM; Emergent property. 

I.  INTRODUCTION 

As plant is a ubiquitous component in nature, the realistic 
presentation of a plant in cyber-space is an ever-existing aim 
in computer science. Differing from other physical objects 
such as fluids, plant is a living organism that exhibits 
phenotypic plasticity, which is the ability of changing its 
phenotypes (observable characteristics) in response to 
changes in the environment [1]. Such a feature has brought 
tremendous challenges to plant modelers, especially for those 
who desire not just visually plausible virtual plants. 

Since 1970's, there has been endeavor toward generating 
virtual plants according to the underlying algorithms [2] [3] 
[4]. Combined with techniques of computer graphics, 
visually realistic 3D plants can be generated with reaction to 
environment or obstacle [5] [6]. However, the very important 
aspect of plant growth, biomass production and partitioning, 

is missing in such pure geometrical or structural plant 
models. This means, the size of each part of plants, such as 
stem diameter, leaf length, need to be set delicately in order 
to obtain proper ratio. The wish of having 'live' virtual plant 
has brought the concept of Functional-Structural Plant Model 
(FSPM) [7], which simulates two basic underlying processes 
of plants: development/organogenesis (the formation of plant 
structure) and growth (expansion of organs biomass 
production and partitioning). 

In this paper, we aim at simulating tree plasticity with a 
member of FSPM family, GreenLab. Bi-directional feedback 
is constructed between these two processes by linking both 
bud break and biomass partitioning with the internal source-
sink ratio of biomass. A secondary mechanism controlling 
bud break is its local light intensity, by imposing a light 
distribution in tree canopy. The computational efficiency of 
computing light inception is assured by implementation on 
GPU. We show in this paper that the virtual trees from this 
model can respond automatically to different environmental 
settings, including different light intensities, pruning policies 
and competition, without the need of manipulating 
geometrical parameters. 

The paper is organized as follows. Related biological 
concepts are presented in Section 2. Previous works linked to 
this paper are reviewed in Section 3. We present an overview 
of our algorithm and the related models in Section 4, while 
Section 5 presents several simulation results. Conclusion and 
discussion of the approach are given in the last section. 

II. RELATED BIOLOGICAL CONCEPTS 

There are two basic common processes in all plants: 
development and growth. Plant development, or 
organogenesis, deals with the creation of branches and plant 
organs (leaves, flowers, etc.), while growth refers to the 
complex process of biomass production by photosynthesis 
and biomass allocation among individual organs. One of the 
main hypothesis on biomass allocation is source-sink balance. 

For tree development, botanists classified 23 types of 
architectural models [8], according to the organization 
patterns of botanical units in trees. Each architectural model 
describes common features of many trees, e.g, the simplest 
structure is Corner model with a single stem structure. The 
formation of tree architectures is described as a dynamic 
process which is “the expression of equilibrium between 
endogenous growth processes and exogenous constraints 
exerted by the environment” [9]. In this paper, we present 
trees of Leeuwenberg model, Rauh model and Roux model. 
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Leeuwenberg model consists of a sympodial succession of 
equivalent sympodial units. Pinus tree follows Rauh model 
with rhythmic growth, orthotropic axis with monopodial 
branching. Roux model are plants with vertical orthotropic 
trunks and plagiotropic branches that are always horizontal 
without righting at the end [9]. 

For biomass production, light interception can be 
computed as plant level or organ (leaf) level. Beer-Lambert 
Law assumes that light attenuates in a canopy as if it is a 
semi-transparent object [10]. It holds for closed tree stand, 
and the thickness of the canopy can be quantified by leaf 
area index (LAI, ratio of total leaf area to its projection 
ground area). With 3D description of tree structure, another 
approach is to apply photosynthesis model at leaf level, but it 
needs simulation of light distribution inside tree canopy. In 
this work, we test both kinds of photosynthetic models. 

For biomass partitioning inside a plant structure, the 
mechanism is less known than the overall biomass 
production [11]. Hypotheses on partitioning include 
functional equilibria [12], source-sink regulation [13] and 
allometric relationships [14]. A special feature differing trees 
from crops is their ring growths. One well-accepted theory is 
Pipe Model [15], indicating that the diameter at a certain 
position of a stem is proportional to the number of leaves 
above it. In this work, ring growth is based on pipe model, 
and organ size is the result of source-sink regulation. 

Mechanism on bud activity regulation is multiple: light, 
auxin, source-sink ratio of assimilates, etc. [16]. Buds are 
origin of branches, and their activities affect strongly the tree 
shape. They can stay dormant, die or give birth to branches. 
Buds are of different physiological ages, representing the 
vigor of branch that it can bear [9]. For example, in Gingko 
tree, some buds bear twigs, while others give birth to long 
branches. Axillary buds are generally physiologically older 
than their parent branches. Reiteration is an exception, 
referring to such a phenomenon that a branch inherits the 
same features of its mother branch [8][9]. This is often 
considered as 'self-similarity' property in trees and has led to 
application of fractal method in tree construction. Breakout 
of bud is highly dependent on plant age and environment. 
Bud behavior can explain many of tree plasticity in reacting 
to their environment, i.e., changes of size, amount, 
orientation or color to fit better during their life time. In this 
paper, we test two mechanisms controlling bud break: 
external light condition and internal source-sink regulation. 

III. RELATED WORK 

A. Simulation of Virtual Plants 

Generating 3D tree structures started not long after the 
birth of personal computers [3]. Recursive generative 
algorithms have been applied by viewing a tree as an 
explicitly-defined recursive structure [17]. Started by field 
investigation and mathematical modeling, AMAP 
methodology integrates knowledge like physiological age, 
architectural model and bud activities [4][18]. Botanical tree 
library has been set up for hundreds of trees. Although tree 
animation can be achieved by above methods, the size of 

compartments is directly defined by rules but not from 
photosynthesis and biomass partitioning. 

Another approach is to use images or point clouds to 
reconstruct the 3D-tree by registering their input images or 
using loosely arranged images [19]. To infer the hidden 
internal branches, iteration rules such as a particle flow 
system can be imposed to link the main stem with external 
twigs [20], which link the rule-based and data-based 
approach. Diameter of trees can be inferred from data but 
again there is no 'growth'. 

B. Simulating Environmental Effect 

Because of its importance, light is often taken as the 
principle environmental condition. Greene [21] simulated 
climbing plants on obstacles using voxel automata and light 
rays. Derived from a standard L-system, Měch et al. [22] 
developed open L-systems that have been used for 
simulating tree competition, based on communication 
between the plant and its environment. Soler et al. [23] 
simulated light environment in trees with an efficient method. 
Van Haevre [24] proposed a ray density estimation of the 
environmental illumination to guide phototropism 
morphology. In above works, light casts effects on branch 
removal or bending, but they have no contribution to 
photosynthetic production of plants, which plays a principle 
role in tree growth. 

C. Functional-Structural Plant Model (FSPM) 

LIGNUM [25] is a FSPM dedicated to trees and shrubs 
that couples L-systems for tree development with an eco-
physiological model. L-peach [26] is another FSPM for 
young peach trees, and it allows the simulation of pruning 
with empirical description on number of new shoots. 
AMAPHydro [27] is a branch of AMAP [4], which 
introduced a hydraulic model for computing biomass 
production. The computational efficiency of early FSPMs 
was low, and implementation was usually prone to bugs [7]. 
GreenLab [28] [29] inherited many concepts from both 
AMAPHydro and AMAPSim, but the computational 
efficiency was greatly improved by applying sub-structure 
method [30], so that it is affordable for complex trees.  It is 
one of few FSPMs that has been calibrated on both crops and 
trees, by fitting it to multiple biomass data, such as for pine 
trees [31] and beech trees [29]. 

D. Control on Bud Break 

According to different hypotheses on bud activity control, 
various methods have been proposed and tested. The first 
type is based on hormone regulation, which is interpreted as 
a signaling mechanism [22]. It is often implemented in pure 
developmental plant model. The second is based on source-
sink regulation, with source being provided by 
photosynthesis and sinks being the demand of organs for 
resources. By setting that the number of bud break is 
dependent on the dynamic source-sink ratio, rhythmic 
branching pattern could be generated [32]; Eschenbach [33] 
simulated tree structures with gradient according to 
environmental conditions. Such mechanism can be built only 
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with functional-structural plant model as there is issue of 
biomass production (source) and allocation (sink). 

The third method is to link directly bud formation to its 
local light condition. In [34], it was linked to the far red 
spectrum while [35] supposed that bud fate is decided by 
light availability. In [22], the branch apices are associated 
with the radii of interest for collision detection, and a bud 
will stop growing when there is not enough space available. 
Such method is commonly used in simulating plant 
communities where plants compete for resources [35]. 

In this work, the bud break is controlled by two factors: 
local light condition and source-sink ratio. Therefore, light 
can affect bud fate both directly by deciding bud breakout, 
and indirectly by contributing to the overall source-sink ratio. 

E. Controlling Tree Form by Interaction 

A challenge of rule-based model is that one may lose the 
control over the final tree shape. A pure interactive example 
is Speedtree, but dynamic growth sequence of trees is not 
easy to construct. Chiba and Ohkawa [36] simulated 
interactive pruning of tree for designing Pensai trees. Pirk et 
al. [6] simulated the removal of branches when a tree meets 
an obstacle or other trees. In the context of tree pruning, 
intermediate storage of tree structure can be necessary, using 
format such as multi-scale tree graph [37]. 

 Although it will be nice to introduce procedural brush as 
in [5] and [38], we focus on the pruning exercise as done on 
real trees in final shape control. The tree shape is controlled 
by interactive pruning on trees, which will break the internal 
source-sink balance and stimulate the breakout of buds, 
including the dormant buds. 

IV. SYSTEM OVERVIEW 

As described by Měch and Prusinkiewicz [22], the 
interaction of a plant with the surrounding environment can 
be conceptualized as two concurrent processes that 
communicate with each other, forming a feedback loop of 
information flow. In our case, besides the external one, there 
is an internal information flow between plant structure and 
function; therefore, both light (that affects both the structure 
by controlling bud formation and function by photosynthetic 
production) and pruning (that affects the structure) have 
effect on the plant structure. External modification of 
environment will naturally trigger the response of plant. The 
double feedback loops are shown in Fig. 1. 

 
Figure 1.  External interaction between plant and environment and internal 

interaction between plant development and growth. 

V. A FUNCTIONAL-STRUCTURAL MODEL FOR TREES 

A. Development model 

The description of organogenesis in GreenLab is based 
on the definition of the potential bud production. A simple 
illustration can be seen in Fig. 2, where each circle presents a 
bud of a certain Physiological Age (PA) [9]. PA of the main 
stem (blue) is 1. Each rectangle represents a metamer, a 
minimal botanical unit that is composed by a node, an 
internode and its axillary leaves and fruits. Branching 
structure can be formed by the parallel bud development into 
growth units (from successive appearance of metamers). 

 
Figure 2.  Diagram of plant development model in GreenLab, a 

deterministic case. Each circle presents a bud. 

The parameters that describe the development are 
expressed as a matrix. For the branching structures of Fig. 2, 
the number of metamers in a growth unit and PA of the 
axillary buds are written as follows: 

0 2 1 0 1 1

0 0 2 , 0 0 1

0 0 1 0 0 0

I BM N

   
   

 
   
      

               (1) 

where MI[1,2]=2 means that in a growth unit of PA 1, there 
are potentially two metamers that bear buds of PA 2. 
NB[1,2]=1 means for such a metamer, the amount of potential 
buds it carries is 1. Recall that PA of axillary buds is 
generally higher than its parent stem, except for the case of 
reiteration. The corresponding structure at iteration cycle 5 is 
shown in Fig. 3a. 

A main feature of the above model is that the botanical 
axis are organized using the concept of PA. Branches of the 
same PA share the same parametric settings for development, 
growth and geometry. Numeric values instead of rewriting 
rules are needed in designing the topological structure.  

B. Reiteration 

In this functional-structural plant model, reiteration is 
simulated by setting the PA of an axillary bud equal to the 
age of its mother axis.  An example in Fig. 3 illustrates this 
mechanism. Instead of bearing two buds of PA 2, the growth 
unit of PA 1 contains one metamer with a reiteration bud 
(MI[1,1]=1), one metamer with a axillary bud of PA 2 
(MI[1,2]=1), and one metamer with a bud of PA 3 
(MI[1,3]=1). All metamers carry at most one bud 

(NB[1,i]=1,1 3i  ). 

1 1 1 1 1 1

0 1 1 , 0 1 1

0 0 1 0 0 0
I BM N            (2) 
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(a)              (b)     (c) 

Figure 3.  Topological structures at cycle 5. (a) no reiteration, parameters 

in (1); (b),(c) reiteration of PA 1 and PA 2,  parameters in (2), maximal 
reiteration order being 1 (b) and 2 (c) respectively. 

A parameter called maximal reiteration order Rm limits 
the level of reiteration, which can be understood as the 
maximal branching order of reiteration. If there is no control, 
fractal structure will be born. Fig. 3 shows the resulting 
structure at cycle 5, with RM=1 (Fig.3b) and RM=2 (Fig.3c) 
for stem of PA 1 (blue) and PA 2 (green). No reiteration in 
PA 3 (red). 

C. Bud Break 

Bud control is based on two kinds of hypotheses: source-
sink balance [32] and light condition [35]. We keep the  light 
distribution model as optional in case that fast simulation is 
needed. The diagram on bud control can be seen in Fig. 4. 

To reach the above goal, when the local light condition 
allows, the number of axillary buds of PA q in a growth unit 
of PA p,  Np,q, is a function of simulated source-sink ratio; 
see (3). Q(n) is computed using plant or leaf level 
photosynthesis model; see (8) and (9). DV(n) is potential 
plant demand if all candidate buds break. αq is a coefficient 
indicating the dependency of the bud break on source-sink 
ratio. 

, ( )
min , , ,

( )
p q q

I B
V

Q n
N M p q N p q

D n
             (3) 

 
Figure 4.  Approach of controlling bud break. Actual bud production is 

dependent on plant source-sink ratio. The bud production is possible when 
its local light intensity is above a threshold. 

D. Biomass Partitioning 

This model is based on the hypothesis of source-sink 
regulation. All produced assimilates are distributed among 
the growing organs according to their sink strengths. For 
trees, it is further hypothesized that the sink for ring growth 
DL(n) is dependent on source-sink ratio [29]; therefore, the 
thickening rate of stems is dependent on tree age and 
external conditions. The total demand of plant D(n) at cycle 
n is the sum of all sink strengths, see (4).  

( ) ( )p
O O L

O p

D n P N D n           (4) 

where p
ON  is the number of organ O at PA p, whose sink 

strength is PO. The parameters of sink strength can be 
estimated by inverse method from data [29] [31]. 

In order to decide the fate of bud, at each cycle, a virtual 
demand DV(n) is firstly computed by summing up all sink 
strength from potential buds. A sink strength of a bud is 
defined as the total sink strength of its potential organs. 

( ) ( )p
V O Bud L

p

D n P N D n           (5) 

The actual plant demand is computed when the bud 
behavior is fixed according to Q(n)/DV(n). The produced 
biomass is then shared for creation of new metamers and 
thickening of old stems. For the latter, distribution of 
biomass is in relation to the number of functioning leaves 
above each metamer [29]. 

E. Interactive Pruning 

At each cycle, through a GUI, users are allowed to select 
and remove some leaves, flowers or internodes interactively 
from the virtual plant. This information is fed back to the 
simulator before moving forward to next cycle (Fig.1). As 
there is underlying data structure indicating the topological 
link between all parts, if an internode is removed, all 
branches above it are removed. Updating of structure 
changes both source and potential sink, and consequently the 
source-sink ratio for next cycle. According to the mechanism 
of bud control, this can trigger different behaviors of buds. 
As bud extension takes several cycles to be visibly evident, 
the effect of pruning is not immediate.  

F. Light Interception 

In this work, the light intensity around a leaf plays double 
roles: determining the fate of adjacent bud and the total plant 
production. To simulate light environment, we emit light 
rays evenly from a sky hemisphere covering the plant canopy, 
as in [21]. Each sample ray collides, reflects and decays in 
the tree canopy. Photon map [39], which is originally used 
for rendering of a scene, records the information of collision 
between rays and objects. 

The light intensity around a leaf, denoted as EL, can be 
estimated from photons in its neighborhood. As in trees, 
leaves are generally densely distributed inside the canopy, 
more photons found in the neighborhood of a leaf means 
more light interception by surrounding leaves, and hence less 
intercepted light by the leaf. This is an inverse situation to 
the original photon mapping algorithm [39]. The absolute 
light intensity EB is computed as in (6): 

max min minmax
(1 ) ( )L

B
L

E
E

E
         (6) 

where max
LE  is the maximal value of EL of all blades. τmax and 

τmin denote the maximal and minimal light intensity above 
canopy an inside canopy, respectively, both of which can be 
measurable by canopy analyzers. 

G. Photosynthesis Model 

This model concerns on the relationship between 
Photosynthetic Active Radiation (PAR) intercepted by leaves 
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and biomass production. We test two kinds of photosynthesis 
models computed at leaf and plant level, with or without 
using geometrical information of tree.  

1) Leaf level: In this case, the photosynthesis model is 

applied at organ (leaf) level, according to light intensity 

computed for each leaf.  A generalized light-response curve 

is used to compute instantaneous assimilation rate of an 

individual leaf (I, μmol CO2 • m-2 • s-1, using a non-

rectangular hyperbola [42]: 

2 4 (I R )

2
B m d

d

b b E
I R          (7) 

where  b = αEBβ + Im + Rd. The physical meaning and 
empirical values of variables α, β, Im and Rd are from [40]. 

Total biomass production of the whole plant is summed 
from those of individual leaves, as in (8). 

( )

1

( ) ( )s ( )
BN n

L t i i
i

Q n I n n           (8) 

where γ is a conversion coefficient from assimilate to dry 
mass, δt  is the duration of a growth cycle (s), NB(n) denotes 
the total number of leaves in the plant. Ii(n) and si(n) are 
assimilation rate and the area of ith individual leaf, 
respectively, the latter being computed iteratively by the 
model. This metho has the advantage of taking into account 
the geometrical shape of trees and obstacles, but it is more 
time-consuming. 

2) Plant level: The plant-level photosynthesis model is 

based on Beer-Lambert law [10]. The thickness of the 

canopy is quantified by LAI, an important value in 

evaluating light interception. To estimate LAI for individual 

trees, in GreenLab, each tree has a characteristic projection 

area (SP), which can increase with plant age in the beginning 

and finally stabilize when the tree canopy closes, see (9). 

( )
( ) E(n)S (1 exp( ))

(0)

B P
P

B seed

S n
Q n k

S
Q Q

         (9) 

where E(n) is a variable representing the plant local 
environment at growth cycle n; k is a light extinction 
coefficient to quantify attenuation process of light 
penetrating into the canopy; S(n) is the total green leaf 
surface area at growth cycle n; Qseed is the initial biomass. 
Under certain parameter values, the results from both 
methods (QL and QB) fit each other. This method has high 
computational efficiency as it is not dependent on tree 
geometrical structure. 

H. GPU+CPU implementation 

In case of implementing leaf-level photosynthesis model, 
there are two performance bottlenecks: ray tracing and light 
intensity estimation. In ray tracing, bounding volume 
hierarchies (BVH) and k-d tree are widely used to accelerate 
intersection computation, collision detection and k nearest 
neighbor search (KNN). In recent years, these algorithms are 
implemented successfully on GPU [41][42]. To improve 
system performance, this part is implemented on GPU. The 
GPU is Nvidia GeForce GTX560Ti with a 1023MB of 
dedicated memory. 

Simulation of tree development and growth, as well as 
the interactive pruning, are all implemented in QingYuan 
software programmed in C++. This kernel of model is still 
implemented in CPU. Rendering is made in Pov-Ray. All 
examples in this paper were generated on a desktop 
computer equipped with Intel(R) Core(TM)2 Quad 
CPU@2.66GHz with 8GB of memory. 

VI. RESULTS 

A. Tree structure dependent on source-sink ratio 

 
(a)   (b) 

Figure 5.  Effect of α ((3)) on bud break. (a) less dependency on source-

sink ratio; (b) more dependency on source-sink ratio. 

As the visual output is based on a biophysical model, 
simply by playing on certain parameters, such as the α ((3)) 
that controls bud break, one can obtain trees of different 
complexities, as in Fig. 5. Fewer branches appear at lower α 
value, and the plant automatically becomes taller. This 
emergent result is in line with a common practise that people 
remove side shoots to obtain a tall trunk. This parameter can 
be used to obtain trees of different cultivars. Different colors 
in Fig. 5 represent different PAs. 

B. Simulating tree plasticity with different light intensities 

Using leaf photosynthesis model, tree plasticity under 
different light intensities above canopy are simulated (Fig. 6). 
Colors from red to green are used to visually distinguish light 
intensities inside canopy. Higher light intensity in the right 
gives positive feedback to bud break out and hence more 
dense crown, which is visually obvious in Fig. 6b. Notice 
that excessive light does not mean endlessly branching as 
this is controlled by potential buds defined in development 
model. Moreover, the photosynthetic response curve will 
saturate with the increase of light intensity. 

 
(a)                                   (b) 

Figure 6.  Trees simulated with low (a) and high (b) light intensities. 

Colors represent relative light intensity inside canopy, with red and green 
for high and low light intensity respectively. 
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C. Simulating tree response to pruning 

Realistic tree behavior in reaction to pruning is shown in 
Fig. 7. The age of displayed trees is 15 cycles, and they were 
pruned at cycle 9. From left to right, policy of pruning is no 
pruning, removal of terminal bud of main stem, removal of 
terminal buds of all stems, and cutting top of main stem, 
respectively. As less buds are presented after pruning, the 
sequence, more pruning leads to more branches near the 
bottom. Trees are taller or shorter, dependent on the time and 
position of pruning. There is no forced rule indicating 
number of new shoots after pruning. 

 
Figure 7.  Response of trees to  pruning. From left to right, policies of 

pruning are no pruning, removal of terminal bud of PA 1, removal of 
terminal buds of all branches, and cutting top of main stem, respectively. 

D. Simulating tree competition 

As plant-level photosynthesis model has high 
computational efficiency, we first test tree plasticity with the 
single control of bud break with source-sink regulation. 
From a predefined seed (a given set of source and sink 
parameters), the same tree exhibits plastic behaviors in 
response to different SP values as in (9); see Fig. 8. Higher 
density gives smaller, thinner and slightly shorter trees. 

 
Figure 8. Trees simulated under different population densities, from left to 

right: SP = 64 m
2
, SP = 16 m

2
, SP = 4 m

2
, SP = 1 m

2
. 

 

 
Figure 9. Trees of different crown size in response to their local area (SP). 

The trees with same color have the same SP value. 

This way, given the location of each individual tree in a 
stand, the local occupied area of each tree can be computed 
and this will automatically limit the size of tree crown from 
invading other trees. Fig. 9 shows a tree stand where 
individual trees are distributed randomly. Here no branch 
collision detection is applied.  

Without consideration of local light control on bud break, 
the simulated tree crown is isotropic. Taking into the 
secondary mechanism of bud control with light, we 
simulated two neighboring trees grown up in parallel (Fig. 
10).  The competition for light started at a certain age of 
plants. The asymmetrical tree shapes are caused by low light 
intensity at neighboring area where less buds break out. 
There are self-pruning in the trees in that old branches fall 
down automatically. 

E. Simulating tree response to obstacle 

 
Figure 11. Effect of pagoda on tree shape. 

With simulation of light distribution in canopy, we 
simulated a tree grown near a pagoda whose buds sense the 
local light level (Fig. 11). While the standard-alone tree (left) 
shows full canopy, the tree in the right loses part of branches. 
This is also visible for the same tree at younger stage 
(middle). 

Fig. 12 shows a nice example on how bud behavior is 
controlled jointly by light intensity and source-sink ratio. 
There is no more control on bud break when the tree grows 
over the roof, its crown recovered by reiteration structure 
(the top branches are the same). 

 
Figure 12. A tree grows over a roof, with fate of bud controlled by 

light intensity and source-sink ratio. 

F. Performance 

To evaluate the performance, we compare the time used 
for computing the tree using plant-level photosynthesis 
model, leaf-level photosynthesis model on CPU, and leaf-
level photosynthesis model on CPU + GPU (Table I). The 
other modules of biomass allocation and organogenesis 
remain the same. The computation time for light intensity at 
each cycle (light model) is very costly for CPU 
implementation, but the CPU + GPU method improved 
greatly the efficiency of light calculation, being more 
obvious for complex trees (177 times for age 25). Total 
simulation time for tree development and growth reduced 
greatly accordingly. The computational efficiency is much  
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Figure 10. Response of trees to  pruning. From left to right, policies of pruning are no pruning, removal of terminal bud of PA 1, removal of terminal buds of 

all branches, and cutting top of main stem, respectively. 

higher when plant-level model is applied (<1s), independent 
on plant age or tree complexity. This means response to 
planting density or pruning of trees can be achieved in real-
time. 

TABLE I.  PERFORMANCE  FOR COMPUTING TREES AT DIFFERENT 

AGES.  TIME FOR LIGHT INTENSITY AT EACH CYCLE (LIGHT MODEL) IS 

REDUCED BY CPU+GPU (C+G) IMPLEMENTATION.  

Tree age Organs 

Plant-level Organ-level 

Simulation 

Times (s) 

Simulation  

Times (s) 
Light Model (s) 

CPU C+G CPU C+G 

10 years 3,860 0.11 31.08 10.6 8.42 1.06 

20 years 55,466 0.28 631.37 32.3 257.62 2.52 

25 years 547,832 0.49 4,181.00 99.71 931.74 5.26 

VII. CONCLUSION 

We presented a dynamic biophysical tree model, 
GreenLab, which simulates tree structure and its plasticity in 
response to environment (obstacle, density, light) and 
management (pruning). The adaption of trees is automatic by 
deciding bud fates from internal and external conditions, 
without applying deformation or collision detection. The 
same tree (defined by a set of parameters) can display vastly 
different structures, because of the power of underlying 
mathematical model. Our method is affordable to create 
dynamic tree library for various circumstances. Depending 
on needs, different combinations of photosynthesis models 
and treatments can be chosen, with corresponding tree shape 
and cost. By using GPU programming, computational 
efficiency is high even when leaf-level light interception and 
photosynthesis model are conducted. 

A limit of our work is that to design a tree based on 
GreenLab, users should possess some knowledge of botany 
and eco-physiology. Once the parameters are given for a tree, 
user can modify environment and interact with the virtual 
tree, as if it were a living organism, without caring for the 
internal mechanism of tree growth. It is interesting for scene 
designer, since putting a virtual tree is similar to putting a 
seed, and then one can see the interaction and dynamic 
evolution of the trees. The potential of our work also lies in 

the possibility of simulating effects of other environmental 
conditions, such as temperature and CO2. Users can even 
have optimal solution of treatment if applying optimal 
control on the virtual plant. 

Our work is similar to some previous works as it also 
simulates the light environment and plant response. The 
major difference is that we simulate not only tree 
development, but also tree growth with an internal feedback 
mechanism between both processes. Light stimulates not 
only bud break but also photosynthetic production. 
Furthermore, we can simulate more complex botanical plant 
architecture and modify the meristem activities (depending 
of Q/D). Growth Units are very flexible, which makes the 
interaction between growth and environment very efficient 
and faithful. 

By means of these simulation methods and models, it 
could be easily used on education of botany, landscape 
design, games and so on. What a potential and more valuable 
aspect is the application on agroforestry. By combining light 
model and pruning management into one organic whole, we 
could evidently ameliorate light environment in canopy 
under different pruning strategy, which reduces pests and 
thus play a role in improving fruit quality. These virtual 
experiments provide quantitative standards for fruit 
cultivation and management. This is the future direction of 
our research. 

Based on current hypothesis chosen in the model, tree 
plasticity from the potential development pattern, regarding 
to bud breakout, organ sizes and final tree shape become 
emergent properties of the model. However, the model is still 
open to other mechanisms, such as hormone regulation by 
signal propagation. 
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Abstract—Recently, the modeling and simulation of forest
fire spread using discrete event formalisms have been inten-
sively investigated. In this paper, we propose a non-modular
approach vs. partial-modular and modular approaches based on
Discrete EVent system Specification (DEVS) formalism to reduce
exchanged messages between cells and to improve essentially
performances of forest fire spread model. Note that the existing
DEVS models simulate the forest fire spread for only small scale
forests.

Index Terms—forest fire spread M&S; DEVS.

I. INTRODUCTION

The Modeling and Simulation (M&S) formalisms are used
to understand, represent, specify, and analyze the dynamic of
systems. Often, these systems are very complex due to the fact
that in a small temporal window there is a high number of
variables which change values. Consequently, this complexity
increases according to the simulation time.

Modeling the system dynamics is a hard task, particularly
natural systems in which abstraction of the behaviors should be
done to reduce the system complexity. Different methods and
techniques were developed in order to improve the formulation
of such systems. In the literature, two main categories are
distinguished: analytic methods, which are difficult to grasp
and M&S ones. Formally, a large variety of behaviors can be
formulated mathematically. To learn about systems, we must
take into account all involved variables and entities. Although,
their dynamics reveals a complex formulation involved by
these variables, the corresponding equations are unable to
provide accurate results due to the increasing complexity of
data.

The M&S is based on an experimental frame. The likeness
between experimentation and M&S was the essence of this
twinning [1], [2] offering the possibility of predicting the be-
havior of complex systems. Various approaches were defined
to handle the two steps of M&S, depending on time-driven or
event-driven.

In the application domain, due to the important damages
caused by fire, governments employed the necessary humans
and resources to limit these damages and intervention costs of
firemen. The scientists on their side have provided efforts to
understand and counter at best the forest fires. Consequently,
many models were developed to firemen and decision makers
to train them and define the efficient strategy.

The mathematical model of Rothermal is one of the viable
models for forest fire. It employs a set of continuous variables
interrelated (vegetation fuel, wind speed and direction, humid-
ity, etc.), which influence the direction and speed of the forest
fire spread. However, the Rothermal model is specific to north
America terrains and can not be reused elsewhere.

On the other hand, simulation models are very accessible
and easy to use. We find the two categories time-driven and
event-driven to M&S of forest fire through the decomposition
of forest in the two-dimensional space. The cellular automata
were widely used in this field. The spread of the forest fire
is based on simple rules executed at each time step. Some of
these rules are extracted from the Rothermal model.

In event-driven simulation, Discrete EVent system Specifi-
cation (DEVS) contributed to this field. The DEVS-Fire model
proposed by the authors in [3] combines DEVS formalisms
and Rothermal model and the shown results are very inter-
esting. However, despite the use of a heap-based simulation
engine to load and simulate only active cells at each simulation
cycle and the enhance of neighbor cell ignition process (pre-
schedule model vs. on-time schedule one), the corresponding
models need an important heap memory and CPU time to
execute the behavior of forest fire spread. Consequently, only
a small set of active cells are allowed to be simulated, even
if the authors note that the model is able to simulate wildfire
with large scale.

In order to remedy the lack of such an approach in which
each forest cell is modeled with an DEVS atomic model and
for each active cell a simulator is invoked to produce the
equivalent behavior, we propose to model the whole forest
with a unique DEVS atomic model, which describes the fire
spread like reality. The paper is organized as follows: Section
2 gives a recall on DEVS M&S and Section 3 discusses our
proposal. Section 4 shows the object-oriented design of the
new model of forest fire spread. Finally, we conclude on this
work and we outline the perspectives.

II. DEVS PRINCIPLES

DEVS is one of the popular discrete event formalisms
proposed in 70’s by Zeigler [4]. The DEVS M&S framework
separates clearly modeling concerns from simulation ones.
In fact, DEVS abstract simulator is useful to produce the
behaviors of any model that respects the DEVS definitions.
On the other hand, DEVS models are reused and coupled
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among them to make new DEVS models. Many research and
practicable works were realized around this formalism thanks
to its powerful expressiveness. This formalism has many
extensions: GDEVS [5], Cell-DEVS [6], etc. and applications
in different fields: forest fire spread, workflows, etc.

A. DEVS Atomic Formalism
According to the literature on DEVS [7], the specification

of a discrete event model is a structure, M, given by:
M = (X,S, Y, δint, δext, λ,D), where X is the set of the

external input events, S the set of the sequential states, Y the
set of the output events, δint is the internal transition function
which defines the state changes caused by internal events, δext
is the external transition function which specifies the state
changes due to external events, λ is the output function, and
the function D : S → R+ ∪ ∞ represents the maximum
length or the lifetime of a state. Thus, for a given state s,
D(s) represents the time during which the model will remain
in state s if no external event occurs.

B. DEVS Coupled Formalism
DEVS promotes modular modeling to reduce the

complexity of the system to describe. The DEVS coupled
strucutre allows to formalize the modeled system in a set of
inter-connected and reused components.
MC = (XMC , YMC , DMC ,Md|d∈D, EIC,EOC, IC, Select),
where
• XMC : set of external events.
• YMC : set of output events.
• DMC : set of components names.
• Md: DEVS model named d.
• EIC: External Input Coupling relations.
• EOC: External Output Coupling relations.
• IC: Internal Coupling relations.
• Select: defines a priority between simultaneous events

intended for different components.
This formalism is proved by the closure under coupling

property, which shows that a DEVS coupled model is a DEVS
atomic one. However, the formalism is less useful to describe
large-scale systems like cellular DEVS, etc. Although, it seems
possible at conceptual level, the corresponding computerized
model can not be coded or at least simulated on computer due
to the fact that the simulation needs a large heap memory. In
[8], the authors show that the closure under coupling can be
used to change the DEVS coupled model by its equivalent
DEVS atomic. Consequently, the heap memory is reduced
to the minimum to load the DEVS atomic model and its
simulator, which consists of a root-coordinator and a basic
simulator. However, the authors note that the transformation
from DEVS coupled to atomic is not conducted automatically
and intelligent modeling is recommended. This point consti-
tutes our main goal.

C. DEVS Simulator
The DEVS abstract simulator (see Fig. 1) consists of a

root-coordinator, which manages the simulation time, sub-
coordinators which dispatch messages according to the specific

couplings of the coupled model that attempt to simulate
and basic simulators related to atomic models. Each process
behaves according to the received messages from parent and
child processes.

Fig. 1. DEVS abstract hierarchical simulator.

The classic structure of DEVS simulator is a hierarchical
one, represented as a tree in which at top level is the root
followed by the sub-coordinators created from DEVS coupled
structure; then, at low level there are basic simulators related
directly to the corresponding DEVS atomic models in order
to execute the different functions δint, δext, λ and D. Fig. 1
illustrates this structure and messages transiting from a process
to another.

III. RELATED WORKS

Many scientific works discuss the forest fire spread and
propose models to anticipate the fire direction and calculate its
Rate of Spread (ROS). in [9], Weber noted that three categories
of such models are developed in the literature: statistical
and Markovian models, empirical models like Rothermal and
Albini models and Physical models, which consist on repro-
ducing the forest fire spread characteristics with law rules.
In the third category, the simulation constitutes an efficient
means for M&S of the forest fire behavior. Two paradigms
are very popular: Cellular Automata (CA) and Discrete Event
Simulation (DES). CA are dynamical models in which the
space of cells is a set of states and the time is an integer. The
cells are arranged in a two-dimensional space and their shape
is often square. Applying CA consists on spreading fire from
a burning cell to its neighbors using Moore or von Newman
neighborhood. Some works [10] used hexagonal cells to have
more realistic simulations. In the field of DES, [3], [11], [12]
used DEVS and its extensions Dynamic-Structure DEVS (DS-
DEVS), Cellular DEVS, etc. to model and simulate forest
fire spread. The main parameter in such models is the ROS,
which allows computing delays (times) to ignite neighbor cells
according to several cell parameters (fuel, slope, etc.) and
weather.

As an example, DEVS-Fire [3] allows to model and simulate
the spread and suppression of fire. It consists of three models:
Rothermal model to compute the ROS according to natural
parameters (wind, terrain, etc.), firefighting model to manage
and execute the planned strategy to suppress fire and the
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forest fire spread model, which ignites unburned cells and
deletes burned ones or saved ones by firemen. The last model
is a DEVS coupled one, which describes the state of the
forest. It decomposes the forest into equal limited cells (areas)
according to two-dimensional space. Each cell is a DEVS
atomic model, which has eight neighbors (except those situated
on the boundaries) and all together form the forest. Each cell
influences its neighbors with events sent out and received via
ports, so an external modular coupling is involved. In order to
enhance DEVS-Fire performances, DS-DEVS is used to create
and delete cells dynamically. This adjustment is motivated by
the fact that only a few number of cells are active during the
simulation of fire spread. Consequently, for each simulation
cycle useless messages like igniting passive cells (burned and
noninflammable) cells are ignored and a reduced heap memory
is allocated only for active active cells; passive cells will not
be loaded. This main advantage is loosen when an important
number of cells are active for a simulation cycle (for more
details see [13], [14]).

The implementation of the DEVS cellular space of DEVS-
Fire following the previous description is known under the
modular approach in [15] and OnTime Schedule model in
[3]. The alternative implementation to the modular approach
is the partial-modular one [15] (pre Schedule model [3]). In
this implementation, the number of simulation cycles to ignite
neighbors of a burning cells is not eight cycles but only one
due to the fact that the burning cell sends out the delays
for which neighbors should ignite and not the event ignite.
Consequently, less messages are exchanged between cells and
simulation execution time is reduced.

However, these implementations are heavy by designing
forest cells with identical DEVS atomic models to get on
memory the cell state and to ignite neighbors on time or by
pre scheduling. In the next section, we propose a new model
for the forest fire spread based on DEVS.

IV. NEW DEVS MODEL FOR THE FOREST FIRE SPREAD

Designing each forest cell in DEVS-Fire with an atomic
model has the advantage that the approach remains modular.
Consequently, cells could be coupled with other DEVS mod-
els. However, the use of external couplings via DEVS coupled
leads to a large structure of simulation for cells which have the
same behaviors. Although, the model is based on a dynamic
structure in which only active cells are simulated; the model
is limited to simulate a small set of active cells at the same
time in order not to overload the heap memory and not to
spend time on creating and deleting active and passive cells
respectively in case of a large set of active cells.

A. Our Proposal

In our modeling of the forest fire spread, we model the
whole forest decomposed into cells with a unique DEVS
atomic model. Each cell is a state variable of this model,
holds a DEVS behavior and communicates with its neighbors
through an internal couplings. In fact, the communication
between cells is done directly inside the model, except events

which influence the outside of model. We can model the
natural parameters that influence the forest fire spread with
other DEVS models coupled with the forest cell model or
sensors which keep values from the real world or estimated
by the user to update the simulation parameters.

The literature distinguishes three classes of parameters
which set the ROS: vegetation type (caloric content, density,
etc.); fuel properties (vegetation) and environmental parame-
ters (wind speed, humidity and slope, etc.). The flaming fire
evolves mainly according to the direction of the wind, its
velocity and the relative humidity. The present model uses
two relevant baseline parameters: wind velocity and relative
humidity. The humidity influences the wild-land fire behavior
by increasing the risk factor. Low relative humidity is an
indicator of high fire danger. A dry and powerful wind,
associated with a dry ground, enormously increase the fire
spread.

Firstly, we identify two main categories of cells:
1) Nonflammable cell: can be a road, a surface of water or

just an empty surface. It is designed with a static model.
2) Inflammable cell: is each area from the forest that is

sensible to fire. According to its natural parameters and
when the event ignite occurs in the corresponding area,
the cell transients from the initial state unburned to
burning to represent consuming fire; after some duration
estimated from natural parameters, the cell goes to state
ember to show the fact that small glowing piece of coal
or wood in dying fire. Then, the cell reaches the state
burned, which is the final combustion process. At this
stage, the nonvolatile products and residue were formed
when matter is burned (see Fig. 2).

Fig. 2. DEVS behavior for inflammable cell.

Note that the difficulty of this model is the estimation of α
and β the lifetime of burning and ember states respectively.
In our case, they are functions of wind velocity, humidity, and
fuel area.

Other categories could be described, such as areas with
risks (houses, plants, etc.) and introduced them into our model.
Therefore, we should first describe the behavior of such areas
with DEVS and then, we plug them inside the forest cell
model.

B. Formal Model of the Forest Fire Spread

The model of the forest fire spread that we propose is a
DEVS atomic model, which collapses all cells inside one
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model to model forests with large scale and to enhance
simulation performances. It is described as follows:
ForestF ireSpread = (X,Y, S, δext, δint, λ,D)

X = {(ignite, list), (wind, velocity), (humidity, value)}
list: the list of cells to ignite initially.
Y = Ø. There is no output event to send out.
S = Cell ×Wind×Humidity × Fuel
Cell is the set of cell areas represented in the two-

dimensional space. Each cell is identified by its position (line,
column) and typed according to two categories nonflammable
and inflammable mentioned above. Each cell keeps its cur-
rent state and according to external and internal events state
changes will occur to update the state of the concerning cell.
Note that each cell has eight neighbors except those situated
on the boundaries. Wind is a global parameter. We assume
that the wind is uniform for all cells. It can be supposed as
a constant or change over time. Wind is described with two
parameters direction(degree) and speed(km/h). We choose
this description to avoid the linguistic description for wind
direction (from north, south, etc.) and to get an exact value.
Humidity is also a global parameter that we suppose uniform
for all cells. Fuel is specific to each cell. It is used to compute
the times of burning and ember of the corresponding cell.

The functions δext(), δint() and D() are shown in Fig. 3.

δext(s, e,x)
c, c´, ca : Cell
if (x = ignite){

for each c ∈ ignitelist
sc = δext (sc, e, ignite)

}
if(x = Wind)

update Wind
if (x = Humidity)

update Humidity
recompute the lifetime for each active cell c

δint(s)
for each c ∈ Cell{

if (lifetime(c) = lifetime(Cell)){
if (burning(sc))

for each c´ ∈ neighbor(c)
sc′ = δext(sc′ , lifetime(Cell), ignite)

sc = δint(sc)
}
else

lifetime(c) = lifetime(c) - lifetime(Cell)
}

lifetime(s)
return min {lifetime(c) | c ∈ Cell}

Fig. 3. DEVS atomic model of forest fire spread

In this model, we assume there is a direct communication
between neighbor cells to exchange the events ignite. With
a modular modeling, when a cell ignites its neighbors (see
Fig. 4), it makes an internal state change to compute the output
through the function λ(), which sends out the event ignite for
all neighbors. Then, the execution of δext() of each neighbor

puts fire in those cells. In our non-modular modeling, when a
cell tries to ignite its neighbors through the autonomous state
change, the internal function δint() calls to δext() of each
neighbor cell to ignite it. Such a communication optimizes
the M&S structure and decreases the number of exchanged
messages between cells.

(a) time = t u.t (units of time) (b) time = t + α u.t

Fig. 4. Spreading of fire in the two dimensional plan using Moore neighbor-
hood.

1) Identification of Ignitable Neighbor Cells: knowing that
the wind direction impacts the spread fire and effectively not
all neighbor cells are ignited when some cells burn, we develop
a specific function to compute the potential neighbor cells
which will be ignited. In fact, from aerial view, the spread fire
takes the form of an ellipse according to the wind direction.
Consequently, a burning cell does not necessarily ignite its
eight neighbors necessarily but only some of them for a point
of time. We can remark a neighbor situated in the same wind
direction will be ignited unavoidably. However, a neighbor in
the opposite wind direction will have less chance to be ignited.
So, we can admit that the fire spread in neighbor cells follows
a sigmoid curve according to the neighbor position and wind
velocity (see Fig. 5).

Fig. 5. Neighboring curve according to wind direction and cell position.

2) Forest Mapping: In our approach, the fire is spread on
the forest map that the user chooses or defines graphically.
This map defines the cell positions and fuels. Each cell has
a fuel constant that the user attributes. A zero fuel for a cell
means that the cell is nonflammable. However, a non-zero fuel
for a cell means that the cell is inflammable; consequently, the
corresponding cell behaves according to the DEVS model in
Fig. 6.
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Fig. 6. Forest map with a river.

On this map, the user can identify cells with high risks to
compute the reaching time to such cells, using the simulation
of the forest fire spread.

C. Simulation of the Proposed Model

In DEVS, the simulation mechanism is well formalized. The
structure is made from the model to simulate. So, according
to the size of the model to simulate, a computation of the
needed heap memory could be estimated. In order to simulate
our forest fire spread model, only a basic simulator and a
connected root manager are needed to make simulations (see
Fig. 7); so, a small size of heap memory is useful to simulate
the proposed model.

Fig. 7. DEVS simulation structure for non-modular (atomic) model.

The root can interact with user data to update the data of the
model to simulate. The user can pause the simulation and then
modify any parameter of the model: map data, wind direction
and speed or put the fire in inflammable cells. Then, the user
re-runs the simulation at the paused time with the new data.

V. DESIGN AND IMPLEMENTATION OF THE PROPOSED
MODEL

We design the proposed forest fire spread model in the
object-oriented paradigm (see Fig. 8). Each cell is designed
with a class which holds the corresponding behavior. The
different cells are designed into classes NFlammable and

Inflammable to implement the two cell categories non-
flammable and inflammable, respectively. The uniform vari-
ables Wind and Humidity are sharable among all cell
classes.

Fig. 8. Class diagram of the forest fire spread model.

This static structure could be replaced by a dynamic one
in which we define two lists to hold active and passive cells
separately. The active cell list holds cells for which the current
state is active and the passive cell list holds cells for which
the current state is passive. Thus, a cell migrates from a list
to the other according to the cell lifetime. At the end, these
lists avoid to visit all cells, i.e., to browse all the cell space
to execute the internal state change δint(s) and computes the
lifetime of current state of the model only from the active
cells. Consequently, the run-time of the function lifetime(s)
will be reduced.

This design is extensible, it can integrate new cell cate-
gories with specific behaviors. The designer extends the class
Cell and describes the DEVS behavior of the new cell
class by implementing the interface DEVSModel. The class
Forest instanciates cell objects according to the saved map
description. The Forest object is a DEVS atomic model
that will interact with the simulator to produce behavior. Note
that the structure of this object is static, i.e., cell instances
created first will remain until the end of the simulation. In
addition, the class Forest notifies the graphical user class
ForestFrame about the state changes occurring in cell
objects in order to visualize the spread of fire on the chosen
map.

The simulation core jDEVSPattern is developed according
to the design proposed in [16] using DEVS simulation al-
gorithms [7] and Java language. Often, the use of standard
DEVS simulators certified by the community are well-suitable
like DEVSJava, CD++, etc., for which many applications were
modeled and simulated with success. However, we privilege
this simulator for the following reasons:

1) the design of the simulator is based on software en-
gineering design patterns. So, the software simulation
reuses existing, approved and well-known solutions.

2) the validation of the simulator through the simulation of
complex systems.
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Fig. 9 shows the simulation of fire spread on the chosen
map seen on Fig. 6 at the end stage.

Fig. 9. Simulation of forest fire spread for a specific scenario.

In the above figure, we can note that zones enclosed by the
river are still unburned due to the fact that the fire can not
cross water area.

VI. SIMULATION RESULTS AND COMPARATIVE STUDY

A. Simulation of the forest fire spread model

In order to experiment the proposed model for the forest
fire spread and analyze the fire evolution, we execute two
simulations with the same kind of vegetation and different
wind speed. The wind direction is supposed blowing from
north to south (0◦). The forest square is 25 km2 designed with
cell space 1000x1000 cells and cell size 5mx5m. The simula-
tions are conducted on a personal computer with the following
characteristics: Windows XP professional, Intel Core(TM) 2
Duo CPU 3.0 GHz and 1.97 GB of RAM. The lifetime of
states burning and ember are estimated from a well-known
rule of firemen from the Mediterranean forests. They estimate
the ROS as 3% from wind speed. Consequently, for the two
expected scenarios in which the wind speeds are 3 km/h and
10 km/h, we deduce the following values of ROS: 0.025 m/s
and 0.083 m/s, respectively. Note that for the two scenarios
we ignite the cell situated in the middle (cell(500,500)).

In Fig. 10, we show the spread of forest fire at two stages
(1 hour and 3 hour) after event ignite. We can see clearly in
scenario 1 that the fire spreads slowly in case of a calm wind;
comparing to the scenario 2 in which the fire spreads quickly
causing an important burned area greater than in scenario 1.
In addition, the shape of fire in scenario 1 is a circle, lightly
flat from north side due to the fact that the wind blocks the
fire spread in north direction. In scenario 2, the shape of fire
has an ellipse one, with an oriented cone to south. In fact, this
cone is driven by the wind direction and its form (pointed or
large) depends on the wind speed.

The propagation rules of fire, that we use in the proposed
model, are different from Rothermal rules, and developed by

(a) time = 1 hour (b) time = 3 hour

(c) time = 1 hour (d) time = 3 hour

Fig. 10. Fire spread on GUI ForestFrame.

using our own skills. Unfortunately, it is difficult to validate
the forest fire spread model due to the lack of real data. An
issue, that we will explore, consists in using fuzzy logic to
well estimate the ROS according to firemen knowledge, and
to make easier the validation process.

B. Performance analysis

To analyze the time execution (second s) and resource allo-
cation (mega-byte MB) of our model, we re-conduct the sce-
nario 1 in which the simulation continues until there is no cell
to ignite and all burning cells change state to unburned using
different cell spaces 100x100, 200x200, 500x500, 1000x1000
and 2000x2000 cells. The cell (0, 0) is ignited initially.

TABLE I
EXECUTION TIME OF NON-, PARTIAL- AND MODULAR MODELS

Exec. Time (s) 100x100 200x200 500x500 1000x1000 2000x2000

non-modular 0.1 0.3 4.2 26.1 194.4

partial-modular 36.2 232.2 288.2 282.8 -

modular 154.6 1088.2 1320.5 1337.6 -

From Table I, we see that simulation of cell space size
less than 1000x1000 cells, the execution time takes some
few milliseconds. The enhanced simulation structure and the
optimized model avoid sending out and receiving messages
through ports and exchanged between the simulators and the
coordinator to ignite the neighbor cells. This fact, leads to a
minimum time CPU to execute the fire spread behavior. How-
ever, for the cell space size more than 1500x1500 cells, the
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execution time of the corresponding simulation is important
(few seconds).

Comparing the execution times of partial-modular and mod-
ular approaches that were carried out on a laptop Toshiba
with Intel Celeron 1.6 GHz CPU, 1.2 GB of heap memory
and Windows XP operating system using DEVSJava version
3.0 and end simulation at tn = 11 hours (the given results
are extracted from [15]), our approach is still very efficient,
although our simulations are carried out on personal computer
well-equipped (Intel Core(TM) 2 Duo CPU 3.0). In fact,
the design of our model, which is based on a non-modular
approach and in which cells are modeled with state variables,
makes the main difference with the approaches that design
cells with atomic models.

The simulation of our model uses a small size of heap
memory, which increases essentially according to the size
of cell space (cell space with 1000x1000 cells consumes 44
MB). A dynamic structure could be used to design the cell
space instead of a static one by keeping temporary in memory
only active cells, in order to optimize the computations and to
manage efficiently the heap memory.

VII. CONCLUSION

In this paper, we privileged the non-modular approach to
model the forest fire spread using DEVS instead of partial-
modular and modular ones; so, we avoid in our modeling
the classical rule that consists on designing each cell with
an atomic model and we decide to incorporate it as a state
variable of the forest fire spread model. Note that this model
is designed using the object-oriented paradigm, which allows
to design this state variable with an object instance.

The simulation of the proposed model gives correct results
by analyzing the simple conducted scenarios. On the other
hand, simulation performances (execution time and heap mem-
ory) are more advantageous than those given by the modular
and partial-modular implementations of DEVS-Fire. In the
near future, we will compare our non-modular model with
other forest fire spread models and real fire cases in order to
validate the given results. The main difficulty will consist in
reproducing real fires for which it is difficult to collect accurate
data (fuels, landscape, wind direction, and wind speed) [17].

Currently, we are working to introduce fuzzy logic rules
of terrain (slope and aspect), weather and vegetation to im-
prove the computation of the ROS parameter which influences
mainly the behavior of fire and to solve the problem of
accurate data for modeling the input data of the simulation.
This will give more significant results and insights to firemen.
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Abstract—This article is in the context of real-time embedded
systems domain. These critical systems require an important
effort in validation and verification that can be done at many
abstraction levels, from high-level application model to the actual
binary code using an accurate model of the processor. As the
development of a handwritten simulator of a processor at a
cycle accurate level is a difficult and tedious work, we use
HARMLESS, a hardware description language that can generate
both a functional and a cycle accurate simulators. The latter gives
a temporal information of the simulation execution, but at the
cost of a heavy computation overhead. This paper applies the
compiled simulation principles to a cycle accurate simulator. It
shows that this simulation mechanism can reduce computation
time up to 45%, preserving timing information.

Keywords—Cycle Accurate Simulation; interpreted simulation;
compiled simulation; HADL

I. INTRODUCTION
Verification of a real-time application is a huge and difficult

problem. It must be led throughout the development cycle
on functional and extra-functional aspects (temporal aspects,
safety, etc.). Our work takes place in the last stages of the
development process, when the actual binary code of the
application is available, just before the final test on the real
target.

A simulation scheme should be chosen according to the
studied field, pursued objectives, and the abstraction level
required. The lower is the abstraction level, the higher is
the simulator complexity. For hardware simulation, the im-
plementation is complex, time consuming, and errors are
difficult to avoid. To alleviate this complexity, a Hardware
Architecture Description Language (HADL) may be used.
With such a language, the complexity remains partly hidden.
For the work presented herein, HARMLESS [1] has been used
to build the simulators. The HARMLESS compiler can generate
both functional simulators, i.e., Instruction Set Simulator (ISS),
and temporal simulators, i.e., Cycle Accurate Simulator (CAS)
from a common description. We consider here especially CAS,
as timings of the application should be taken into account for
real-time systems.

A CAS simulator requires much more computation time
than an ISS. In [1], the CAS is about 7 times slower than
the functional one on a simple PowerPC processor with a 5-
stages pipeline. So, CAS related computation has room for
improvement. Here, we propose to explore a technique to
improve the speed of CAS, which is a compiled simulation
for CAS.

The paper is organized as follows: Section II presents
the related works; Sections III and IV explain the current
model of interpreted simulation and the new approach using
the compiled simulation; Section V evaluates the model size
and Section VI presents some results on a set of benchmarks;
Section VII concludes this paper.

II. RELATED WORKS
Many HADLs have been proposed in the literature. Some

of these HADLs only focus on the functional aspects of the
instruction set they describe. So, the associated toolset is only
able to generate an ISS. nML [2] and ISDL [3] are examples
of this kind of HADLs. Other HADLs add a micro-architecture
description from which a temporal behavior is constructed. For
instance, LISA [4], MADL [5] and HARMLESS [6], [7] have
the ability to generate an ISS and a CAS.

An interpreted simulator simulates the execution of a
binary executable by doing the same steps as the hardware
it simulates. So, for each binary instruction an ISS does
the following steps: instruction fetch, instruction decode, and
instruction execution. In addition, a CAS computes instruc-
tions dependencies, controls concurrent accesses to the buses,
register files, and generally any computing resource of the
architecture.

A compiled simulator is customized to execute a particular
binary executable. Knowing the binary executable at the com-
pilation stage, it allows to remove from the execution stage all
the tasks that depend on the executed instruction only. As a
result, a compiled simulator exhibits better performance than
an interpreted one, but it has a longer compilation time. Since
compilation is done less times than execution, classically one
compilation for several executions, a compiled simulator offers
a global gain of time. However, a compiled simulator is less
flexible because it is attached to a particular program: if the
user wishes to simulate another program, he needs to compile
again.

For an ISS, compiled simulation consists in Binary Transla-
tion (BT) ([8] or [9]). First, the binary executable one wants to
simulate is translated to a native binary of the host simulation
platform. Then, the native binary is executed on the host
simulation platform.

For a CAS, few methods exist for compiled simulator
generation. The technique of BT cannot easily be adapted to
CAS, but solutions exist [10], coupling interpreted parts and
translated parts. We also find statistic approaches, called Cycle
Approximate Simulator, based on the sampling of instructions
[11]. However, it is not exactly equivalent to a CAS, because
of errors margin.

To the best of our knowledge, the technique of compiled
simulation has not yet been employed to speed CAS up,
because of the restrictions it implies: it is difficult to determine
statically the evolution of the micro-architecture. However, this
is the main contribution of the paper.

III. INTERPRETED SIMULATION MODEL
The contribution of the compiled simulation must be as-

sessed in comparison with the associated interpreted approach.
In this section, we present the interpreted model of the Cycle
Accurate HARMLESS-based simulator [1], that is the base of
our ComCAS model.
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In the interpreted model, instructions of the application
code are decoded and executed during the simulation. The
model of a cycle accurate processor includes the instruction
set and the memory model for functional execution and all the
micro-architecture related parts that alter timings, as presented
in the development chain in Figure 1.

Memory
model

Micro-architecture
model

Instruction Set
model

Compiler CAS CAS

Scenario

Results

Program

Fig. 1. The development of a CAS requires the modeling of the instruction
set, the memory and the micro-architecture

One important micro-architecture unit is the processor
pipeline: it has an influence on timings of the processor and
this is the most expensive in computation time. Ideally, each
instruction in each pipeline stage progresses to the next stage
at each processor cycle. Actually, an instruction can be blocked
in a pipeline stage because of hazards. Hazards are classified
into three categories [12]: structural hazards are the result of
a lack of hardware resources; data hazards are caused by
data dependencies between instructions (for example between
stages W and D in Figure 2); and control hazards, which
occur when a branch is taken in the program (one or more
instructions that just follow the branch according to the branch
delay that should be flushed). When a hazard is encountered,
it is solved by stopping a part or all parts of the pipeline. This
is called a pipeline stall.

Sequential pipelines are considered in this paper (i.e., there
are neither pipelines working in parallel, nor forking pipelines).
The pipeline behavior is modeled in HARMLESS using an
automaton, where a state represents the pipeline state at a
particular time (see Figure 2).

In [1], the authors use the model of finite automata, because
the system can be considered as a discrete transition system,
a transition being taken at each cycle, as in Figure 2. The
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Fig. 2. A state of the automaton represents the state of the pipeline at a given
time. Here, the pipeline has 4 stages. F: instruction is fetched, D: instruction
is decoded and registers are read, E: instruction is executed, and W: the result
is written into a register.

contribution of this paper is based on this definition. A state
represents the system in a particular cycle. A state is defined
by:
• which instruction is in each stage of the pipeline;
• the state of internal resources.
Internal resources are elements of the micro-architecture

that are used only by the pipeline. Their availability allows or

not the progression of an instruction in the pipeline. Stages of
the pipeline themselves are considered as internal resources.

Instructions that use the same resources in the same
pipeline stage are grouped together to form instruction classes.
This is the case for instance for arithmetic instructions that
read two registers, make a calculation, and write the result
into a third register. Since internal resources depend only on
the instruction class and on the pipeline stage, they are not
needed at run time.

As a result, a transition represents a discrete event that
brings the system from a state to another. It is determined by
the state of external resources and the next instruction class
that enters the first stage of the pipeline.

External resources are elements that are not used only
by the pipeline, i.e., their state is defined in other micro-
architecture parts such as memory caches. The availability of
these external resources has an influence on the evolution of
instructions in the pipeline, too. Moreover, as they are external
of the pipeline model, their availability is determined during
the execution.

The content of states is abstracted, and information re-
quired for the simulation is gathered on transitions. For this
reason, transitions are labeled with notifications (signaling if
a particular event happens or not).

We can now formalize the model. Let AI be an automaton
defined by {S, s0, ER, IC,N, T}, where:
• S is the set of states;
• s0 is the initial state (empty pipeline) in S;
• ER is the first alphabet of actions (external resources);
• IC is the second alphabet of actions (instruction

classes);
• N is the alphabet of labels (notifications);
• T is the transition function in S×ER× IC×N ×S.

[____] [b___] [bb__]

[abb_]

0:b(0)

0:
a(
0)

1:
a(
0)

1:b(0)

0:b(1)

0:
a(
1)

1:
a(
1)

1:b(1)

0:
a(
0)

1:
a(
0)

0:b(0)

1:b(0)

...

...

...

...

Fig. 3. Automaton in interpreted simulation: 0:b(1) means that the external
resource is free (0), that the instruction b may enter the pipeline and that the
notification happens (1)

In the example of Figure 3, the notation [b_a_] represents
the state of the 4-stages pipeline: it means that instruction
of class b is in the first stage and instruction of class a is
in the third stage. There are no other instruction classes for
readability. We have only one notification that represents the
entry of an instruction in the second stage of the pipeline.
There is one external resource. The instruction class b needs
to take the external resource to enter the pipeline.

During the simulation, both the state of external resources
and the instruction class of the next instruction that will enter
the pipeline are required to determine the next state of the
automaton. When a transition is taken, notifications related to
the transition are given to the simulation engine to interact
with other micro-architectural parts.
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IV. COMCAS MODEL
In this section, we adapt the interpreted model to be a

compiled one: the ComCAS model.
The compiled simulation differs from the interpreted sim-

ulation in the repartition of tasks between compilation and
execution. We recall that, in our case, the task is the analysis
of the program. An interpreted simulator analyzes the program
during the execution. A compiled simulator analyzes the
program during the compilation.

Because of this change, the compiled simulation has a
faster execution than the interpreted simulation. However,
the compiled simulation has a longer compilation time than
the interpreted simulation. This is not necessarily a problem:
usually, the compilation is done only once, while the execution
is performed several times.

A compiled simulation is run for a special architecture
and for a special program. Consequently, the simulator is less
flexible, attached to a particular program. If the need is to
simulate several programs, the interpreted simulation will be
more efficient. But, if the need is to simulate only one program
with different scenarios, the compiled simulation will be more
efficient.

In Figure 1 and Figure 4, we can see the difference between
the development chain of the interpreted simulation and the
compiled simulation, respectively. We notice especially that
for the interpreted simulation the program is at the end of
the development chain and at the beginning for the compiled
simulation.

Memory
model

Micro-architecture
model

Instruction Set
model

Program

Compiler ComCAS ComCAS

Scenario

Results

Fig. 4. The development of a compiled CAS requires to move the program
analysis in the compilation

To transform the interpreted model into a compiled model,
we need to add some information about the program. We first
need its memory mapping, i.e., the location of each instruction
in memory, the corresponding Program Counter (PC) and the
stack of called function (a stack of PC, in order to return to
previous functions). Then, the determination of our system is
given by:
• which instruction is in each stage of the pipeline;
• the state of internal resources;
• the position in the program (the Program Counter);
• and the stack of called functions.
With this model, instructions become labels on the au-

tomaton and no more actions are needed. Indeed, we only
determine the evolution of the system with external resources
and instructions become an information we get out of this
run. However, it cannot be reduced to a simple notification (a
boolean information), so we add the PC on the transition label.

We can formalize our ComCAS model as it follows.
Let AC be an automaton defined by {S, s0, ER, I,N, T},

where:
• S is the set of states;

• s0 is the initial state (empty pipeline, initial PC, empty
stack) in S;

• ER is the alphabet of actions (external resources);
• I is an alphabet of labels (instructions);
• N is an other alphabet of labels (notifications);
• T is the transition function in S ×ER× I ×N × S.
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Fig. 5. Automaton in compiled simulation: 10:pc1(0) means that the first
external resource is free and the second taken (10), that the instruction with
PC pc1 enters the pipeline and that the notification does not happen (0)

In the example from Figure 5, we have only one notification
that represents the entry of an instruction in the second stage of
the pipeline. There are two external resources. The instruction
b, with PC pc2, needs to take the second external resource to
enter the pipeline.

The management of branches uses a specific external
resource. If this resource is taken, the branch is taken and
conversely. The use of an external resource is mandatory
because in the general case, the branch target can only be
computed at runtime. During the simulation, we can detect
if a branch is taken and define dynamically the value of this
resource. In order to represent the latency of the branching,
according to the branching policy, another specific external
resource could be employed to model control hazards. If the
micro-architecture uses a branch predictor, the simulator would
emulate this branch predictor and define dynamically the value
of the corresponding external resource. While the resource is
defined to be taken, the instruction that follows could not enter
the pipeline.

An example is given in Figure 6. The first external resource
represents the branch management (used in this case for the
branch b to pc3). If it is taken, then the model goes to the
target PC (pc3), else it goes to the next PC (pc1). The second
resource represents the branching latency. As long as it is
taken, no instruction can enter the pipeline.
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Fig. 6. The second external resource specifies if a branch (like b) is taken or
not. The first external resource is used to model branching latency (delaying
in this case the entry of instruction e in the pipeline).
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The compiled simulation needs to compute statically the
control flow of the program, in order to model it during the
compilation. In the case of indirect branches or code self-
modifying, this computation is impossible unless we execute
the different scenarios of the program. This is the main
restriction of our model. Without the possibility to determine
statically the target of indirect branches, the solution is to
plan the different possibilities. Unfortunately, it leads to a
considerable increase of the automaton’s size.

Indirect branches are unavoidable if we want to model
functions calls, because of RETURN instructions. This specific
problem is solved with a PC stack that is added in states.
The stack in states allows to memorize original PC when a
CALL instruction is executed. When a RETURN instruction is
executed, this stack allows to determine the target PC of the
branch, during the compilation.

The process is the following: when a CALL instruction
enters the pipeline, we push the next PC onto the stack, and
we branch to the target PC. When a RETURN instruction enters
the pipeline, we pop a PC from the stack, and we branch on
it. An example is given in Figure 7.

pipeline
pccall
[]

pipeline
pcf

[PCcall+4]

pipeline
pcret

[pccall+4]

pipeline
pccall+4

[]

Fig. 7. A CALL function pushes the original PC onto the stack, and a
RETURN function pops the PC from the stack

The main advantage of the compiled simulation is to move
a computation part from the runtime to the compile time. This
is the case for data hazards that are handled in the interpreted
simulator using an external resource. This is a costly task that
could be solved at compile time in ComCAS: the instructions
in the pipeline are known, so we can determine all the registers
that are read and written statically.

V. VALUATION OF THE NUMBER OF STATES
In order to give an idea of the complexity of ComCAS

model, we propose to evaluate the number of states.
A state is composed of the pipeline state, the PC corre-

sponding to the last instruction read and the stack of called
functions. In a first step, we will consider there is no stack
in states, and we will add this feature afterwards. The global
method consists in counting pipeline states for a given PC.
We find three different situations in the control flow: linear
configuration, beginning of the program and branching con-
figuration.

In a linear configuration, for a given PC, one past exists.
Consequently, the state of the pipeline is only determined by
pipeline stalls. The problem is reduced to a combinatory one:
if s is the number of stages, we count Ck

s (k among s) possible
pipeline states with k instructions inside (k ∈ [0; s]). Thus, the
total number of pipeline states is

∑s
k=0 C

k
s .

If the PC points at the beginning of the program, pcn with
n < s, it is impossible to put more than n instructions in
the pipeline. So, in this case, the previous value is truncated
to

∑n
k=0 C

k
s . To simplify computation, from now on, we use

fs : n→
∑n

k=0 C
k
s . And we know that fs(s) = 2s.

At this step of our computation, we can valuate the number
of states in a perfect linear program (with no branch). Let i
be the number of instructions. The first s instructions are in

the second case (beginning of the program), and others i − s
instructions are in the first case (endless linear configuration).
It gives:

∑s−1
k=0 fs(k) + (i− s).2s.

This value is a maximum, and it is reached if every pipeline
states is explored. It is the case when an external resource
manages the entry of instructions in the first stage (bus access
or cache miss), allowing all stalls arrangements.

The number of pipeline states is larger if we include
branches in the control flow. Let us consider the case in Figure
8, with k < s. In this situation, if we put j instructions
in the pipeline with j ≤ k, the branch is not visible in the
pipeline. Thus, we remain in the same previous situation: Cj

s
pipeline states. But, if we put j instructions in the pipeline
with j > k, then for each pipeline stalls arrangement two
pipeline states exist, with two different pasts. So, we count
2.Cj

s pipeline states. The total number of pipeline states is∑k
j=0 C

j
s +

∑s
j=k+1 2.C

j
s It is equivalent with 2s+1 − fs(k).

pcn−k−1pc′
n−k−1

pcn−k

pcn−1

pcn

Fig. 8. A branch configuration in the control flow. If k < s then in PC pcn
the pipeline can remember two pasts.

For one branch situation, we have k varying in [0; s− 1].
Let b be the number of branch targets. So, the total number of
states becomes:

s−1∑
k=0

fs(k) + (i− s− s.b).2s + b.(s.2s+1 −
s−1∑
k=0

fs(k)) (1)

It is equivalent to:

(1− b).

s−1∑
k=0

fs(k) + (i− (1− b).s).2s (2)

The expression is valid if branch configuration is the same
as the one we give in Figure 8. It means that two conditions
arrise:
• branch targets are separated by more than s instruc-

tions;
• no branch is less than s instructions after a branch

target.
In fact, we can confirm that the first condition does not degrade
our valuation. The second condition is more important and
precludes too small loops.

The analysis of our valuation reveals that the number of
states is linear with the number of instructions, and exponential
with the number of stages. We can compare the expression
with the number of states in interpreted simulation: (ic+ 1)s,
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which is more exponential considering s, ic being the number
of instruction classes.

In our valuation, we have not yet considered the use of PC
stack in states. We can see in Figure 9 the effect on the control
flow of the add of PC stacks.

pccall

pccall + 4

pc
call′

pc
call′ + 4

pcf

pcret

pccall[]

pccall + 4[]

pc
call′ []

pc
call′ + 4[]

pcf [pccall + 4]

pcret[pccall + 4]

pcf [pc
call′ + 4]

pcret[pccall′ + 4]

Fig. 9. Stack consideration consists in an inline in the control flow. These
two automata are equivalent.

It can be regarded as inlining: functions’ code is duplicated.
If we consider this new control flow, our reasoning is the same.
Let us call i′ the number of couple of instruction and PC stack,
and b′ the new number of branch targets. Thus, the number of
states simply becomes:

(1− b′).

s−1∑
k=0

fs(k) + (i′ − (1− b′).s).2s (3)

The influence of this inlining is very dependent on the code
(see Table I). For example, we observe that programs using
software floating point numbers increase significantly the size
of the automaton, and make difficult the construction of the
model.

VI. TESTS AND PERFORMANCE
In this section, we present experimental results about

performance of ComCAS model in comparison with the in-
terpreted simulation.

The architecture simulated in these tests is similar to
a PowerPC 5516 from Freescale, with a e200z1 core. The
pipeline has been resized from 4 to 5 to increase the size
of the model. We ran the benchmarks of Mälardalen [13].
Simulations are made with an Intel Core i7@3,4Ghz computer.
We execute 50 000 times each program.

We give in Table I an illustration of the influence of the
inlining and the number of states, obtained by ComCAS tool.
This allows to confirm that if a function is called once during
the execution, PC stack has no influence on the size of the
model. We note that the number of states is smaller than
the valuation we can compute, because the model does not
explore every pipeline states. With particular external resources
(making every pipeline states possible) we get the same result
than our valuation. To allow a comparison, with the same
configuration the interpreted model gets 1 024 states. Smaller
is the code, smaller is our model.

Figure 10 represents the performance of ComCAS model
in comparison with the interpreted method for the execution
time. In the compiled approach, the generation of the simulator
is more complex, as it requires to generate the ISS, analyze

TABLE I. INFLUENCE OF THE INLINING: i IS THE NUMBER OF
INSTRUCTIONS, b THE NUMBER OF BRANCH TARGETS, i’ THE NUMBER OF

INSTRUCTIONS WITH THE INLINING AND b’ THE NUMBER OF BRANCH
TARGETS WITH THE INLINING

Program i b i’ b’ States
adpcm 2 243 79 3 308 79 75 588
bs 84 4 84 4 2 061
compress 867 40 1 027 43 24 586
cover 145 7 145 7 3 434
crc 322 11 584 19 13 022
duff 88 3 88 3 2 101
expint 185 8 185 8 4 544
fdct 692 3 692 3 14 638
fibcall 58 3 58 3 1 447
fir 144 5 144 5 3 398
insertsort 131 3 131 3 2 961
janne complex 76 6 76 6 1 974
jfdctint 551 4 551 4 11 605
lcdnum 74 4 74 4 1 768
matmult 203 7 274 8 6 844
ndes 1 009 31 1 377 47 32 976
ns 116 8 116 8 2 907
nsichneu 12 511 626 12 511 626 275 322
prime 147 8 268 9 6 706

the program (using the ISS) and build the simulator. This time
consuming compilation step is largely counterbalanced by a
faster execution time, which is done several times.

10 20 30 40 50 60

bs

compress

cover

duff

expint

fdct

fibcall

insertsort

janne complex

jfdctint

lcdnum

ns

prime

Fig. 10. Comparison of execution time in seconds for 50 000 executions.
Gray is for interpreted simulation, and black is for compiled simulation.

The main impact of our model comes from the ability
to manage analysis tasks when compiling. In particular, the
treatment of the data dependency control in the compilation
phase has been implemented in ComCAS. It reduces the
execution time by 45,1% on average as we can see on Figure
10, and up to 49,5% with prime benchmark. This significant
benefit shows the interest for the compiled simulation for the
validation of real-time embedded systems.

VII. CONCLUSION
In this paper, we have discussed the different techniques

to implement high speed Cycle Accurate Simulator. We have
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developed a model to adapt the compiled simulation approach
to Cycle Accurate Simulator and implement it in the ComCAS
tool. We have studied the maximum theoretical size of our
model and compared performance of our model with the
associated interpreted method. These results show that the
computation time is reduced by 45% in comparison with the
interpreted simulator.

Compiled simulation is efficient because it allows to re-
move some analysis tasks from the execution step. Even if this
technique does not currently handle indirect branches, function
calls are taken into consideration to simulate a major part of
embedded systems programs.

Future work aims at improving the efficiency of the Com-
CAS model by using macro-instructions. A macro-instruction
gathers the behavior and the timing of a set of successive
instructions provided there is no external resource used by
these instructions. However, an external resource attached to
the fetch stage is needed and precludes the construction of
macro-instructions. The solution could be to take the cache
behavior into account to remove this external resource. With
this improvement, the size of the automaton would be reduced
and the performance of the simulator would be increased.

Another path of improvement would be to use the Com-
CAS model in a Just In Time simulator. In this case, the inter-
preted simulator would reduce the automaton on the fly when
a loop is encountered and would switch its execution to the
reduced automaton to improve performance dynamically. This
could bring a solution for the problem of indirect branches.
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Abstract—The 2-degree guardrail of global warming, together 
with accelerating urbanization and growing scarcity of oil, 
demands a redesign of todays’ sprawling cities in order to limit 
greenhouse gases and bring about efficiently built-up 
structures. In 2001, 42 percent of commuter paths within 
Vienna are traveled by private cars. This week-daily, recurring 
traffic pattern causes tons of Co2 and supports low-density 
housing at urban fringes. In front of this background, we 
employ an agent-based simulation model to evaluate if 
commuters in Vienna who currently use motorized modes 
(especially car-drivers) have options to change to low-carbon 
transport modes (pedestrian, bicyclist, public transport) 
without raising costs of travel time. Using a detailed network, 
the identified present and alternative routes can be displayed 
as edge-, node-, or zonal through-traffic, highlighting 
differences in transport mode usage throughout the city.  

Keywords-commuter traffic simulation; multi modal 
transportation network; sustainable city; agent-based modeling  

I.  INTRODUCTION 
Economic life in cities today stipulates employees 

commuting to their workplace (and back again) at rush 
hours. A commuter is a person who doesn’t work at his/her 
residence, but rather leaves it for their workplace, adopting a 
week-daily spatial-temporal rhythm. The traffic load caused 
by these daily paths, irrespective of transport mode, is called 
commuter traffic. With regard to sustainability aims, 
bicyclist traffic and pedestrian circulation are transport 
modes of zero carbon emission. Public transports’ usage of 
fossil fuel causes greenhouse gases, yet compensates these 
by high rates of passenger occupancy, less overall space for 
infrastructure and hierarchical service line organization. On 
the contrary, automobile transports’ low occupancy rates 
cause extensive energy consumption, high output of toxic 
emissions [1] and long-term effects on land-use allocation 
[2], i.e., urban sprawl. For example, workplace locations tend 
to agglomerate while residential locations tend to spread out 
[3]. Vienna clearly exhibits this pattern, which one of our 
spatial analysis, based on finely grained statistical data 
(2001: Statistics Austria, retrieved: July, 2013) has shown. 
Thus, todays’ patterns of private car commuting are a mirror 
image of cheap oil availability and low restrictions to built-
up densities in past urban planning decisions.  

If the 2-degree guardrail of global warming, agreed upon 
in Cancun 2010 [4], is to be taken seriously, a re-design of 
today’s’ cities, facing accelerating urbanization until 2050, is 
crucial. This re-design has to involve both re-densification 

and reduction of traffic-related emissions, because land use 
and transportation are a closely intertwined system [5]. In 
this paper, however, we focus on evaluating status-quo 
commuters’ possibilities to change to “greener” transport 
modes than they currently use. The reason is that quicker 
adaptation to rising oil prizes [6] can be expected in the 
domain of transport mode choice [3].  

First, we introduce the utilized data and explain the 
motivation of our agent-based simulation model. Next, we 
describe the details of our shortest-path algorithm and 
compare it to existing literature. Finally, we will discuss 
benefits and weak points, unsolved issues and future work.  

II. MODEL DESCRIPTION  

A. Data Description 
In a preliminary study [unpublished], district-wise census 

data (from 2009: Statistics Austria) on commuters who live 
and work in Vienna, distinguished by the transport modes 
pedestrian, bicycle, public transport and private car (2001: 
Statistics Austria, retrieved: July, 2013), were used to build a 
commuter model. Holding modal split equal, commuter 
relations were spread to the level of 281 sub-districts, using 
the weights of employee and workplace distribution, both 
taken from the Viennese Transport Model of the City of 
Vienna [7]. Furthermore, this model provides separate GIS 
transport networks (pedestrian, bicycle, public transport, 
individual transport), each consisting of nodes and directed 
edges. In these, maximum speed limits and metric lengths 
are attributed to the edges (Figure 1). 

 
Figure 1.  Networks of pedestrian circulation and individual 

transportation, for the latter examples of maximum speed are displayed.  
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B. Scientific Background  
This information enables us to calculate basic travel time 

necessary for passing an edge, (travel time = metric length / 
maximum speed), while running the simulation. We use this 
indicator as weight during path finding. This way, we can 
highlight status quos’ advantageous usage of fast lanes and 
highways in individual traffic and research if changes from, 
e.g., this mode to pedestrian circulation bring about either 
travel time rises or travel time savings for a single commuter 
traveling from one zone to another. Travel time is an 
important indicator in transportation science: being a 
function of speed and distance, fast transport modes have 
enlarged travel distance distributions to big amounts because 
time used for mobility is, on average, almost constant since 
years [8]. Thus, rising travel time durations for commuting, 
due to transport mode shifts, are unlikely to be accepted 
unless hard constraints in the form of monetary costs or 
regulations are employed. Vienna has recently introduced 
parking bans for non-Viennese residents, prohibiting surface 
parking for incoming commuters. Since then, regional trains 
are on overload. For Viennese residents, parking 
management has been established in many districts too, 
partly forcing commuters to switch to other modes. 
However, our focal point is a precedent one: Can 
commuters’ switchover to low-carbon transport modes be 
advantageous in terms of time-savings?  

C. Model Design 
The progression of our simulation model is as follows: in 

the first step, commuters are distributed to random vertices 
within their residential zones (source zones). These vertices 
need to belong to the networks initially required by the 
commuters, e.g., employees singularly using their private car 
are distributed to vertices of the individual transport network. 
Likewise, target vertices are selected in their workplace 
zones (destination zones). Using travel time on the respective 
network as weight for procession along the graph, the 
commuter now determines their initial shortest path, the total 
duration of which is stored. After all commuters have done 
so, we have our baseline model of shortest paths for the 
status quo situation in Vienna. Now, in our reallocation 
model, commuters try to optimize their baseline paths with 
regard to travel time by changing to alternative transport 
modes. Table 1 shows, which alternative modes are allowed 
for consideration for a current mode, indicating that switches 
to sustainable transport are preferable.  

TABLE I.  OPTIONS FOR SWITCHING CURRENT MODE OF TRANSPORT  

Current Transport Mode Allowed Next Transport Mode 

Individual Transport Public Transport, Pedestrian 

Public Transport Pedestrian 

Pedestrian Pedestrian 

 
Concerning transport mode availability, this decision 

table is strictly logic: once a commuter has, e.g., abandoned 
his car to use public transport instead, he cannot use it 
anymore in his subsequent path [9]. Note that we have left 

out bicycle traffic in this study because its network is largely 
identical to the pedestrian network, except for higher 
velocities at the edges. 

        

Figure 2.   Decision process of a commuter in the reallocation model as 
based on Table 1. 

Figure 2 shows a representation of the agents’ decision 
process, evaluating their options of changing transport 
modes. Originally, the agent uses his private car (Figure 2a). 
First, they try to get to their destination by foot (Figure 2b), 
which does not result in travel time-savings. Consulting 
Table 1 for other allowed options (here: public transport), 
which are available at the 2nd node of their initial journey, 
they try again (Figure 2c). Taking this mode brings them to 
another current node. Looking up which other modes are 
available then, pedestrian mode is used to access their final 
destination node.  

D. Model Execution 
We have imported the GIS-network data, describe above, 

into a NETLOGO 3D model [10], extended by a plug-in for 
shortest path inquiry. Arrival data is loaded from 
spreadsheets obtained in the commuter model. Due to lack of 
data, arrival times could not be considered, thus, our 
simulation pictures rush hour traffic as an “interesting” time 
span. In detail, the simulation executes the following steps: 

• For each agent using a current mode, there are 
allowed next modes. 

• The agent evaluates mode switch options at a current 
node. It examines if there are alternative routes with 
the allowed next modes in the following manner: if 
there is a route with an alternative transport mode 
which meets the baseline route again, the agent 
changes his transport mode and takes this route 
(Figure 2). If the last current node is not the 
destination node, the agent iterates this process: it 
examines Table 1 again and takes one of the allowed 
next transportation means in order to arrive at his 
final node.  

• Once the agent is at his destination node, the travel 
costs of the alternative route are compared to the 
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baseline route. In case there is a benefit, the 
alternative solution is accepted. In all other cases, the 
agent backtracks to the node at which the 
disadvantageous fork was conducted. It continues to 
the next node along the hitherto existing route and 
tries to switch transport modes again.  

III. DISCUSSION 
Reviewing the preliminary outcomes of our promising 

work-in-progress research, there are the following issues, 
which deserve second thought:  

• The given GIS-networks do not reflect reality in the 
minutest detail.  Agents of our model may only 
change their transport mode, where the different 
networks (pedestrian, bicycle, public transport, 
individual transport) explicitly meet at nodes. The 
outcome is that less mode shifts are performed. The 
introduction of catchment areas would be useful to 
enable smoother transfers if, e.g., car-driving agents 
are in the surroundings of, e.g., public transport 
stops. This would facilitate better results towards 
mode shift options, while the networks themselves 
would not need to be extended. 

• Additional information, like parking space, is 
missing, which poses a problem because agents may 
change to public transport as soon as a street node 
meets a station, regardless of the fact that there may 
be no parking space given. Yet, this specific 
information is altogether rare, looking at open data 
resources of the city of Vienna. Surface parking is 
generally widespread but is newly regulated and 
time-dependent in availability. Solving this task may 
be challenging for a multi-modal transportation 
simulation. For our aims and purposes, this level of 
detail is not adequate.  

• It is inherent to models that reality cannot be 
depicted sufficiently. Our sub-district commuter 
model may only output travel times between zones 
as depending on randomly selected start or end 
vertices. Exact distribution of commuters within 
these sub-districts is unknown. Therefore, we cannot 
produce better results than our background data 
allows us to, concluding that a finer-level simulation 
is useless.  

• So far, we did not consider time schedules or 
passage times in public transport; neither did we 
enable changes within this network itself due to 
complex model building, big data volumes and 
processing time. Especially for public transport, 
complex travel time is relevant [11]. It combines 
waiting times, changing times, egress times, travel 
time on board, etc. Egress describes the time needed 
to access public transport stations, i.e., a commuter 
has to walk from their residence to a station, wait for 
a train, get on the train, travel for some time, get off 
the train and finally, walk from the station to their 
workplace.  

• In this research we meet the general problem if a 
multi-modal shortest path algorithm may produce 
“optimal” results. Service quality and quantity in 
Vienna is high, comprising of many different routes 
of almost the same trip duration. As said before, 
representing a highly advanced simulation like that 
is not our major goal.  

IV. CONCLUSION AND FUTURE WORK 
Our work-in-progress contribution addresses interesting 

up-to-date topics in the field of sustainable urban planning as 
concerned with future needs for de-carbonization. 
Automobile transportation, widely used in commuter traffic 
today, obviously has some advantages as compared to public 
transport. These are: lack of egress, changing and waiting 
times, little to no body energy requirements, comfort, the 
option to store luggage and, most of all: constant, 
unscheduled availability while offering high speed travel. 
Automobile transport is very time efficient. Even more so, its 
manifold toxic emissions and its sprawling effects on 
functional, densely organized urban structures are at 
opposites with the imperative of restrictive environmental 
policies, necessary to avoid unpredictable global climate 
change. Therefore, our research is not aiming at solutions to 
technical optimization problems but rather poses the general 
question of what prize cities and their inhabitants would need 
to pay if seriously considering a major turn towards 
sustainability.  

 
Figure 3.  Utilization of the 281 zones of Vienna by automobile commuter 

through-traffic.  

In Figure 3, the zones most frequently traversed by status 
quos’ commuters using automobiles, are depicted by 
elevation. One of the main highways, passing Vienna from 
the middle-north to the southeast of its border, is clearly 
visible. The same utilization, elaborated for public transport 
users of our baseline model, would look quite different and, 
would be much more agreeable.  

Our contribution offers a smooth application of the 
shortest-path algorithm as applied to a multi-modal 
transportation network under the premises of commuters 
switching to low-carbon transport modes. We can show a 
nice visual comparison of transport modes routes with regard 
to travel durations. Figure 4 shows an alternative path per 
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public transport, found for a current route traveled by 
individual traffic. Accepting only mode shifts to less 
polluting transport modes, we highlight the solution space of 
de-carbonization in commuter traffic, already available 
today.  

 

 
Figure 4.  Utilization of the 281 zones of Vienna by automobile commuter 

through-traffic.  
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Abstract— In this paper, the results of a preliminary 

feasibility study for the development of a sustainable supply 

chain, for the efficient production of heat and power in 

Sardinia, will be presented. The study area involved the state 

forest of Monte Olia, for which the biomass availability 

estimation for energy purposes has been carried out. The 

biomass estimate has been performed by comparing the results 

of three methods, using geomatics to environmental and 

forestry data. In particular, they provide a spatial prediction of 

the annual biomass supply and simulate the temporal 

availability for energy use. 

 

Keywords-geographical information systems; forest biomass; 

wood-energy supply chain; cogeneration 

I.  INTRODUCTION  

The oil reserves will be able to compensate the estimated 

global demand for about 50 years [1], at the current 

consumption rates. Expecting a further world population 

growth and thus the per capita energy consumption, oil 

stocks will decrease in an even shorter time.  

The chance to cope with the future demand for oil and, 
more generally, energy, will be based on the ability to best 

manage the stocks of this fuel, to promote the use of 

renewable energy sources and low-impact technologies for 

efficient energy production. 

With regard to the national energy situation, in 2011, 

Italy was the tenth country for natural gas and oil imports, 

and the fourth for natural gas imports [2]. 

The current energy situation can be summarised on the 

basis of the provisional data derived from the National 

Energy Balance,  referred to the year 2012 [3]: compared to 

an import of 86.278 Mt of oil, 5.397 have been produced 

and 29.173 have been exported, with a gross energy 
consumption of 63.590 Mt of oil. So, it represents the most 

important national energy source, followed by gas (also 

mostly imported). Therefore, it appears that energy 

consumption is high and there is a strong dependency on 

non-renewable energy resources imports. 

The international efforts to reduce the fossil fuels 

consumption and to reduce the non-renewable sources 
dependence led to the enactment of the Kyoto Protocol, 

ratified by Italy in 2002, with the subsequent adoption of a 

National Action Plan for the greenhouse gases (GHG) 

emissions reduction. In the last GHG Inventory Report [4] 

for the EU-27, even though between 1990 and 2010 there 

has been a decrease in GHG emissions equal to 15.4% 

(excluding Land Use, Land Use Change and Forestry), 

between 2009 and 2010 there has been an increase of 2.4%. 

Specifically, we note that in 2010 CO2 emissions from 

fossil fuel combustion increased in the EU-27 by 2.8%. 

Italy's contribution to the total European emissions (Tg CO2 
eq.) rose from 519 to 501 between 1990 and 2010, 

representing the fourth nation in the EU-15 and EU-27 for 

the most amount of emissions. In order to reduce GHG 

emissions and mitigate the climate change, since 1988 the 

Intergovernmental Panel on Climate Change (IPCC) gives a 

clear view of the state of art related to the problem and its 

potential environmental and socio-economic impacts. 

Among the possible ways to reduce GHG emissions 

concerning heat and power production and supply, the IPCC 

identified, among others, the improvement in energy 

conversion, transmission and distribution, including 

cogeneration and efficiency enhancement in energy user 
demand in various fields [5].  

Notably, the cogeneration is a technology that allows 

meeting the aforementioned conditions for hazardous 

emissions reduction and for the improvement of energy 

efficiency, compared to separate production of heat and 

power. 

Between the renewable energy sources that could be 

used in such systems, forest biomasses have a considerable 

importance because, if cropped according to sustainability 

criteria and with and optimization of cutting, concentration 

and transport phases (in order to minimize fuel consumption 
and related emissions), they allow effectively integrating the 

local energy production. In fact, by 2020, in Europe, 
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biomass will cover 19% of the renewable produced power 

and 78% of heating/cooling from renewable sources [6].  

Currently, the ever growing energy demand does not 

match self-containment in energy production at a 

delocalised level; in this sense, the forest biomass may 

represent a valuable contribution to the achievement of the 
targets set by the Kyoto Protocol for 2020, according to 

forest resources sustainability. Sustainable development 

strictly connects all the ecological and ecosystemic 

components with the usability of forests in terms of leisure 

and use of woody and non-woody products; this is strongly 

interconnected with the socio-economic and cultural 

heritage of a territory. Is along these lines  that, in 1993, the 

Ministerial Conference on the Protection of Forests in 

Europe came to a definition of sustainable forest 

management: “Sustainable forestry is the management and 

use of forests and forested areas in a way and at a pace 

which allows the preservation of their biological diversity, 
productivity, regeneration ability, vitality, as well as their 

capability of fulfilling relevant ecological, economic, and 

social functions at local, national, and global levels now and 

in the future, in a way which does not damage other eco-

systems” [7]. From that viewpoint, where overexploitation 

of forests, repeated burning, extreme events and infestations 

impoverished the local forests, biomass removal 

sustainability leads to a limited and cautious use of the 

woody resources. The forests productivity is based on 

complex processes, which must be taken into account in the 

models for estimating the biomass for energy purposes. 
For the exploitation of forest biomass for energy use it is 

necessary to assess not only the current availability of 

biomasses, but also its stability over time; in fact, the fuel 

supply fluctuations can also cause relevant problems on the 

payback time of a wood-energy chain. This type of supply 

chains have been developed thanks to the increasing 

awareness by the scientific world, institutions and industry 

of the fossil fuels consumption and the environmental 

emissions associated with their combustion.      

In Italy, the commonly used biomass for heat and power 

production consists mainly of solid biomass derived from 

forestry and agriculture, agro-industrial residues, biogas and 
bioliquids [8]. 

To comply with the sustainability and efficiency criteria, 

a wood-energy chain has to satisfy certain characteristics: 

the biomass must be present in sufficient quantities in order 

to feed a cogeneration plant, the maximum distance from 

the sampling sites to the system must be less than 70 km 

(criterion of short chain) and the plant must be able to meet 

the characteristics imposed by the type of user and of 

biomasses.  
The preliminary feasibility study for the Monte Olia state 

forest (North-eastern Sardinia) aimed to define the 
possibility of setting an efficient and sustainable wood-
energy supply chain, based on the previously discussed 
criteria, using the Geographical Information Systems for the 

spatial estimation of biomass for energy purposes and the 

prediction of its annual availability. 
Firstly, the characteristics of the study area will be 

presented; then, the three estimation methods applied to the 
territory will be explained; finally, the results will be 
discussed. 

II. CASE STUDY 

A. General Description of the Forest Resources and 

Territory 

The study area concerns the public forest of Monte Olia, 

located in the North-eastern part of Sardinia (Italy) and it is 

part of the Forest Complex of Alta Gallura-Buddusò (10887 

ha); the forest is managed by Ente Foreste della Sardegna, 

regional organism, whose mission is to protect, develop and 

promote Sardinian forests and wildlife. Between the major 

functions of Ente Foreste della Sardegna, there is also the 

involvement in research and studies aimed at the 

development of eco-friendly production activities that are 

complementary and related to forest management.  
The Monte Olia state forest occupies almost 2300 

hectares and is characterised, from a geological perspective, 

by Palaeozoic granite; in fact the area is in the central part 

of the Corsica-Sardinia batholith, one of the largest 

European intrusive complexes [9].  

The soils of Gallura are generally poorly evolved and 

shallow. In fact, for example, plowing and repeated use of 

fires for new pastures creation in Quercus suber forests 

caused a significant reduction of the organic matter in soils. 

Particularly, in cork production areas the ectorganic 

horizons are well developed, while in the woody areas 

primarily used for grazing, the ectorganic horizons are very 
poorly developed [10].  

The vegetation of the state forest has been significantly 

influenced by repeated fires; the original holm oak 

mesophilic forest remains in few areas in the valleys, 

characterised by covers lower than 20-25%, with a dense 

undergrowth of arbutus, heather, lavender and cistus. 

The most consistent group of artificial formations dates 

back to about 80 years ago, and consists of a high forest of 

Pinus pinea, with dense undergrowth of Quercus Ilex and 

Quercus Suber. For the most recent reforestations (1990 and 

1991), Quercus ilex, Quercus suber, Quercus pubescens had 
been planted as well as Pinus pinea, Pinus halepensis, Pinus 

pinaster, Pinus nigra ssp. Laricio. In the eastern part of the 

state forest pure reforestations of Quercus Suber had been 

done [11]. 

B. Estimation of the Sustainable Allowable Biomass 

For the estimation of forest biomass for energy purposes, 
reference has been made to three methods: 

 Forestry and Environment Regional Plan of 

Sardinia Region (PFAR) [12], 

 Barbati A., Corona P., Mattioli W. and Quatrini A.  

[13], 
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 Nocentini S., Puletti N. and Travaglini D. [14],  

and the results have been compared, in order to define the 

most appropriate method with respect to the case study.  

Specifically, the PFAR method has been used for a 

rough estimate of Sardinian availability of forest biomasses; 

the Barbati A., Corona P., Mattioli W. and Quatrini A. 
method has been recently proposed in Italy for the Alta 

Valle dell’Aniene (Lazio), which adapts at a local level the 

criteria adopted from [15] for reducing the environmental 

pressures and it considers the current increments of forests. 

The method developed by Nocentini S., Puletti N. and 

Travaglini D. has been developed for high forests of 

Mediterranean conifers in Tuscany and it takes into account 

the minimum forest stock. 

In order to apply the three selected methods, the 

following georeferenced Gauss-Boaga (west zone)/Roma 40 

shapefiles have been used:  

a. Land use map of the Monte Olia state forest: 
woodland classes are identified by areas > 2000 m2 with a 

width >20 m and a coverage > 20%. The minimum mapped 

unit is 2000 m2. 

b. Forest roads. 

c. Spot elevations and contour lines. 

Within the preparation of the detailed forestry plans of 

the state forest, the maps of land use and forest roads have 

been made in 2012 by assignment to Italian forestry 

companies. These data have been provided by Ente Foreste 

della Sardegna, while the two layers containing the 

elevation data (elevation points, contour lines) are available 
for free online [16]. 

Only the polygons of forest have been considered, for 

each woody class the areas have been derived (hectares). 

The distribution of the land use classes is shown in 

Table I. 

TABLE I.  LAND USE SURFACES (PERCENTAGE OF THE 

MONTE OLIA STATE FOREST) 

Land Use Class Surface (% of the state forest) 

waters 0.21 

shrubs 23.91 

conifers 39.14 

deciduous broadleaves 0.34 

rupestrian woodland 1.72 

evergreen broadleaves 7.95 

firebreaks 1.40 

crops 0.06 

maquis 16.74 

pasture lands 1.64 

failed reforestation 0.75 

rocks 6.11 

urban fabric 0.03 

 

The woodlands occupy less than a half (47%) of the 

Monte Olia state forest and consist almost entirely of 

conifers (82%), while the remaining part is covered by 

evergreen broadleaf woods (only the 0.3% of the total area 

is covered by deciduous broadleaves). 

PFAR method - The estimation of the available biomass is 

different for broadleaves in the state forests and conifers in 

the state forests. 

 Broadleaves in the state forests 

The average increment of 2.14 m3 ha-1 yr-1 has been 

applied to the woody polygons; the surfaces have 

been multiplied with the usage coefficient of 20%.  

In order to compare the findings of the three methods 

and to obtain the potential allowable cut of biomass (tons of 

dry matter per year), it has been necessary to multiply the 

result by the Wood Basic Density (WBD) and Biomass 

Expansion Factor (BEF) coefficients [17], whose values are 

reported in Table II. The BEF factor expands the growing 

stock volume to the volume of aboveground woody biomass 

(aboveground biomass/growing stock); the WBD coefficient 
allow converting the fresh volume of timber wood to dry 

weight (dry matter, 20% of humidity). 

The final values for broadleaves are 79.6 t d. m. yr-1. 

 Conifers in the state forests 

A range minimum-maximum for the biomass stock 

per hectare has been assigned: 170÷200 m3 ha-1. 

For each limit of this range the steps are indicated 

below:  

- The surfaces have been multiplied by the usage 

coefficient 0.45 and then by the lower or upper 

limit of biomass per hectare (170 and 200 m3 
ha-1 respectively). 

- All the biomass will be cut during the next 20 

years: the values obtained at the last point have 

been divided by 20 years.  

At the end of those steps, we applied the WBD and 

BEF coefficients and we obtained 2089.7 t d. m. yr-

1 for the lower limit and 2458.5 t d. m. yr-1 for the 

upper limit. 

The total available quantity of biomass for energy uses is 

between 2169.3 t d. m. yr-1 (lower limit condition) and 

2538.1 t d. m. yr-1 (upper limit condition). 
Barbati A., Corona P., Mattioli W. and Quatrini A. method - 

For the wooded classes indicated in the land use map, the 

corresponding current increments derived from the National 

Inventory of Forests and Carbon Sinks (INFC) [18] have 

been applied to the relative polygons as well as the WBD 

and BEF coefficients (Table II). 

TABLE II.  CURRENT INCREMENTS, BIOMASS EXPANSION 

FACTOR AND WOOD BASIC DENSITY 

Forest 

Classes 

 

Current 

Increment  

(m
3
 ha

-1
 yr

-1
) 

BEF 

WBD (tons of dry 

matter per m
3
 of 

fresh volume) 

Conifer 3.4 1.37 0.43 

Deciduous Broadleaf 1.3 1.47 0.53 

Evergreen Broadleaf 1.3 1.42 0.67 
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The biomass obtained by the product of current 
increments, BEF, WBD and surfaces for each of the forest 
classes is equal to 2096.39 t d. m. yr-1. 

Afterwards the removal reduction coefficients have been 
applied, according to the accessibility of forestry vehicles, 

in order to estimate the net potential allowable biomass cut. 

The forest accessibility is a limiting factor for cutting 

and skidding tracks and essentially depends on slope and 

distance from roads; the reduction factors proposed by the 

model (Table III) have been used, by changing the 

coefficient value from 0 to 0.25 for the slope class 21% -

30% and distance from roads 500 - 2500 m, since slopes 

between 20 and 35% and distances from the roads <2500 m 

are on average accessible [19]; for distances from roads 

>2.5 km, cutting and skidding costs are prohibitive and the 

coefficient is 0 for all slopes. 
We subsequently proceeded to the generation of DEM 

(from the elevation values a.s.l. of the two layers of quoted 

points and contour lines), whose spatial resolution is 20 m × 

20 m. The slopes map has been extracted from those raster 

files. 

TABLE III.  REDUCTION COEFFICIENTS 

Slope 

class 

(%) 

Distance from forest roads (m) 

0-150 150-500 500-2500 >2500 

0-20 0.75 0.75 0.75 0 

20-30 0.5 0.5 0.25 0 

30-50 0.25 0 0 0 

>50 0 0 0 0 

 

With regard to slopes, the Monte Olia forest has slopes 

greater than 30% for the most part (46.7%); about one third 

of the territory is in the slope class 0% - 20% (30.7%) and 

the rest falls within the class 20% - 30% (22.6%). 

The distance from roads map (Figure 1) has been created 

by applying the Cost Distance algorithm (implemented in 

the ArcGIS software, which has been used for the biomass 

estimation), considering the forest roads as input. 

 

Figure 1.  Map of the distances from roads, Monte Olia 

The algorithm allows obtaining a map of the cumulative 

distances from forest roads with respect to a cost surface, 

the slopes map. We have decided to not apply the Euclidean 

Distance algorithm, since the territory has highly 

accentuated slope variations, which should be taken into 

account in terms of feasibility of cutting and skidding. 
The raster files of slopes and distance from roads have 

been combined, in order to assign the coefficients of Table 

II to the woody cells.  

The map of potential allowable biomass cut before the 

accessibility criterion has been multiplied by the reduction 

coefficients map, using the Map Algebra; the algorithm 

multiplies cell by cell the value of biomass with the 

reduction coefficient. The final output is a map of the net 

allowable biomass cut, considering the limitations due to 

accessibility (t d. m. yr-1).  

For the Monte Olia state forest 719.5 t d. m. yr
-1

 have 

been obtained. 
The final biomass estimation map shows a limited 

availability of forest biomasses, with meager and 

fragmentarily distributed quantities, with respect to the 

result obtained by the application of the PFAR method.  

Nocentini S., Puletti N. and Travaglini D. method - This 

model takes into account the theory of the systemic 

silviculture [20][21][22] and the notion of the Safe 

Minimum Standard [23].  

The method is based on the concept according to which 

it is possible to cut the biomass if the real stock Pr is greater 

than the minimum stock Pm of 20% (Pr/Pm=1.2), with a 
removal rate depending on this ratio. 

First of the application of the method, the areas with 

slopes >35% and distant more than 2.5 km from forest roads 

have been omitted. 

Subsequently, the real stocks have been assigned to the 

remaining woodland polygons: reference has been made to 

[18]. Such data must be referred to an initial time t0 for the 

estimate: it has been set at the year 2007, which coincides 

with the end of the phase 3+ of the last INFC [18]. 

Starting from t0, the iterations of the method have been 

performed: 

-at the time t0 the Pr is equal to the stock of INFC; 
-at the time t1, Pr1=Pr0+the growing rate (m3 ha-1 yr-1). 

-In the most general condition, we verify Prx-1/Pm >1.2: 

if true, the removal rates indicated in Table IV can be 

applied; if it is false, we continue by doing the comparison 

at the time tx. If at the time tx-1 a certain amount of biomass 

has been removed, at the time tx it has to be subtracted to the 

comparison. 

For the case study, the only forest class which has a 

value of Pr0 similar to Pm (equal to 100 for eliophilous 

species [14]) is that of the conifers, so the iterations have 

been done solely for this class (Figure 2), starting in 2007 
and carrying out the calculations for 16 years.  
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Figure 2.  Map of net surfaces of conifers, Monte Olia  

The results are reported in Table V and Table VI. 

TABLE IV.  REDUCTION COEFFICIENTS 

Pr/Pm Annual Removal (%) 

>2 1.5 

1.8÷2 1.25 

1.6÷1.8 1 

1.4÷1.6 0.75 

1.2÷1.4 0.5 

TABLE V.  ITERATIONS FROM THE FIRST TO THE EIGHTH 

YEAR 

T Year Pr Pr/Pm Value Removal 

t0 2007 95.9 0.96 <1.2 NO 

t1 2008 99.3 0.99 <1.2 NO 

t2 2009 102.7 1.03 <1.2 NO 

t3 2010 106.1 1.06 <1.2 NO 

t4 2011 109.5 1.10 <1.2 NO 

t5 2012 112.9 1.13 <1.2 NO 

t6 2013 116.3 1.16 <1.2 NO 

t7 2014 119.7 1.197 <1.2 NO 

TABLE VI.  ITERATIONS FROM THE NINTH TO THE 

SIXTEENTH YEAR 
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2015 123.1 1.23 1.2 ÷ 1.4 0.005 442.1 260.8 

2016 125.9 1.26 1.2 ÷ 1.4 0.005 452.3 266.7 

2017 128.7 1.29 1.2 ÷ 1.4 0.005 462 272.6 

2018 131.4 1.31 1.2 ÷ 1.4 0.005 471.9 278.4 

2019 134.2 1.34 1.2 ÷ 1.4 0.005 481.7 284.2 

2020 136.9 1.37 1.2 ÷ 1.4 0.005 491.5 290 

2021 139.6 1.40 1.2 ÷ 1.4 0.005 501.3 295.7 

2022 142.3 1.42 1.4 ÷ 1.6 0.0075 766.5 452.2 

 

Table V shows that, for the first eight years, it is not 

possible to cut biomass in the Monte Olia state forest, due to 

the fact that the real biomass stock is less than the minimum 
stock. 

Between 2015 and 2022 the biomass cutting will be 

possible and the average availability of biomass for that 

period is around 300 t d. m. yr-1; the maximum value is 452 

t d. m. yr-1 of total allowable timber. 

From the application of this method, it appears a very 

limited biomass availability for energy purposes; this allows 

us to assert that these quantities may be used to feed a small 

cogeneration plant. 

By comparing the results obtained by the 

implementation of the three above discussed methods for 
the Monte Olia state forest, we noticed that: 

- The first method (PFAR) [12] provided a very huge 

quantity of biomass. This model is not good for a real 

estimation of the biomass availability; in fact it doesn’t 

consider any constraints about biomass removal. 

- The Barbati A., Corona P., Mattioli W. and Quatrini A. 

method and the Nocentini S., Puletti N. and Travaglini D. 

method lead to lower values; in order to decide which has to 

be taken into account, in order to design a wood-energy 

supply chain for a cogeneration system installation close to 

the study area, it is important to analyse them from the point 

of view of the forest stands and regional forest management.  
Specifically for the state forest of Monte Olia, the 

guidelines of the silvicultural interventions are based on the 

systemic silviculture and the minimum forest stock 

[14][22]: so, the available biomass for energy purposes is 

strictly related to those principles. The Barbati A., Corona 

P., Mattioli W. and Quatrini A. method considers the 

current increments instead of the forest stocks: it may occur 

that, by applying this model, the real forest stock is lower 

than the minimum stock, but if we cannot take it into 

account, the estimation of the available biomass does not 

correspond to the real condition.  
Furthermore, the two methods differ for the considered 

forest classes: in the Barbati A., Corona P., Mattioli W. and 

Quatrini A. model we use all the woody classes (conifers as 

well as broadleaves); in the Nocentini S., Puletti N. and 

Travaglini D. method, we must take into consideration only 

the classes which comply with the condition Pr/Pm >1.2. 

From the comparison between the three methods, it is 

clear that the method proposed by Nocentini S., Puletti N. 

and Travaglini D. is the most appropriate, because of the 
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abovementioned reasons and also because it provides the 

lowest and most precautionary value. 

III. CONCLUSION 

The preliminary feasibility study of a sustainable supply 

chain for the efficient energy production in a cogeneration 

plant, using the Monte Olia forest biomasses, has allowed us 
to determine if the biomass quantities are sufficient for their 

use in cogeneration plants and which is the most appropriate 

estimation model for the case study. 

The quantification of the forest biomass for energy 

purposes in the study area has shown a very limited biomass 

availability, which enables to install only a small size 

cogeneration plant close to the area. 

By the application of the three chosen models and the 

comparison between their results, it has been possible to 

verify the significant differences and to select the most 

suitable methodology for the estimation of forest biomass 

for energy uses. The Nocentini S., Puletti N. and Travaglini 
D. method could be used not only for Monte Olia, but also 

for other public forests which have similar conditions. 

The above mentioned method has been effectively used 

to obtain a simulated situation of the annual biomass 

removal for the next nine years. 

The research will continue by developing the supply 

chain: laboratory analyses will be conducted on the most 

relevant forest species, in order to know the fuel 

characteristics; an energy audit is being carried on a service 

building within the study area and an economic evaluation 

of the supply chain will be performed. 
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Abstract— This paper provides a framework categorising the 

level of usage of a simulation model and relating this to three 

key activities in the simulation process of model development, 

model interaction, and model integration. The aim of the 

framework is to clarify how the level of usage will decide both 

the nature of the information derived from the simulation 

study and the development activities that are required of the 

model builder. Further work is required in order to determine 

if in practice the level of usage is determined by the level of 

information required or other factors, such as a lack of user 

skills is preventing a higher level of usage of the technique in 

the organisation. 
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I.  INTRODUCTION  

There are many texts available on the topic of discrete-event 
simulation modeling.  Some texts focus on technical and 
statistical aspects [1,2], other texts focus on the application 
of simulation for process analysis [3,4], other texts provide 
tutorials on particular simulation software platforms, such as 
ARENA [5,6,7], and other texts take the reader through the 
steps involved in undertaking a simulation study 
[8,9,10,11,12,13]. However, all of these different 
approaches generally provide little guidance on the form of 
the simulation that is appropriate to the needs of the study. 
This should be considered in terms of viewing simulation as 
a tool which provides information to assist in decision 
making. It follows that in order to assist the decision-
making process it is not always necessary to undertake all 
the stages of a simulation study. For instance, the 
development of the process map may be used to help 
understanding of a problem and consequently, no further 
model development is necessary.  

The paper will provide an overview of proposed forms 
of simulation development. Four forms are identified and 
labeled on a continuum of levels of usage of the simulation 
technique. The forms are defined by three variables related 
to key aspects of the simulation project effort of 
development, interaction, and integration. There is then a 
discussion of these forms and an indication of further 
research required in order to validate these forms. 

 
 

II. DETERMINING THE LEVEL OF USAGE OF THE 

SIMULATION MODEL 

 
An important aspect in the process of building a simulation 
model is to recognize that there are many possible ways of 
modelling a system. Choices have to be made regarding the 
level of detail to use in modelling processes and even 
whether a particular process should be modelled at all. The 
way to make these choices is to recognize that before the 
model is built, the objectives of the study must be defined 
clearly. It may even be preferable to build different versions 
of the model to answer different questions about the system, 
rather than build a single ‘flexible’ model that attempts to 
provide multiple perspectives on a problem [14]. This is 
because two relatively simple models will be easier to 
validate and thus, there will be a higher level of confidence 
in their results than a single complex model. 

The objective of the simulation technique is to aid 
decision making by providing a forum for problem 
definition and providing information on which decisions can 
be made. Thus, a simulation project does not necessarily 
require a completed simulation model to be a success. At an 
early stage in the project proposal process the analyst and 
other interested parties must decide the role of the model 
building process within the decision-making process itself. 
Thus, in certain circumstances as stated earlier the building 
of a simulation model may not be necessary. However, for 
many complex interacting systems (i.e., most business 
systems), the model will be able to provide useful 
information (not only in the form of performance measures, 
but indications of cause and effect linkages between 
variables), which will aid the decision making process. 
Table 1 provides a framework which links four categories of 
usage of the simulation model, namely ‘problem definition’, 
‘demonstration’, ‘scenarios’ and ‘on-going decision 
support’ with three key aspects of the simulation process. 
These three key aspects are the level of development of the 
model, the level of interaction between the model and user, 
and the level of integration of the model with its data set 
that would be implied by the level of usage. 
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TABLE I.        LEVELS OF USAGE OF A SIMULATION MODEL

 
 Level of Usage 

Problem 

Definition 

Demonstration  Scenarios On-going Decision 

Support  

Level of 

Development 

Process Map Animation Experimentation Decision Support 

System 

Level of 

Interaction 

None None 

Simple Menu 

Menu Extended Menu 

Level of 

Integration 

None Stand-alone Stand-alone 

Database 

Stand-alone Database 

Real-Time Data 

 

 

The levels of usage categories are defined as follows: 

A. Problem Definition 

One of the reasons for using the simulation method is that 
its approach provides a detailed and systematic way of 
analysing a problem in order to provide information on 
which a decision can be made. It is often the case that 
ambiguities and inconsistencies are apparent in the 
understanding of a problem during the project proposal 
formulation stage. It may be that the process of defining the 
problem may provide the decision makers with sufficient 
information on which a decision can be made. In this case, 
model building and quantitative analysis of output from the 
simulation model are not required. In terms of development, 
the outcome from this approach will be a process map of the 
system. As no model is constructed the level of model 
interaction and model integration categories are not 
relevant.  

 

B. Demonstration 

Although the decision makers may have an understanding of 
system behaviour, it may be that they wish to demonstrate 
that behaviour to other interested parties. This could be to 
internal personnel for training purposes or to external 
personnel to demonstrate capability to perform to an agreed 
specification. The development of an animated model 
provides a powerful tool in communicating the behaviour of 
a complex system over time. Here, the model should be 
developed to such as level as to enable the presentation of a 
realistic animation of the process. This will reveal the 
mechanics of process behaviour over time but will not 
provide a numerical indication of performances which are 
provided by the experimentation analysis undertaken in 
higher levels of usage. In terms of interaction, a simple 
menu system may be useful in providing a convenient 
method of altering parameters for the animation.  
 

 
 

However, there is unlikely to be a need for integration 
with external data sets, due to the lack of scenario analysis 
when used in the demonstration mode.  
 

C. Scenarios  

This category of usage can be related to the ‘classic’ or 
‘textbook’ use of the simulation method. Here, the model is 
developed, validated and scenario analysis conducted. 
Results are presented of performance measures of interest 
usually in the form of confidence intervals. In the scenario 
category, the model is used to solve a number of pre-defined 
problems but is not intended for future use. For this reason, 
in terms of the level of interaction, a menu system allowing 
change of key variables may be appropriate. In terms of 
integration, the simulation may use internal data files or 
ideally be linked to external databases. 
  

D. On-going Decision Support 

The most fully developed simulation model must be capable 
of providing decision support for a number of problems 
over time. This requires that the model be adapted to 
provide assistance to new scenarios as they arise. The menu 
system will need to provide the ability to change a wider 
range of variables for on-going use. The level of data 
integration may require links to company databases to 
ensure the model is using the latest version of data over 
time. Links may also be required to real-time data systems 
to provide on-going information on process performance. If 
it is envisaged that the client will perform modifications to 
the simulation model after delivery, then, the issue of model 
re-use should be addressed. Re-use issues include ensuring 
detailed model code documentation is supplied and detailed 
operating procedures are provided. Training may also be 
required in model development and statistical methods.  
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III. DISCUSSION 

 
A simulation modelling project can use extensive resources, 
both in terms of time and money. Although the use of 
simulation in the analysis of a one-off decision, such as a 
major investment appraisal, can make these costs low in 
terms of making the correct decision, there is a need to 
ensure the correct level of usage is chosen in alignment with 
the information required for the decision. Indeed, it has been 
noted that it is not a requirement of a simulation modelling 
exercise that a model is actually built, but qualitative 
outcomes from the process mapping stage, for example, 
could generate useful knowledge. This elicitation of 
knowledge through the process of conducting a simulation 
study rather than simply an observation of model results is 
termed ‘simulation for facilitation’ by Robinson [15]. On 
the other hand, the advantages of a higher level of usage 
may be considerable in terms of a greater amount of 
information gained as the level of usage is increased and 
there is also evidence that developing a model with on-
going decision-support capabilities increases model 
confidence and acceptance particularly among non-
simulation experts [16]. However, the consequences of 
developing a model with a high level of usage in terms of 
model development, interaction and integration should be 
considered. The use of simulation for on-going support is 
particularly challenging and it is thus important that during 
the project proposal stage that elements are incorporated 
into the model and into the implementation plan that assist 
in enabling the model to provide on-going decision support. 
Aspects include ensuring that simulation users are aware at 
the project proposal stage that the simulation is to be used 
for on-going decision support and will not be put to one side 
once the immediate objectives are met. Also, ensuring 
technical skills are transferred from simulation analysts to 
simulation users will enable understanding of how the 
simulation arrives at results and its potential for further use 
in related applications.  

To assist in the identification of the form of simulation 
that users adopt, a framework containing four levels of 
usage of simulation has been presented. It is proposed that a 
survey be conducted to establish the validity of these forms 
and the proportion of use of each of the four levels of usage. 
The aim will be to establish if there is a match between the 
level of usage and the information needs of the decision 
being taken or if there are other factors, such as lack of 
skills, impacting on the choice of level of usage. 

 

 

 

 

IV. CONCLUSION 

 
This paper aims to highlight an important aspect of 

conducting a simulation study, namely, the level of usage of 
the simulation model. This issue is important because it will 
decide both the nature of the information derived from the 
study and the development activities that are required by the 
model builder. Further work is required in order to validate 
the level of usage by practitioners and their implications for 
the simulation process. An important question is to 
determine why the different forms are utilised. For instance, 
is the level of usage determined by the level of information 
required or is it that the lack of user skills is preventing a 
higher level of usage of the technique in the organisation?  
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Abstract—Simulation is a common approach to assess the
functional and non-functional behavior of protocols in wireless
sensor networks. In these networks, the CC2420 transceiver is a
frequently used communication platform. To make this platform
available for simulation purposes, we have developed a CC2420
simulation module for ns-3, a well-known discrete-event network
simulator targeted primarily for research and educational use,
using an existing CC2420 module for its predecessor ns-2 as
starting point. In this paper, we report on this development and,
in particular, several functional enhancements of the existing
CC2420 module. Furthermore, we present the integration of
ns-3 and the CC2420 module into FERAL, a generic simulator
framework for the rapid coupling of diverse simulators. Finally,
we present results of simulation experiments where we have
used the CC2420 module, both stand-alone ns-3 simulations
and simulations where ns-3 is a simulator component of the
FERAL framework. These experiments show that the CC2420
simulation module is fully operational in the ns-3 context, and
that the integration into FERAL provides additional degrees
of freedom especially in the early development stages, where
abstract models, e. g., Simulink or SDL models, are used to
specify system behavior.

Keywords-CC2420 simulation module; ns-3; net device; simula-
tor framework

I. INTRODUCTION

Nowadays, Mobile Ad-hoc NETworks (MANETs) consist-

ing of wireless sensor nodes become more and more important.

Common application areas are the collection of environmental

data in inaccessible areas or health monitoring. These networks

are characterized by a lack of fixed infrastructure. Due to node

mobility, they are usually restricted concerning power supply.

Therefore, the use of energy-efficient hardware is crucial. A

common transceiver module used for such nodes is TEXAS-

INSTRUMENTS’ CC2420 transceiver [1], which is compliant

with the IEEE 802.15.4 standard [2]. This standard defines

wireless transmissions in low-cost networks, with devices that

have a low data rate and low power.

Protocols running on nodes in MANETs can be quite

complex and therefore should be evaluated before deployment.

Since testbeds are expensive and time-consuming to build,

simulations are often used to verify functional as well as

non-functional behavior of these protocols. Therefore, simu-

lation capabilities for MANETs whose nodes communicate

via CC2420 transceivers are desirable. Network simulators

suitable for MANETs already exist, including the well-known

network simulator 2 (ns-2) [3] and its successor, the net-

work simulator 3 (ns-3) [4]. A CC2420 module for ns-2 has

been developed in [5] and integrated into the simulator C-

PartsSim (see also [6]); however, ns-2 is no longer actively

developed and has several drawbacks compared to ns-3 (see

[7]). For example, ns-2 uses a combination of C++ and

the Tool Command Language (TCL), while ns-3 is written

entirely in C++. Besides, the existing CC2420 module does

not realize important features (e. g., changing certain settings

of the transceiver). Therefore, we have developed a CC2420

simulation module with several functional enhancements for

ns-3, taking the existing module for ns-2 as a starting point.

The decision for ns-3 was especially taken because of its

modularity and clean design, which allows using many of the

existing simulation components – including applications, pro-

tocol implementations, and mobility, loss and delay models –

together with the CC2420 simulation module.

In addition to this, we have integrated ns-3 and the CC2420

module (and other ns-3 components) into the Framework for

the Efficient simulator coupling on Requirements and Archi-

tecture Level (FERAL) [8], thus drawing benefit from using

it in combination with other simulators such as Simulink. In

this paper, we will use a simulation component for the interna-

tionally standardized Specification and Description Language

(SDL) [9] to simulate the behavior of nodes, while ns-3 and

the CC2420 module are used to simulate the behavior of the

medium.

The remainder of this paper is structured as follows: In

Section II, we survey related work. In Section III, we describe

the development and enhancement of the CC2420 simulation

module. Section IV reports on the integration of ns-3 and

the CC2420 module into the simulator framework FERAL.

Section V presents results of simulation experiments using

the CC2420 module. In Section VI, we draw conclusions and

elaborate on future work.

II. RELATED WORK

Related work can be divided into two categories, namely

simulation approaches for the CC2420 transceiver and the

development of simulation modules for ns-3. In this paper,

we combine these two aspects and report on the development

of a CC2420 simulation module for ns-3.

Several simulation approaches for the CC2420 transceiver

are described in the literature. The authors of [10] extended

the TinyOS SIMulator (TOSSIM) by an improved wireless

propagation model and a radio frequency physical stack based

on the CC2420 transceiver. TinyOS is a popular operating
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system for wireless sensor networks. Its source code can be

directly utilized for TOSSIM, which also considers operat-

ing system overhead. Amongst other features, the proposed

CC2420 model uses Clear Channel Assessment (CCA), mea-

sures the received signal strength and allows configuration of

transmission power and channel. The results obtained with

this simulator are independent of a concrete processor, but are

bound to the TinyOS operating system. Therefore, it cannot

be used to evaluate protocols independently of a concrete

operating system.

In [11], AvroraZ is presented, which extends the Avrora

simulator by a module for simulating the CC2420 transceiver.

Avrora is a cycle-accurate instruction-level simulator for AVR

microcontrollers. The simulation module includes address

recognition, frame acknowledgement, CCA, and several other

features. A similar work is presented in [12], where an

instruction-level sensor network simulator using a detailed

CC2420 simulation model is introduced. This simulator pro-

vides a cycle-accurate processor emulation of the ATmega128,

which is independent of the operating system, and also models

the internal structure of the CC2420 transceiver, e. g., registers

and main memory. However, the paper does not provide

much detail about the CC2420 implementation. Both of these

approaches provide instruction-level simulators, which are not

suitable for large networks, because simulations are very

time-consuming. Furthermore, these simulators are tied to

special processors and are therefore not usable for the generic

evaluation of protocols on higher layers.

Numerous simulation modules for ns-3 have been developed

by third parties. Among these are routing protocols, e. g.,

the Ad-hoc On-Demand Distance Vector (AODV) protocol,

which was implemented for ns-3 in [13]. A module for

the Destination-Sequenced Distance Vector (DSDV) routing

protocol was introduced in [14], while [15] presents an IPv6

stack for ns-3. Besides this, an ns-3 framework usable for

spectrum-aware simulations was described in [16]. The au-

thors implemented spectrum-aware channel and physical layer

models, which provides the possibility to analyze how the

performance of protocols on higher layers is affected by the

frequency-related aspects of communication on the physical

layer.

III. CC2420 TRANSCEIVER SIMULATION MODULE

The CC2420 transceiver developed by TEXASINSTRU-

MENTS is a 2.4 GHz IEEE 802.15.4 compliant transceiver

with a data rate of up to 250 kbps and 16 channels [1]. It

is low-cost, configurable, energy-efficient and works in the

unlicensed ISM band. Therefore, it can be used to build up

sensor networks.

A. Functionality

The CC2420 simulation module adopts the state machine

described in the data sheet [1]. We abstract from aspects like

resetting and switching the transceiver on and off as well as

the acknowledgement mechanism and overflow respectively

. . . . . . . . .

. . .

All RX states

TX_FRAME

TX_PREAMBLE

TX_CALIBRATE

RX_WAIT

RX_FRAME

RX_SFD_SEARCH

RX_CALIBRATE

Overflow

Automatic or manual ack request Underflow

Transmission completed

STXON or (STXONCCA and CCA)

8 or 12 symbol periods later

recognition

SFD found

12 symbol periods later

Frame received

or failed address

Figure 1. Simulated part of the CC2420 transceiver [1].

underflow detection. Figure 1 shows an excerpt of the CC2420

state machine used for the simulation module.

The transceiver starts in state RX_CALIBRATE. This phase

has a duration of 12 symbol periods, after which the state

RX_SFD_SEARCH is entered. Since each symbol encodes

4 bits and the data rate of the transceiver is 250 kbps, one

symbol period has a duration of 16 µs. The transceiver uses

a synchronization header for symbol synchronization of a

received frame. This synchronization header consists of a

preamble sequence and a so-called Start of Frame Delimiter

(SFD) (the frame format is depicted in Figure 4). The default

preamble sequence consists of 4 bytes with value 0x00, while

SFD is 0xA7, both compliant with the IEEE 802.15.4 standard

[2]. The so-called sync word consists of the last preamble byte

(which should be zero for compliance with IEEE 802.15.4) and

the SFD byte. Preamble length (i. e., the number of leading

zero bytes) and sync word can be configured via special

registers, but changing the default values makes the transceiver

non-compliant with IEEE 802.15.4. When receiving a frame,

the transceiver synchronizes to the zero-symbols and searches

for the SFD sequence (the preamble length does not matter

here; it is only relevant for sending). The reception of an SFD

causes the transceiver to switch to the state RX_FRAME. As

soon as the frame is received completely, the state RX_WAIT

is taken. When the transceiver is ready to receive another

frame, it goes again to the state RX_SFD_SEARCH.

Transmission requests are allowed in all RX states. It is

possible to transmit with clear channel assessment (signal

STXONCCA) or without (signal STXON). [2] defines three

different CCA modes, which are all supported by the CC2420

transceiver. Mode 1 means that the channel is clear when the

received signal strength (energy on the medium) is below a

programmable threshold. Mode 2 signals a clear channel when

the transceiver does not receive valid IEEE 802.15.4 data.

Mode 3 is a combination of the modes 1 and 2. Furthermore,

a hysteresis is defined, which has the purpose of avoiding too

frequent CCA changes in modes 1 and 3. By signaling a clear
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channel only when the energy falls below threshold minus

hysteresis, minimal fluctuations do not lead to CCA changes.

A transmission request brings the transceiver to the state

TX_CALIBRATE. This phase has a duration of 8 or 12

symbol periods. A parameter named TX_TURNAROUND de-

fines which one is used. A duration of 12 symbol periods

is compliant with IEEE 802.15.4. Afterwards, preamble and

SFD are transmitted (state TX_PREAMBLE), and finally the

rest of the frame, taken from a special FIFO memory (state

TX_FRAME). After transmitting the frame, the transceiver

goes to state RX_CALIBRATE.

B. Integration into ns-3

The simulator ns-3 [4] is a discrete-event network simulator

usable for, but not limited to, Internet systems. It is the

successor of the well-known ns-2 [3], which is still used in

academic research, but is no longer actively developed and has

several drawbacks concerning its design.

Figure 2 shows the overall structure of an ns-3 simulation.

Applications (for generating and processing traffic), proto-

col stacks (e. g., UDP / IP), and net devices (which provide

Medium Access Control (MAC) functionality and define an

interface for the network layer to access a physical device)

are installed on nodes. The protocol stack can also be omitted,

since applications can be defined in such a way that they

communicate directly with net devices. The nodes are then

connected by channels. Mobility models can be installed on

wireless nodes, determining the positions and movements of

these nodes. Besides this, ns-3 provides several loss and delay

models, which can be attached to (wireless) channels.

The actual simulation is driven by events, which are

delivered to a scheduler. Initially, such events are created by

applications running on the nodes. Further events are either

created by applications as well or result from the simulation

flow (e. g., a send event triggers a receive event at nodes in

range).

The part of a simulation system covered by the CC2420

simulation module is marked in Figure 2. By developing the

module as a part of ns-3, one can benefit from existing ns-3

components. Existing propagation loss and delay models are

used for the CC2420 channel, and predefined mobility models

Protocol

Stack

Node

Application

NetDevice

Protocol

Stack

Node

Application

NetDevice

Channel

Socket-like

API

CC2420 

Simulation Module

Figure 2. Overall structure of an ns-3 simulation [4].
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Figure 3. Structure of the CC2420 simulation module.

as well as applications and protocol stacks such as UDP / IP or

TCP / IP can be installed on nodes using a CC2420 net device.

A first version of the CC2420 simulation module for ns-3

has been developed in [17] and is based on an existing ns-2

simulation module [5]. Its structure is shown in Figure 3. The

classes NetDevice, Channel, Packet, Tag, Header and Trailer

and the accordant relations between them are provided by ns-3.

For each node communicating via CC2420, CC2420Helper

creates a CC2420NetDevice or CC2420InterfaceNetDevice.

Together with the net device, a physical layer is cre-

ated, which is connected with an existing or newly created

CC2420Channel.

CC2420NetDevice provides an interface for the sim-

ulation module to interact with higher protocol layers.

CC2420InterfaceNetDevice provides an extended interface,

which allows not only sending and receiving of data, but

also configuration of the transceiver, etc. (see Section III-C).

CC2420NetDevice uses a ReceiveCallback whose interface is

defined in the NetDevice class to forward received packets to

higher protocol layers. CC2420InterfaceNetDevice addition-

ally provides a MessageCallback. While a ReceiveCallback

only allows the reception of regular messages (i. e., ns-3 pack-

ets), a MessageCallback is used to receive specific messages

according to the extended interface.

CC2420Phy holds the configurable parameters of the

transceiver (e. g., preamble length, sync word, transmission

power, and channel number) and adds an accordant header and

trailer (see below) to the ns-3 packets representing the frames

of the transceiver. Furthermore, the physical layer controls the

CC2420FSM, which realizes the state machine described in

Section III-A.
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CC2420Header

CC2420Trailer

Figure 4. Frame format of the CC2420 transceiver [1].

The state machine used in the simulation module combines

the state of the transceiver with the one of the simulated

medium. This is the only part which was nearly completely

reused from the ns-2 simulation module.

PacketMetaData is a helper class for storing the currently

received, currently colliding or currently transmitted frame

(represented by an ns-3 packet) together with its received

respectively transmitted signal power and its starting time.

CC2420Channel manages the 16 channels of the 2.4 GHz

band as subchannels and calculates when a transmitted frame

arrives at a node and the signal power. To do this, the mobility

models of sender and receiver as well as the transmission

signal power are considered. The actual calculations are done

by the delay model and the loss model, respectively.

Tags are a possibility to add simulation information to an

ns-3 packet without actually extending its length, i. e., its

duration on the medium. Source and destination address of

a CC2420 frame are stored in an AddressTag. The addresses

are not encoded in the accordant packet directly, because

the CC2420 net device is primarily designed for broadcast

transmissions. The actual addressing is done by a higher

protocol layer and therefore already encoded in the MAC

Protocol Data Unit (MPDU). Therefore, we do not include this

information in the packet header, but, for compliance with the

ns-3 NetDevice, provide it as tag.

CrippleTag is used for marking packets which could not be

received correctly, either due to a channel change or because

they have an other sync word and are therefore not recognized

by the transceiver.

The frame format of the CC2420 transceiver is shown in

Figure 4. Preamble Sequence, Start of Frame Delimiter and

Frame Length are encapsulated by the class CC2420Header

and are added to the ns-3 packet. Frame Length denotes the

length of the MPDU in bytes; its maximal value is 127, since

the highest bit is reserved [1]. Therefore, the MPDU can

contain 127 bytes at most. The MAC Header (Frame Control

Field, Data Sequence Number and Address Information) is not

simulated. Since in the simulation 2 bytes are reserved for the

Frame Check Sequence (FCS), the maximal payload size is

125 bytes. The FCS is an additional CRC checksum, which

is realized by the class CC2420Trailer. It can be configured

if this checksum shall be added to the packet. If it is added,

the packet is marked with a CrcTag, because otherwise, the

receiver cannot determine if the checksum is added or not.

The process of successfully sending a message with the

CC2420NetDevice is as follows: Messages are sent from

higher protocol layers in the form of ns-3 packets to the

net device, which forwards them to the physical layer. This

layer is responsible for registering the send request in the

state machine, which causes the physical layer to forward the

packet to the channel, when the calibration time has expired.

The channel puts the packet to the accordant subchannel and

schedules a reception event for all receivers attached to this

subchannel by using a timer and an accordant callback. When

the timer expires, the scheduler triggers the reception of the

packet in the physical layer. A reception request is then sent

to the state machine. After reception, the packet is forwarded

to the physical layer, which forwards it to the net device. The

ReceiveCallback is used to deliver it to higher protocol layers.

C. Enhancements

In ns-3, a standard net device only provides the possibility to

send and receive packets. But for the CC2420 simulation mod-

ule, further signals for configuration and information purposes

shall be provided. For example, a received packet shall carry its

signal strength, CCA changes or the end of a transmission shall

be signaled, and changing channel and transmission power

shall be supported. In addition, it should be possible to get

information about the current configuration of the transceiver.

Therefore, we designed the CC2420InterfaceNetDevice, which

inherits from the standard CC2420NetDevice and uses the

extended message interface shown in Figure 5.

RawDataMessage provides a generic class to repre-

sent payload data. CC2420Message provides a unified

interface for all messages sent to or received from

the CC2420InterfaceNetDevice. The messages CC2420Send,

CC2420Setup, CC2420Config and CC2420StatusReq are

sent from upper protocol layers to the simulation mod-

ule, while CC2420Recv, CC2420Cca, CC2420Sending,

CC2420SendFinished and CC2420StatusResp are sent from

the simulation module to upper layers.
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Figure 5. Extended message interface for CC2420 simulation module.

The CC2420NetDevice can be used with existing appli-

cations and protocol stacks provided by ns-3 without any

modifications, since it sends and receives regular ns-3 packets.

However, the CC2420InterfaceNetDevice requires adaptations

in the upper layer(s), i. e., ns-3 applications and ns-3 protocol

stacks, because the CC2420Messages are to be constructed,

and CC2420Messages to be received.

The CC2420Send message is used to send a packet. It

can be configured explicitly if CCA shall be considered

or not, i. e., if the medium shall be checked before send-

ing (the standard send method implicitly sends with CCA).

CC2420Recv contains the received data and additionally pro-

vides information on CRC correctness and Received Signal

Strength Indicator (RSSI). CC2420Sending delivers informa-

tion about the start of a transmission. The parameter is

true if the transmission could be started successfully, and

false if not (e. g., if the medium is busy and sending with

CCA is requested). CC2420SendFinished has no parameters

and is returned when the transceiver has finished a trans-

mission. CC2420Cca provides information about the current

CCA status and is sent whenever the CCA status changes.

CC2420Setup and CC2420Config are used for configuring

the transceiver from higher protocol layers. CC2420Setup

is used to adjust channel and transmission power, while

CC2420Config carries values for CCA mode, CCA hysteresis,

CCA threshold, TX turnaround, automatic CRC, preamble

length and sync word. For the CCA mode, there is no

check for valid IEEE 802.15.4 data at the moment. The

CC2420StatusReq message can be used to get information

about the current transceiver configuration. The transceiver

module then sends a CC2420StatusResp message up, which

contains the values of all configuration parameters.

Compared to the CC2420 simulation module for ns-2, we

have added the possibility to request the current transceiver

configuration. Further, configuration of CCA hysteresis, TX

turnaround, automatic CRC, preamble length and sync word

are supported, and information on CRC and RSSI is provided.

Finally, we have implemented the use of different CCA modes.

IV. SIMULATOR FRAMEWORK FERAL AND INTEGRATION

OF NS-3

In this section, we present the integration of ns-3 and

the CC2420 simulation component into FERAL, a simulator

framework for the rapid coupling of diverse simulators, such

as simulators for Simulink and SDL models.

A. Outline of FERAL

FERAL is a Java-based framework for rapid simulator

coupling with the objective to evaluate functional and non-

functional requirements of networked systems [8]. A FERAL

simulation system consists of a set of simulation components,

which are executed by specialized simulators. In particular,

existing simulators supporting different kinds of models and

targeting different hardware platforms or communication tech-

nologies can be used together. Thereby, system components

on different levels of abstraction can be simulated, which can,

for instance, be applied for early prototyping. One example

for this is the use of an SDL simulator together with ns-3

and our CC2420 module, which will be utilized in Section V.

Thus, one can simulate existing SDL specifications on a high

abstraction level together with a concrete medium model.

The execution of simulation components is controlled by

directors, which support time-triggered as well as event-

triggered semantics. Interaction between simulation compo-

nents is realized by messages (e. g., event notification).

Three adaptation steps are necessary to build a simulation

system with FERAL (see [8]). First, existing simulators, e. g.,

ns-3, to be used in the simulation system are integrated into

FERAL. This is achieved by implementing the Simulation-

Component control interface of FERAL, which needs to be

done only once per simulator. Second, for each integrated

simulator and type of simulation component, the FERAL

component-specific interface is adapted and implemented.

Third, simulation components are instantiated by choosing

a simulator integrated into FERAL and by specifying and

inserting an accordant behavior or communication model.

B. Integration of ns-3 into FERAL

Since FERAL is written in Java and ns-3 in C++, the

integration consists of a Java part and a C++ part, which

are connected by the Java Native Interface (JNI). Although

ns-3 is an event-based simulator, our component has a time-

triggered execution model. This approach was chosen because

ns-3 already offers the possibility to execute the simulation for

a specified time span. Therefore, no modifications concerning

the clock and internal scheduler of ns-3 are necessary.

Figure 6 shows a class diagram of the Java part of the ns-3

simulator component for FERAL. The connection to the C++

part is realized by NS3Interface and NS3Connector. For each

communication medium to be simulated with ns-3, a corre-
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Figure 6. The ns-3 simulator component (Java part).

sponding NS3CommunicationMedium is instantiated. For wire-

less media, an NS3MobilityConfig is defined, which determines

positions and movements of the nodes attached to this medium.

Here, we focus on the CC2420 medium and neglect other

media such as Ethernet or WLAN, which are also supported

by the simulator component. NS3CommunicationEndpoints

connect simulation components for functional behavior to the

communication medium. On C++ side, these endpoints are

represented by special applications.

In a stand-alone ns-3 simulation, applications installed on

nodes are used to generate and process traffic. When incorpo-

rating ns-3 into FERAL, virtual applications are defined, i. e.,

applications that have no real behavior but rather serve as com-

munication counterparts for the Java endpoints on C++ side.

Communication between endpoints and virtual applications is

realized via message exchange.

The counterpart of the NS3CommunicationMedium is the

ns-3 channel, which simulates the actual communication

medium. We have introduced a communication mode de-

termining the type of communication used for a medium.

Currently, the protocols TCP and UDP and communication

without using a protocol stack, by sending broadcasts directly

via net device are supported as communication modes. When

using TCP or UDP, an NS3IPConfig must be provided for each

endpoint, defining IP address and other parameters of the node.

We have implemented one generic message type for all of

these modes, which can be used independently of the concrete

medium. For each mode, a generic virtual application exists,

which transforms the messages to ns-3 packets and sends them

according to the communication mode. For TCP and UDP,

an accordant protocol stack is installed on the nodes during

the initialization. Besides these universal modes, a medium-

specific communication mode exists, which is currently only

supported for the CC2420 medium.

C. Integration of the CC2420 Simulation Module into FERAL

Besides the integration of ns-3 into FERAL, two further

steps are necessary for integrating the CC2420 simulation

module. First, a medium class must be provided in order to

create a CC2420 medium from a FERAL simulation system.

With this medium, it is already possible to use the CC2420

module with the generic message interface described above.

To use the CC2420-specific message interface described in

Section III-C, the medium-specific communication mode –

currently only available for CC2420 – had to be introduced. To

use this message interface from FERAL simulation systems, it

has to be represented in the framework. Therefore, an (almost)

equivalent Java interface has been defined, which mirrors the

one from Figure 5. Since communication between the FERAL

framework and the ns-3 simulator is done via JNI, accordant

code had to be provided to transfer the Java messages to the

respective C++ messages.

If the medium-specific communication mode is chosen

in combination with the CC2420 medium, a CC2420-

specific virtual application is installed on the ns-3 nodes.

This application forwards the messages directly to a

CC2420InterfaceNetDevice, which processes the data and calls

the accordant methods. The use of a protocol stack (e. g., IP) is

not possible in this case, since communication is done directly

via net device.

V. SIMULATIONS USING THE CC2420 MODULE

In this section, we present results of several simulation

experiments, which show that the CC2420 simulation module

is fully operational. In particular, we present the use of the

CC2420 module in stand-alone ns-3 simulations, and in sim-

ulations where ns-3 is a simulator component of the FERAL

framework.

A. Stand-alone ns-3 Simulations

In our stand-alone ns-3 simulations, simulation systems con-

sist of two nodes acting as sender and receiver, respectively.

An OnOffApplication, which sends values during configurable

time intervals, is installed on the sender node, while a Packet-

Sink is installed on the receiver node. Both applications are

provided by ns-3. The structure is shown in Figure 7.

By default, the OnOffApplication repeatedly pauses for one

second and afterwards sends packets for one second. We

start this application at two seconds simulation time and

simulate five seconds on the whole, which means that packets

are sent in the interval between three and four seconds. By

varying application data rate and packet size, we obtain three

simulation systems. An excerpt of the first simulation system

is shown in Listing 1. UDP sockets are used for sending

and receiving (see lines 12 and 17), and the IP address of

PacketSink is used as destination address for OnOffApplication

(line 12). The first simulation uses an application data rate of

70 kbps and a packet size of 20 bytes (lines 13 and 14).

UDP

IP

Sender

OnOffApplication

CC2420NetDevice

Receiver

PacketSink

CC2420NetDevice

CC2420Channel

UDP

IP

Figure 7. Structure of stand-alone ns-3 simulation systems.
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1 NodeConta ine r nodes ; nodes . C r e a t e ( 2 ) ;

2 CC2420Helper cc2420 ;

3 N e t D e v i c e C o n t a i n e r d e v i c e s ;

4 d e v i c e s = cc2420 . I n s t a l l ( nodes , . . . ) ; / / CC2420NetDevice

5 I n t e r n e t S t a c k H e l p e r s t a c k ; s t a c k . I n s t a l l ( nodes ) ;

6 M o b i l i t y H e l p e r m o b i l i t y ;

7 . . .

8 I p v 4 A d d r e s s H e l p e r addr ;

9 addr . Se tBas e ( " 1 0 . 1 . 1 . 0 " , " 2 5 5 . 2 5 5 . 2 5 5 . 0 " ) ;

10 I p v 4 I n t e r f a c e C o n t a i n e r i n t e r f a c e s = addr . As s ign ( d e v i c e s ) ;

11

12 OnOffHelper o n o f f ( " ns3 : : UdpSocke tFac to ry " ,

I n e t S o c k e t A d d r e s s ( i n t e r f a c e s . Ge tAddre s s ( 1 ) , 9 ) ) ;

13 o n o f f . S e t A t t r i b u t e ( " Da taRa te " , S t r i n g V a l u e ( " 70 kbps " ) ) ;

14 o n o f f . S e t A t t r i b u t e ( " P a c k e t S i z e " , S t r i n g V a l u e ( " 20 " ) ) ;

15 A p p l i c a t i o n C o n t a i n e r s ende rApps =

o n o f f . I n s t a l l ( nodes . Get ( 0 ) ) ;

16

17 P a c k e t S i n k H e l p e r p k t S i n k ( " ns3 : : UdpSocke tFac to ry " , . . . ) ;

18 A p p l i c a t i o n C o n t a i n e r r e c e i v e r A p p s =

p k t S i n k . I n s t a l l ( nodes . Get ( 1 ) ) ;

Listing 1. Excerpt of simulation system for first simulation.

With these values, all packets reach their destination, which

is shown in Listing 2. The total number of bytes sent by

OnOffApplication equals the number of bytes received by

PacketSink, which means that all packets have reached their

destination.

At t ime 3 . 00229 s on−o f f a p p l i c a t i o n s e n t 20 b y t e s t o

1 0 . 1 . 1 . 2 p o r t 9 t o t a l Tx 20 b y t e s

At t ime 3 . 00427 s p a c k e t s i n k r e c e i v e d 20 b y t e s from

1 0 . 1 . 1 . 1 p o r t 49153 t o t a l Rx 20 b y t e s

. . .

At t ime 3 . 99886 s on−o f f a p p l i c a t i o n s e n t 20 b y t e s t o

1 0 . 1 . 1 . 2 p o r t 9 t o t a l Tx 8740 b y t e s

At t ime 4 . 00084 s p a c k e t s i n k r e c e i v e d 20 b y t e s from

1 0 . 1 . 1 . 1 p o r t 49153 t o t a l Rx 8740 b y t e s

Listing 2. Output of the first simulation (all packets received).

In the second simulation, an application data rate of 90 kbps

instead of 70 kbps is configured. Since UDP and IP headers as

well as the CC2420 header and trailer have to be added to the

application data rate, and the transceiver calibration time has

to be considered, this data rate is too high for the transceiver.

Therefore, not all packets can be transmitted, as shown in

Listing 3.

The application sends all packets down the protocol stack,

but since the CC2420 transceiver can only handle a new

transmission request after the current one is finished, some

of the packets are discarded by the transceiver. Therefore, we

have identified a bottleneck in the system. This behavior can

also be identified by additional log outputs of the CC2420

module not shown in the listing.

At t ime 3 . 00178 s on−o f f a p p l i c a t i o n s e n t 20 b y t e s t o

1 0 . 1 . 1 . 2 p o r t 9 t o t a l Tx 20 b y t e s

. . .

At t ime 3 . 99911 s on−o f f a p p l i c a t i o n s e n t 20 b y t e s t o

1 0 . 1 . 1 . 2 p o r t 9 t o t a l Tx 11240 b y t e s

At t ime 3 . 99932 s p a c k e t s i n k r e c e i v e d 20 b y t e s from

1 0 . 1 . 1 . 1 p o r t 49153 t o t a l Rx 5620 b y t e s

Listing 3. Output of the second simulation.

In the third simulation, the application data rate is set to

70 kbps as in the first one, but the packet size is extended

to 150 bytes. This is more than the maximal payload of the

transceiver, which is 125 bytes (UDP and IP headers and the

CC2420 header and trailer even increase the packet size of

the application). Therefore, an IP fragmentation takes place,

which means that the IP packet is split into several subpackets

to match the Maximum Transmission Unit (MTU) of the

CC2420NetDevice. However, this does not work with the

CC2420 transceiver, because it can handle a new transmission

request only after the current one is finished. Because of this,

only the first subpacket of each IP packet can be transmitted

successfully. Since incomplete IP packets are discarded on

network level, PacketSink receives no packets at all (see

Listing 4).

At t ime 3 . 01714 s on−o f f a p p l i c a t i o n s e n t 150 b y t e s t o

1 0 . 1 . 1 . 2 p o r t 9 t o t a l Tx 150 b y t e s

. . .

At t ime 3 . 99429 s on−o f f a p p l i c a t i o n s e n t 150 b y t e s t o

1 0 . 1 . 1 . 2 p o r t 9 t o t a l Tx 8700 b y t e s

Listing 4. Output of the third simulation.

Next, we have repeated these simulations with slightly mod-

ified OnOffApplication and PacketSink in order to illustrate the

use of the extended CC2420 message interface (see Figure 5).

Instead of installing a protocol stack on the nodes, messages

are directly forwarded from the application to the net device,

which is now a CC2420InterfaceNetDevice, and vice versa.

This also means that the transmitted packets are smaller, since

UDP and IP protocol headers are omitted.

In the modified simulation systems, we have used

the extended interface of the CC2420 module to change

the channel from the default value 11 to 12 before

message exchange is started (in OnOffApplication as well

as PacketSink). A CC2420StatusReq message and the

corresponding CC2420StatusResp message are used to check

that the channel change has taken place.

The first of these modified simulations produces nearly the

same result as the one with original OnOffApplication and

PacketSink. Since the packets are smaller, they are received

slightly earlier. In addition, there are further messages from the

CC2420InterfaceNetDevice, which are received by the applica-

tion (see Listing 5). For example, the CC2420Sending message

with value true, which is sent up immediately, indicates a

successful transmission start.

At t ime 3 . 00229 s on−of f−cc2420 a p p l i c a t i o n s e n t 20 b y t e s

t o t a l Tx 20 b y t e s

At t ime 3 . 00229 s on−of f−cc2420 a p p l i c a t i o n r e c e i v e d

CC2420Sending message wi th v a l u e t r u e

At t ime 3 . 00257 s p a c k e t s i n k cc2420 r e c e i v e d CC2420Cca

message wi th v a l u e f a l s e

At t ime 3 . 00337 s on−of f−cc2420 a p p l i c a t i o n r e c e i v e d

CC2420SendFinished message

At t ime 3 . 00337 s p a c k e t s i n k cc2420 r e c e i v e d 20 b y t e s

wi th CRC= t r u e and RSSI=−67; t o t a l Rx 20 b y t e s

At t ime 3 . 00341 s p a c k e t s i n k cc2420 r e c e i v e d CC2420Cca

message wi th v a l u e t r u e

. . .

Listing 5. Output of the modified first simulation.

In the second modified simulation, all packets are now

successfully transmitted. Since there are no UDP and IP

headers, the application data rate of 90 kbps can be handled

by the transceiver.
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In the third modified simulation, the packet size of 150 bytes

now exceeds the MTU size of the net device, since no IP

fragmentation takes place. Therefore, no packet is transmitted.

B. Simulations with FERAL and SDL

ITU-T’s SDL [9] is a formal specification language designed

for distributed and reactive systems. System behavior is de-

fined by extended finite state machines, which are connected

through channels and communicate by exchanging signals

asynchronously. Channels are also used to connect a system to

its environment, e. g., the simulator framework FERAL. The

integration of an SDL simulator component into FERAL has

been presented in [8]. We use SDL to specify the behavior of

nodes in the simulation systems on a high abstraction level,

and ns-3 to simulate the medium by means of the CC2420

module.

In the following experiments, simulation systems consist

of three nodes, two senders and one receiver, which are

specified in SDL and executed by an SDL simulator. These

nodes communicate over a wireless medium accessed through

a CC2420 simulation module executed by ns-3. The structure

is shown in Figure 8. The topology is chosen such that the

receiver is positioned between the senders with the same

distance to each of them. The extended CC2420 message

interface is used for communication with the CC2420

module. The first sender begins transmission at 2,0001

seconds of simulation time and then sends one value every

100 milliseconds. The second sender begins at 3 seconds

simulation time and sends one value every 200 milliseconds.

In the first simulation system, the standard configuration

of the CC2420 module is applied. In particular, this means

that the transceiver transmits at full power. Between 2 and 3

seconds of simulation time, only one sender is active, which

means that all signals can be correctly received. Afterwards,

every second signal of the first sender collides with a signal of

the second sender, which means that only half of the signals

of the first sender and none of the signals of the second sender

can be received. This behavior is shown in Listing 6.

First, both senders transmit almost simultaneously (lines

2 and 3). Although CCA is used, both transmissions take

place, because the calibration time for the first sender has

not expired when the second sender begins its transmission.

Therefore, the frames collide. The receiver detects that the

medium is busy (line 6), but cannot receive a valid frame.

Since medium occupancy is only detected by nodes which

<<SDL Component>>

Sender 1

<<SDL Component>>

Receiver

<<SDL Component>>

Sender 2

FERAL

<<NS3 Component>>

CC2420 Medium

Figure 8. Structure of simulation systems using FERAL.

1. . .

23 , 0 0 0 0 : Sende r 2 : Sen t CC2420Send wi th v a l u e 0x20 0 x00

0x00

33 , 0 0 0 1 : Sende r 1 : Sen t CC2420Send wi th v a l u e 0x10 0 x00

0 x0a

43 , 0 0 0 2 : Sende r 2 : Rece ived CC2420Sending wi th v a l u e t r u e

53 , 0 0 0 3 : Sende r 1 : Rece ived CC2420Sending wi th v a l u e t r u e

63 , 0 0 0 4 : R e c e i v e r : Rece ived CC2420Cca wi th v a l u e f a l s e

73 , 0 0 0 7 : Sende r 2 : Rece ived CC2420SendFinished

83 , 0 0 0 8 : Sende r 1 : Rece ived CC2420SendFinished

93 , 0 0 0 8 : R e c e i v e r : Rece ived CC2420Cca wi th v a l u e t r u e

103 , 0 0 1 0 : Sende r 2 : Rece ived CC2420Cca wi th v a l u e t r u e

113 , 0 0 1 1 : Sende r 1 : Rece ived CC2420Cca wi th v a l u e t r u e

12. . .

133 , 1 0 0 1 : Sende r 1 : Sen t CC2420Send wi th v a l u e 0x10 0 x00

0x0b

143 , 1 0 0 3 : Sende r 1 : Rece ived CC2420Sending wi th v a l u e t r u e

153 , 1 0 0 5 : R e c e i v e r : Rece ived CC2420Cca wi th v a l u e f a l s e

163 , 1 0 0 6 : Sende r 2 : Rece ived CC2420Cca wi th v a l u e f a l s e

173 , 1 0 0 8 : Sende r 1 : Rece ived CC2420SendFinished

183 , 1 0 0 8 : Sende r 2 : Rece ived CC2420Cca wi th v a l u e t r u e

193 , 1 0 0 8 : R e c e i v e r : Rece ived CC2420Recv wi th v a l u e 0x10

0x00 0x0b , CRC t r u e , RSSI −67

203 , 1 0 0 8 : R e c e i v e r : Rece ived CC2420Cca wi th v a l u e t r u e

213 , 1 0 1 1 : Sende r 1 : Rece ived CC2420Cca wi th v a l u e t r u e

22. . .

Listing 6. Output of the first SDL simulation.

are not in transmission mode, the senders do not detect

it here. Since the second sender only transmits every 200

milliseconds, the next frame of the first sender (line 13) can

be received successfully (line 19).

In the second simulation system, we use a CC2420Setup

message to reduce the transmission power of the first sender,

while the power of the second sender remains unchanged.

Since the distance to the receiver is equal, the signal of the

second sender is stronger than the one of the first when arriving

at the receiver. This way, a capturing effect can be observed,

which means that the reception of the signal from the second

sender is not disturbed by the interfering signal of the first

sender. This behavior is shown in Listing 7.

1 . . .

2 3 , 0 0 0 0 : Sende r 2 : Sen t CC2420Send wi th v a l u e 0x20 0 x00

0x00

3 3 , 0 0 0 1 : Sende r 1 : Sen t CC2420Send wi th v a l u e 0x10 0 x00

0 x0a

4 3 , 0 0 0 2 : Sende r 2 : Rece ived CC2420Sending wi th v a l u e t r u e

5 3 , 0 0 0 3 : Sende r 1 : Rece ived CC2420Sending wi th v a l u e t r u e

6 3 , 0 0 0 4 : R e c e i v e r : Rece ived CC2420Cca wi th v a l u e f a l s e

7 3 , 0 0 0 7 : Sende r 2 : Rece ived CC2420SendFinished

8 3 , 0 0 0 7 : R e c e i v e r : Rece ived CC2420Recv wi th v a l u e 0x20

0x00 0x00 , CRC t r u e , RSSI −67

9 3 , 0 0 0 8 : Sende r 1 : Rece ived CC2420SendFinished

10 3 , 0 0 0 8 : R e c e i v e r : Rece ived CC2420Cca wi th v a l u e t r u e

11 3 , 0 0 1 0 : Sende r 2 : Rece ived CC2420Cca wi th v a l u e t r u e

12 3 , 0 0 1 1 : Sende r 1 : Rece ived CC2420Cca wi th v a l u e t r u e

13 . . .

14 3 , 1 0 0 1 : Sende r 1 : Sen t CC2420Send wi th v a l u e 0x10 0 x00

0x0b

15 3 , 1 0 0 3 : Sende r 1 : Rece ived CC2420Sending wi th v a l u e t r u e

16 3 , 1 0 0 5 : R e c e i v e r : Rece ived CC2420Cca wi th v a l u e f a l s e

17 3 , 1 0 0 6 : Sende r 2 : Rece ived CC2420Cca wi th v a l u e f a l s e

18 3 , 1 0 0 8 : Sende r 1 : Rece ived CC2420SendFinished

19 3 , 1 0 0 8 : Sende r 2 : Rece ived CC2420Cca wi th v a l u e t r u e

20 3 , 1 0 0 8 : R e c e i v e r : Rece ived CC2420Recv wi th v a l u e 0x10

0x00 0x0b , CRC t r u e , RSSI −72

21 3 , 1 0 0 8 : R e c e i v e r : Rece ived CC2420Cca wi th v a l u e t r u e

22 3 , 1 0 1 1 : Sende r 1 : Rece ived CC2420Cca wi th v a l u e t r u e

23 . . .

Listing 7. Output of the second SDL simulation.

As in the first simulation, both senders transmit almost
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simultaneously (lines 2 respectively 3). Since the frame of

the second sender is stronger, it can be received successfully

(line 8). This is only possible because the reception of the

frame of the second sender begins before the frame of the first

sender, since the transceiver cannot switch from a currently

received frame to a stronger one. The next frame of the first

sender (line 14) can be received successfully (line 20), since

the second sender only sends every 200 milliseconds, which

means that there is no colliding frame.

The simulation experiments show that our CC2420 module

is fully operational, for stand-alone ns-3 simulations as well

as simulations with the framework FERAL. Using simu-

lator components already integrated into FERAL provides

additional possibilities for specifying the behavior of nodes

compared to stand-alone ns-3 simulations.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have developed a medium simulation

module for TEXASINSTRUMENTS’ CC2420 transceiver. As

starting point, we have used an existing module for ns-2. By

integrating the new module into ns-3, we can use existing

ns-3 protocol stacks and applications to model the behavior

of nodes using this transceiver and draw benefit from the

active development of ns-3. We have then provided several

enhancements for the CC2420 simulation module, which are

accessible through an extended interface.

To use the simulation module in combination with other

simulators, we have developed an integration into the simulator

framework FERAL. Therefore, a general simulator component

for integrating ns-3 into FERAL has been provided. This

component also supports other ns-3 media, such as Ethernet

or WLAN. Next, we have integrated the CC2420 module into

this simulator component by providing a Java class for the

medium and accordant elements to use the extended CC2420

message interface.

The CC2420 simulation module was first used to simulate

stand-alone ns-3 systems. Then, the FERAL simulator compo-

nent was used to simulate SDL systems which communicate

via an ns-3 simulated CC2420 medium. These experiments

have shown that the CC2420 simulation module is fully

operational in the ns-3 context, and that the integration into

FERAL provides additional degrees of freedom especially in

the early development stages, where abstract models, e. g.,

Simulink or SDL models, are used to specify system behavior.

In our future work, we plan to further enhance the simulated

state machine. At the moment, interference is not accumulated,

which would be desirable for a more precise simulation of

collisions. Energy consumption is also an interesting aspect to

integrate into the state machine. Besides, we will implement

further features of the transceiver, e. g., a check for valid IEEE

802.15.4 data in CCA modes 2 and 3. Furthermore, we will

use the CC2420 module to evaluate realistic protocols for

mobile ad-hoc networks, e. g., MAC and routing protocols. In

addition, we are planning to perform real-world measurements

with the CC2420 transceiver, in order to assess how accurate

its behavior is simulated by our CC2420 module.
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Abstract—In this paper, we propose an analysis of the physical 

layer of large distributed automation systems based on 

simulation in SPICE. For large systems, changes of the 

physical topology or minor modifications of the physical layer 

hardware of a bus node result in much more increased 

influences to the signal integrity compared to smaller system 

architectures. The simulation provides references for further 

designs of the physical layer hardware of a bus node and an 

analysis of its behavior in different large topology 

configurations with up to 1000 bus nodes in a network with a 

total length of up to 1000 meters.   

Keywords- large distributed automation systems; physical 

layer simulation; signal integrity; fieldbus simulation 

I.  INTRODUCTION 

Due to the increase in performance and the cost reduction 
of micro-processors, the decentralized approach of 
automation systems is used more and more in the last years. 
Furthermore, current developments of automation systems 
focus on distributed systems to handle modular extensibility 
and to avoid isolated applications. The decentralized 
approach suggests a connection of each sensor and actuator 
to a bus system via a bus coupler. As a result a large 
distributed automation system is generated, of which 
behavior is dependent on a high number of influence factors, 
based on the complex structure of the transmission channel 
system and the large number of bus participants.  

Current research on physical layer simulations in works 
mainly in the field of automotive bus systems ([1]-[6]) or 
focused on lower scale case studies ([7], [8]). In this paper 
the focus lies on more complex bus system topologies, for 
example hardware architectures in decentralized building 
automation systems, which contain more than 1000 bus 
couplers which are networked in a transmission channel 
system of up to 1 km without a repeater. Changes of the 
physical topology or minor modifications of the physical 
layer hardware of a bus node, such as stub lines, mismatches 
or unsuitable dimensioning, could cause a negative influence 
to the signal integrity. A simulation based analysis is 
essential for this kind of large distributed automation 
systems. 

Based on the fieldbus system SmallCAN ([9] and [10]), 
developed at the Institut for traffic safety and automation 
engineering, Technische Universität Braunschweig, the 
signal integrity for a large distributed automation system is 
validated by a physical layer simulation in SPICE.  

Therefore, the main components models of the 
mentioned automation system and their connection to a large 
distributed system are described in section 2 of this paper. 

In section 3 the main requirements for a sufficient signal 
integrity behavior in SmallCAN are introduced. 

In section 4 the results are shown after simulation. Next to 
specific complex topology configurations with up to 1000 
bus participants, the influence of modifications of the 
physical layer hardware of a bus node is also be analyzed. 

II. Simulation model 

To simulate the data transmission system for SmallCAN, 
three main components of the data transmission system are 
modeled in SPICE: 

 
• energy supply unit. 
• physical layer hardware of a bus coupler. 
• transmission channel system. 

 
The energy supply unit provides a recessive signal level of 

24 V for the data line and a constant current source which 
impresses a current of 250 mA in case of a forced dominant 
signal level. The developed model 
ENERGY_SUPPLY_UNIT supports three ports for ground, 
input power supply and data line. 

The dominant signal level is caused by short-circuiting the 
data line to the ground, executed by a MOSFET-Transistor 
of an active bus coupler. The developed model 
BUS_COUPLER represents a bus coupler with the logical 
input port for transmitting data, the data line of the bus, 
ground and the logical output port for the receiving data. 

The transmission channel system of SmallCAN considers 
the electrical parameters for a typical phone cable: 

 

• capacitance per unit C� � 55 
��

�
 . 

• resistance per unit  R� � 0,05 
� 



 . 

• inductance per unit L� � 0,075 
 ��



.   

 
For the transmission channel system the SPICE model 

TLUMP128 is used. The individual models of the 
components are connected to a whole system model of the 
specific hardware architecture, described by a SPICE net 
list. The physical topology can be chosen free, as long as the 
total cable length is lower than 1000 m. 
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Figure 1 shows a minimal topology with 3 bus couplers at 
a maximum distance of 3 m and the accordance net list. Two 
phone cables with 1 m and 2 m are connected between the 
energy supply unit X_Z1 and the bus couplers X_B2 and 
X_B3. A pulse, generated by the voltage source V_V3, 
controls the logical input port of bus coupler X_B3 to trigger 
the dominant signal level on the bus. The energy supply unit 
feeds in a current of 250 mA in the data line in the direction 
of the active bus coupler X_B3. 

 

 
 

V_V2   1          0                   30Vdc   
X_Z1   0           2      1                ENERGY_SUPPLY_UNIT 
X_B1   TX_1          2        0              RX_1     BUS_COUPLER 
X_T1     3    2    GND_1   TLUMP128   PARAMS: R=0.05 L=0.075u C=55p  LEN=2 
X_B2   TX_2       3        GND_1    RX_2     BUS_COUPLER 
X_T2    4   2    GND_2   TLUMP128   PARAMS: R=0.05 L=0.075u C=55p  LEN=1 
X_B3   EVENT   4        GND_2    RX_3       BUS_COUPLER 
V_V3 EVENT  GND_2  PULSE 0V 5V 1000u 10n 10n 0.1m 0.198m  

 
Fig. 1. Minimal scale hardware architecture and SPICE-net list. 

 

In Figure 2 an example of a maximal periodically 
structured topology with 991 bus couplers of a total cable 
length of 1 km and a section of its net lists are depicted. The 
energy supply unit X_Z1 is placed in the middle of the 
system, from where two main lines were extended. Each 
following stub line has a length of 20 m. At each end of the 
stub line a network, composed of 33 bus couplers, is located.  

 

III. Requirements 

After short-circuiting, the following signal curve depends 
on signal integrity properties, such as reflection behavior and 
voltage changes. The following requirements have to be 
fulfilled for each topology configuration to guarantee a 
sufficient signal integrity behavior: 

 
• The voltage drop between the data line and the 

ground has to be lower than 7 V / 500 m, which 
guarantees the recognition of the dominant signal by 
the receiver hardware. 

• After the settling time and line delay time of 11,9 us 
the level signal on the data line has to be lower than 
the threshold voltage of 14 V during the falling edge 
and has to be overrun it during the rising edge, to 
ensure a stable signal trace before the signal 
sampling starts. 

 

 
 

 
 
 
V_V2   1          0                   30Vdc   
X_Z1   0           2      1                ENERGY_SUPPLY_UNIT 
X_B1   XX_1   2      0   20001       BUS_COUPLER 
X_T1     3    2        T1_0   TLUMP128   PARAMS: R=0.05 L=0.075u C=55p  LEN=20 
… 
X_T22    22   22   T23_0  TLUMP128   PARAMS: R=0.05  L=0.075u C=55p  LEN=20 
X_T23    24   23   T24_0  TLUMP128   PARAMS: R=0.05  L=0.075u C=55p  LEN=20 
      X_B430   XX_430    24  T24_0  20430    BUS_COUPLER 
      …  
      X_B462    XX_462    24   T24_0  20462    BUS_COUPLER  
X_T25    25   23   T25_0  TLUMP128   PARAMS: R=0.05  L=0.075u C=55p  LEN=20 
      X_B463   XX_463    25   T25_0  20463   BUS_COUPLER 
      …  
      X_B495    XX_495   25    T25_0  20495    BUS_COUPLER  
 
X_T25    26    2    T26_0   TLUMP128   PARAMS: R=0.05 L=0.075u C=55p  LEN=20 
… 
X_T48    50   48  T48_0  TLUMP128   PARAMS:  R=0.05  L=0.075u  C=55p LEN=20 
X_T49    51   50  T49_0  TLUMP128   PARAMS:  R=0.05  L=0.075u  C=55p LEN=20 
      X_B926 XX_926   51    T49_0    20926 BUS_COUPLER  
      … 
      X_B958 XX_958   51     T49_0   20958  BUS_COUPLER 
X_T50     52   50  T50_0  TLUMP128  PARAMS:  R=0.05  L=0.075u  C=55p LEN=20 
     X_B959 XX_959   52    T50_0    20959 BUS_COUPLER  
     … 
     X_B991      EVENT   52  T50_0    20991             BUS_COUPLER 
V_V3 EVENT  T50_0 PULSE 0V 5V 1000u 10n 10n 0.1m 0.198m 
 
 
Fig. 2. Large scale hardware architecture and section of the SPICE-net list. 

 

IV. SIMULATION RESULTS 

In Figure 3 (a),(b), the simulation results are depicted for 
the mentioned large distributed topology. For comparison an 
ideal trace for the minimal system with three bus couplers by 
a total cable length of 3 m is also depicted in Figure 3 (c),(d). 
The voltage between the data line and data ground is 
measured near the active bus coupler X_B991(cyan), near 
the energy supply unit at bus coupler X_B1 (red) and far 
from the active bus coupler at the bus coupler X_B495 
(blue).  

The simulation results show that the voltage drop 
between data line and ground is lower than the permitted 
value of 7 V. Due to the influence of the line capacity the 
signal trace results in a much flattened curve in contrast to 
the signal curve for the minimal system. It can be also seen 
that during the falling edge more signal levels are formed, 
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due to the reflection behavior. After a line delay time of 
nearly 2,5 us and the settling time the signal is fall below the 
threshold voltage of 14 V within the permitted time of 11,8 

us. 
The trace of the steep edges, affiliated under minimal 

topology conditions, cannot be kept for extended topology 
configurations, due to the resulting flattened curve. 
Furthermore, for smaller system topologies the steep edges 
result in excessive emitted interferences. Therefore, some 
modifications of the physical hardware of the bus coupler are 
implemented to avoid the steep edges during signal level 
changes. By a delayed triggering of the output transistor, the 
current flow in the data line is impressed under controlled 

conditions to avoid the steep edges.  
In Figure 4, the simulation results after the hardware 

modifications of the transmitter are depicted. Due to the 
controlled triggering of the output transistor, the signal 
behavior for the large distributed topology resembles more 
the signal behavior for the minimal system, compared to the 
simulation results of Figure 3. The mentioned signal integrity 
requirements are fulfilled and the reflection behavior is 
reduced. In summary it could be assumed, that for different 
topology configurations the signal trace on the data line is 
more predictable after the mentioned hardware 
modifications. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3. Simulation results for a large and minimal distributed topology. 

 

 

 
(a) (b) 

(c) 
 

(d) 

Fig. 4. Simulation results for a large and minimal distributed topology after hardware modification. 
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V. CONCLUSION AND OUTLOOK 

The effort for a measurement based analysis of the 
physical layer of large distributed automation systems is 
extremely high and not practical. Therefore, a simulation 
based analysis for this kind of automation systems is 
proposed in this contribution. The main component models 
of an automation system and theirs variable connection by a 
topology net are described. The simulation results for 
different case studies show various signal behaviors, 
dependent on different bus topologies and modifications of 
the transceiver hardware. Variable parameters allow the 
analysis of signal integrity for different conditions.  
Generally, statements about the signal integrity for complex 
automation systems can be yielded by this simulation. 

In further works, an optimized signal behavior for all 
conditions could be found by an automated modification of 
parameters, simulation execution and an analysis of the 
results. Monte Carlo simulations, offered by SPICE Tools, 
could be used for that. 
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    Abstract - Prediction-based distributed parallel event-driven 
hardware description language simulation on multi-core 
computing platforms is a new promising approach to boost 
simulation performance. Traditional distributed parallel event-
driven simulation methods suffer heavy synchronization and 
communication overhead for transferring the signal data among 
local simulators, which could easily nullify most of the expected 
simulation speed-up from parallelization. In our approach, the 
signal data to be transferred is predicted first in each local 
simulation independently. No synchronization and 
communication incurs when the prediction succeeds, and the 
actual signal data transfer with synchronization and 
communication among the local simulators occurs only when the 
prediction fails. Therefore, as far as prediction accuracy remains 
high, the high simulation speed-up from the parallelization can 
be anticipated from the approach. In this paper, we have 
proposed the prediction-based distributed parallel event-driven 
timing simulation for a series of design changes in typical ECO 
flow. We also have performed the preliminary experimentation 
in actual design changes, obtained high prediction accuracy with 
real designs from industry and achieved significant speed-up gain 
from the proposed parallelization.  

Keywords—distributed parallel simulation; synchronization; 
communication; partitioning; simulator; simulation; verification; 
EDA 

I. INTRODUCTION 
 
Simulation has still remained the most popular verification 

method in chip designs because of ease of use, low cost, 100% 
signal controllability and observability, etc. Specifically, event-
driven Hardware Description Language (HDL) simulation is 
the most common technique used for functional and timing 
simulations [1]. However, event-driven simulation suffers from 
very low performance for complex design objects because of 
its inherently sequential nature. In chip designs, this has gotten 
much worse in gate-level simulation than Register Transfer 
Level (RTL) simulation because the number of simulation 
objects to be dealt with is much larger at gate-level than at RTL. 
But, the use of gate-level functional or timing simulation is still 
quite active and even increasing nowadays for many important 
reasons [16][17]. Some of them include verification 
requirement for designs having many asynchronous clocks, 
limitation of static functional and timing verification methods 
such as equivalence checking and static timing analysis, 
variability of deep sub-micron processing technology, etc. 

Therefore, event-driven HDL simulation is heavily used for 
both functional and timing verification. Usually, once the bug 
is found and fixed after a simulation run, another new 
simulation run is required with a new HDL code or netlist to 
ensure that the bug is correctly removed and no new bug is 
accidently brought. This process is iterated until the designers 
or verification engineers believe no more bugs exist in the 
design. In this sense, simulation in the design flow is a highly 
repeated process before and after a series of continuous design 
changes. 

 
Distributed parallel event-driven HDL simulation has been 

proposed to alleviate the low performance of sequential 
simulation [2][3][4]. Unfortunately, it has been not successful 
because of: i) difficulty in design partitioning; ii) heavy 
synchronization and communication overhead among modules 
imposed by the distributed environment, especially in gate-
level timing simulation; and iii) load balancing among the 
distributed simulation jobs. 

     
This paper consists of following; first we briefly mention 

the previous work and motivation in Section II, and explain our 
unique and noble approach to distributed parallel simulation in 
Section III. In next main section, we propose the prediction-
based distributed parallel event-driven timing simulation for a 
series of design changes in the typical ECO (Engineering 
Change Order) flow, and claim that the performance of gate-
level timing simulation could be greatly improved from the 
proposed approach. In Section V, we have performed some 
preliminary experiments with real SOC (System On Chip) 
designs from industry for demonstrating the expected benefit, 
followed by the conclusion and future work in Section VI.   

  

II. PREVIOUS WORK AND MOTIVATION 
 
The area of distributed parallel simulation is rich in 

literature. All known works concern traditional distributed 
parallel simulation, which is based on physical partitioning of 
the design into multiple sub-designs, assigned to individual 
local simulators. This simulation concept has been known 
since late 1980s as Parallel Discrete Event Simulation (PDES) 
[9]. The main issues in PDES are partitioning, synchronization 
and granularity. There are basically two types of 
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synchronization methods in distributed parallel simulation: 
conservative (lockstep based) and optimistic (rollback based).  
These two types differ in the way modules of the partitioned 
design communicate during simulation for synchronization. 
Their performance varies with the design and partition 
strategy, but usually the optimistic method is faster 
[9][10][11][12]. Most recently, Chatterjee [13] and Zhu [14] 
proposed the distributed parallel event-driven gate level 
simulation using general purpose GPUs (Graphic Processing 
Units). However, it could only handle gate level zero-delay 
simulation. It is known that it is not effective for the gate level 
timing simulation [15]. In conclusion, these methods are not 
practical, do not scale, and have performances depending 
heavily on optimal partitioning [18]. 
 

Recently, some Electronic Design Automation (EDA) 
vendors have introduced parallel event-driven HDL simulators 
for multi-cores [5][6][7][8]. Parallel HDL simulation with 
multi-core technology looks more promising than the original 
distributed parallel HDL simulation. In multi-core parallel 
simulation, (inter-module) communication can be 
accomplished by a straightforward fast memory read/write. 
However, the expected speed-up was observed only for a 
special class of designs, such as BIST (Built in Self Test) logic 
just for gate-level zero-delay simulation, and the speed-up 
curve quickly saturates with the number of available cores. 
The problem becomes particularly difficult for large number 
of cores, which quickly increases the global communication 
and synchronization overhead among partitioned sub-designs. 
It mainly comes from the fact that the difficulty of partitioning 
for distributed parallel simulation lies in simultaneously 
considering the reduction of the synchronization and 
communication overhead and load balancing among 
distributed simulation jobs. Due to the huge design size, much 
heavier synchronization and communication overhead, etc., 
the problem even gets much worse for gate-level timing 
simulation, where the stronger demand for high simulation 
performance exists, but its speed is even slower than that of 
gate-level zero-delay simulation at least by one order of 
magnitude.  

 
In summary, the success of traditional distributed parallel 

event-driven simulation on multi-core strongly depends on 
such “ideal” partitioning, which itself is a known intractable 
problem and therefore is impossible to apply to complex 
industrial large designs [18]. This is the main reason that 
multi-core parallel event-driven HDL simulators are not 
popular in the design community these days although there 
has been a great demand for increasing gate-level simulation 
performance on multi-core platforms.   

 

III. PREDICTION-BASED DISTRIBUTED PARALLEL EVENT-
DRIVEN HDL SIMULATION  

 
Yang [3][4] had proposed a new promising approach to 

boost up the simulation performance, prediction-based 

distributed parallel event-driven HDL simulation on multi-
core computing platforms. This approach is based on 
predicting input and output stimulus that need to be applied to 
module(s) in each local simulation (We will call each of 
individual simulation in distributed parallel simulation local 
simulation). How to accurately predict input and output values 
is explained in the next section.  
 

The predicted input values are stored in local memory and 
applied to the input ports of a local module assigned to a given 
simulator.  Then, the actual output values at the output ports of 
that module are compared on-the-fly with the predicted output 
values, also stored in a local memory. Figure 1 shows an 
example design consisting of two modules dependent on each 
other inputs. Simulating the modules in parallel requires 
predicting inputs for each of the two sub-modules.  

 
 

 

 

Figure 1: An example design with two dependent sub-modules 

Figure 2 shows two sub-modules being simulated in 
parallel on two cores. Each sub-module uses predicted inputs 
by default, while its actual outputs are compared against the 
predicted outputs (stored earlier in local memory). A 
multiplexer at each sub-module selects between the predicted 
inputs and the actual inputs. Note that, when both sub-
modules access their actual inputs from the other sub-module,  
synchronization and communication overhead incurs. 
 

 
 
 

  
 
 
 
 
 
 
 
 

Figure 2: Conceptual diagram of prediction-based distributed parallel event-
driven HDL simulation 

 
As long as the prediction is correct, communication and 

synchronization between two local simulations is completely 
eliminated. We call this phase of simulation the prediction 
phase. Only when the prediction fails, the actual input values, 
coming from the other local simulation, are used in simulation; 
we call this phase of simulation the actual phase. When 
prediction fails, each local simulation must roll back to the 
nearest checkpoint and is restarted from that point. This is 
possible by generating checkpoint, i.e., saving simulation state 
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or design state, during the simulation in the prediction phase. 
Note that, when parallel simulation enters the actual phase, it 
should try to return to the prediction phase as early as possible 
to attain the maximum speed-up. This is done by continuously 
comparing the actual outputs of all local simulations with their 
predicted outputs and counting the number of matches on-the-
fly. If the number of matches exceeds a predetermined value, 
the simulation is switched back to the prediction phase. 
Therefore, it is obvious that prediction accuracy is the most 
critical factor in this approach. Prediction accuracy near 100% 
will give almost linear speed-up even when the number of 
processor cores increases. 

 

IV. PREDICTION-BASED DISTRIBUTED PARALLEL EVENT-
DRIVEN TIMING SIMULATION FOR ECO DESIGN CHANGES  
 
As being mentioned in the previous section, having an 

accurate prediction data is imperative in the prediction-based 
distributed parallel event-driven HDL simulation. In [3], Yang 
had proposed one way to obtain the accurate prediction data, 
i.e., from the earlier simulation with the higher abstraction 
model. For example, if the prediction-based distributed 
parallel simulation is for gate-level simulation with a gate-
level netlist, the prediction data could be gathered from the 
earlier RTL functional simulation with the higher abstraction 
model, i.e., Verilog RTL design, from which the netlist is 
going to be synthesized. 

 
In this paper, we propose another way to obtain the 

accurate prediction data in the design flow. When we apply 
this prediction-based distributed parallel timing simulation at 
gate level for verifying design changes in ECO flow, our idea 
is to get it from signal dump from the earlier simulation before 
design change. For example, for doing the distributed parallel 
simulation with the example design in Figure 1 on two cores, 
all input and output ports of two sub-modules M1 and M2 are 
registered for signal dump. While simulating the design before 
design change, signal dumping is performed for those input 
and output ports of sub-module M1 and M2, and saved as the 
prediction data for later simulation after design change. Let’s 
assume that a bug in sub-module M1 is revealed from the 1st 
simulation, and its HDL source or netlist is modified for fixing 
it. Then, prediction-based distributed parallel timing 
simulation deployed for the 2nd simulation after design change 
will use this saved signal dump on the input and output ports 
of sub-modules M1 and M2 as the prediction data. 

 
As mentioned earlier, simulation is the highly iterated 

activities before and after a series of continuous design changes 
in the entire design phase. The application of distributed 
parallel HDL timing simulation to verify design changes in 
ECO flow could result in a profound benefit for reducing the 
total simulation time of all simulation runs, due to this 
repeating nature. Again, the key factor for boosting the 
simulation performance from the prediction-based distributed 
parallel simulation is the prediction accuracy. Intuitively, 

higher prediction accuracy for the prediction-based distributed 
parallel simulation in ECO flow is expected from less design 
change. For example, very high prediction accuracy could be 
expected from timing-only variant design changes keeping 
same functionality. But, there are other factors to consider. 
First, although there is a design change inside a module, it may 
only internally affect the module, but not at its output port and 
beyond. In other words, the effect of the change could not be 
propagated to any of its output port. If this is the case, the 
prediction accuracy of signal dump from the simulation before 
design change is 100%. This is the best scenario for prediction-
based distributed parallel simulation. Second, a design change 
inside a module could affect any of its output port, but not its 
input port. This is the case when there is no feedback 
connection from its output to its input, possibly through some 
other module(s), gates(s), etc. For this case, the prediction 
accuracy of input signal dump from the simulation before a 
design change is still 100%. But that of output signal dump is 
not 100%. Third, a design change inside a module could affect 
both its output and input port, when there is some feedback 
connection from its output to its input. For this, the prediction 
accuracy of signal dump from the simulation before design 
change is not 100%. This might be the worst scenario, and its 
prediction accuracy cannot be 100%. But, if its accuracy is still 
high, we could achieve the substantial speed-up from the 
distributed parallel simulation.  

 
Most design change(s) in ECO flow at the back-end design 

stage seldom changes the functional behavior of the 
corresponding sub-module globally in the entire simulation 
scenario. In fact, many ECO design changes are adjustments 
only for timing, e.g. buffer substitution, insertion, or removal, 
functionally equivalent but timing different cell substitution, 
cell re-placement, re-routing, etc. All of these ECO design 
change examples do not alter the functional behavior at all. 
Therefore, we intuitively know that the prediction accuracy 
for prediction-based distributed parallel event-driven timing 
simulation could be quite high in typical ECO flow. 

 
Besides reducing communication and synchronization 

overhead, another important factor to consider in distributed 
parallel simulation is load balancing. In fact, significant speed-
up from distributed parallel simulation is only possible by 
satisfying these two conditions simultaneously. Another 
benefit of applying the prediction-based distributed parallel 
event-driven timing simulation for ECO design changes is that 
a good load balancing could be easily known from a 
simulation run before design change. That is, while the 
prediction data is being collected during the simulation run 
before design change, the simulation load profiling for major 
design sub-blocks in design is also carried out. In this case, the 
prediction data being collected is the signal dump of all input 
and output ports of those major design sub-blocks. 

 
As any ECO design change, especially timing variant but 

function invariant design change seldom or never alter the 
simulation behavior drastically. The simulation load profiles 
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before and after design change should be pretty much the 
same. Therefore, as the simulation load of a new simulation 
run after design change could also be accurately predicted 
from that of the simulation run before design change, a good 
load balancing as well as the low communication and 
synchronization overhead could be anticipated from the 
prediction-based distributed parallel event-driven timing 
simulation in ECO flow. 

 
In series of successive ECO design changes, all remaining 

simulation runs except the 1st simulation run can utilize the 
signal dump of all input and output ports of the major design 
sub-blocks as the accurate prediction data for prediction-based 
distributed parallel simulation. To execute the 1st gate-level 
timing simulation run also in parallel fashion, the prediction 
data could be brought from the gate-level functional 
simulation, i.e. gate-level zero-delay simulation. Therefore, 
the entire timing simulation runs in ECO flow could be run in 
parallel, and we could expect that the total simulation time for 
entire ECO design changes is greatly reduced.      
 

In the next section, we have performed some preliminary 
experiment to justify our claims with real designs from 
industry.  

 

V. PRELIMINARY EXPERIMENTATION 
 
In this section, we provide some interesting preliminary 

experimental results for measuring the prediction accuracy and 
estimated speed-up from the proposed approach in ECO design 
change with real industrial designs. The ECO design changes 
are confined to timing variant but functional invariant. The 
Verilog simulator we used for the experiment is one of leading 
commercial Verilog simulators. The first test design in Table I 
is a BIST design. Here, a design change is a cell replacement 
for adjusting the timing while keeping the original functionality. 

 
For parallel simulation, the design is partitioned into 5 

pieces according to the simulation activities. To do this, the 
profiling feature in the commercial Verilog simulator had been 
used. 

 
First, we have measured the prediction accuracy from the 

ECO design change. The measuring procedure is the following; 
i) while running the simulation before the corresponding ECO 
design change with an original design, the prediction data is 
collected by dumping the signal values on all input and output 
ports of all modules at the partition boundary, ii) the ECO 
design change is performed, iii) while running the simulation 
after the corresponding ECO design change with a modified 
design, the actual data is collected by dumping the signal 
values on all input and output ports of same modules at the 
partition boundary, and iv) comparing the prediction data with 
the actual data. Note that this comparison should be event-by-
event basis. The resulting prediction accuracy in this case is 
99.9%. This means that during 99.9 % of the total simulation 

time each local simulation can be run independently without 
incurring any communication and synchronization. The 
communication and synchronization among five local 
simulations is required only for 0.1 % of the total simulation 
time. Other additional factors to be considered are checkpoint 
overhead, and rollback and restart overhead. In this design, 
only a single rollback is needed. By considering all these, the 
expected speed-up from the proposed method in the specific 
ECO design change is 5.12. It is pretty surprising and almost 
too good to believe. 

 
TABLE I. EXPERIMENTAL RESULT 1 

 
Design Name Prediction 

Accuracy 
(%) 

# of 
Partitions 

Expected Speed-
up from the 

proposed method 
BIST 99.9 5 5.12 

 
At first glance, it seems this 5.12x speed-up is by no means 

possible from any distributed parallel simulation with 5 
partitions. This is true for any traditional distributed parallel 
simulation methods that always require communication and 
synchronization during the entire simulation time. Then, how 
about for the proposed prediction-based distributed parallel 
simulation method? The answer is it is possible. The reason is 
the following. When each local simulation is run independently 
in the prediction mode, it is possible that even the speed of the 
slowest local simulation is greater than (the speed of the non-
parallel original simulation)/(# of partitions). In this design, 
the non-parallel original (single core) gate-level timing 
simulation takes 10,916 sec (wall clock time). In the proposed 
prediction-based distributed parallel simulation, the slowest 
local simulation running in the prediction mode only takes 
2,130 sec., which is shorter than a fifth of 10,916 sec. We think 
this comes from the fact that the smaller design avoids virtual 
memory trashing, which leads to low CPU utilization and 
degrades the system performance. Note that the unavoidable 
heavy communication and synchronization nullify this 
potential benefit in the traditional distributed parallel 
simulation. We believe that this is a very interesting and 
important finding that largely differentiates the proposed 
approach from others.  

 
TABLE II. EXPERIMENTAL RESULT 2 

 
Design Name Prediction 

Accuracy 
(%) 

# of 
Partitions 

Expected Speed-
up from the 

proposed method 
Mobile AP 99.6 8 Not Available 

 
The second test design is a state of art mobile Application 

Processor (AP) design from the industry. Again, a design 
change is a cell replacement for adjusting the timing while 
keeping the original functionality. For parallel simulation, the 
design is partitioned into 8 pieces according to the simulation 
activities. However, due to the security reason, unfortunately 
we have only measured the prediction accuracy from the ECO 
design change for the second design. It is shown in Table II. 
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Like the first design, the very high prediction accuracy has 
been observed for the second design, too.  

 
From the experiment with two real designs from the 

industry, we strongly believe that our prediction-based 
distributed parallel HDL simulation is very effective for 
boosting the simulation performance at least for timing-only 
variant ECO design changes.   
 

VI. CONCLUSION AND FUTURE WORK 
 
HDL simulation is a very iterated process before and after a 

series of design changes. Prediction-based distributed parallel 
HDL simulation is a new promising approach to parallelize the 
simulation. Its effectiveness heavily relies on the prediction 
accuracy. As near 100% accuracy can eliminate most of 
synchronization and communication overhead, the speed of 
parallel simulation could significantly be increased. In this 
paper, we have applied the prediction-based distributed parallel 
event-driven HDL timing simulation for ECO design changes 
in chip designs. 

 
We have experimentally shown that in the timing-only 

variant design changes the accurate prediction data for the 
distributed parallel simulation after design change could be 
obtained from the earlier simulation before design change, and 
contribute to the large decrease of communication and 
synchronization overhead. Therefore, almost linear speed-up 
from the parallelization could be anticipated. In the future, we 
would like to extend the application scope of this approach to 
the function variant design changes as well as timing-only 
variant design changes. Our final goal is to implement the 
prediction-based distributed parallel event-driven HDL 
simulation method on commercial Verilog simulators, and it is 
under investigation.  
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Abstract—The prospective penetration of the electric vehicle
fleet will bring about certain repercussions due to their high
demand in power. Simulations are, therefore, of importance for
making estimations for assessing the impact of the incoming
electric vehicle fleet on the power systems and to predict some cost
specific values. To analyse the working conditions of power grids,
power system simulators are not to be dispensed with. However,
to have a complete picture of a charging scenario involving
electric vehicles, further aspects should be preferably observed,
e.g., traffic, communication and application aspects. So far, no
sophisticated tool exists that incorporates the further simulation
aspects for a comprehensive investigation of electric mobility. To
address this issue, this paper proposes a concept for enabling the
coupling of power system simulators with simulators of other
domains. The concept is described in form of a specification
called Grid Analysis Interface Definitions (GRIND). As a proof of
concept, the V2X Simulation Runtime Infrastructure (VSimRTI)
and the electrical power system simulator OpenDSS are coupled
following the proposed GRIND specification.

Keywords—VSimRTI; Simulation Tools; Electric Mobility.

I. INTRODUCTION

Recent research and development is continuously striving
to create innovation that improves the standard in driving and
minimize hazardous situations on the roads. To address the
issues about the local CO2 emissions, the vehicular industry
is shifting toward focusing on manufacturing electric vehicles
[1]. However, the upcoming plug-in electric vehicle (PHEV)
fleet might have certain negative impact on the power grid
due to their high power demand. In order to reduce risks and
repercussions of a prospective penetration of a fleet, a good
foresight must be obtained before the roll-outs take place.
Especially testing is crucial for making accurate estimations
to assess the impact of the incoming PHEV fleet on the power
systems and to predict some cost specific values. One option
to do field testing vehicular set-ups might require non trivial
budgets, and they are rigid and non-flexible. The other option
is to resort to simulations. There exists several simulation
tools for power system analysis. Power system simulations
alone, however, do not suffice in order to conduct analysis
on charging patterns of PHEV’s. To have a complete picture
of the elaborate happenings, a traffic simulator for modelling
vehicular traffic, a communication simulator to facilitate an
information exchange among traffic participants and infras-

tructure units, and an application simulator for emulating in-
vehicle and mobile applications should be incorporated into the
simulation environment. So far, no simulation environment is
available, which provides a sophisticated modelling of all these
aspects.

To amend the described shortage, this paper proposes a
concept for interconnecting power system simulators with
simulators from other domains. The work is inspired by
TraCI[2], “a technique for interlinking road traffic and network
simulators” to facilitate research on the VANET domain. As
a proof of concept, a concrete implementation will be done
by coupling the open source load flow simulator OpenDSS [3]
with the powerful simulation framework VSimRTI [4] that en-
ables the coupling of simulators of different research domains.
VSimRTI is a promising candidate since it already couples
existing traffic, communication, and application simulators.

This paper is structured as follows: In Section II, relevant
work will be presented including the simulation architecture
VSimRTI. Concepts for realizing the coupling process and
made design decisions follow in Section III. Moreover, im-
plementation details are given. Finally, the proof of concept
is introduced in Section IV, and a conclusion is given in
Section V.

II. BACKGROUND

A. Simulation Couplings

A notable work of high relevance is the Traffic Control
Interface (TraCI) [2]. TraCI is an API designed to “interlink
road traffic and network simulators”, it is a generic protocol
specification that allows external programs to control the
microscopic and macroscopic vehicle behaviour in a traffic
simulation from outside. To design the concept, the authors
recognized the fact that vehicular behaviour can be broken
down into atomic operations called “mobility primitives”. Each
one of those mobility primitives were used to set a basis for
constructing a message. An important feature of the TraCI
interface is that it was made generic and is, therefore, neutral
to simulation specific details. This feature allows any vehicular
simulation tool to become a TraCI server and any program
to be the client. TraCI also adheres to a server and client
architecture, which allows it to be platform-independent and
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it also allows the communication to take place over different
machines.

Another work of relevance is presented by Andersson,
Elofsson, Galus et al., who conducted a wide range of research
in the PHEV domain [5], [6]. They proposed a framework
that couples the energy hub concept with an extended version
of MATSim in order to investigate their ideas. However, the
coupling does not allow trivial replacement of the particular
tools since the framework was not designed in a generic
manner.

B. VSimRTI

VSimRTI [4] is a generalized framework for the coupling
of different simulators, each for a particular domain, following
an ambassador concept inspired by some fundamental con-
cepts of the High Level Architecture (HLA). All manage-
ment tasks, such as synchronization, interaction and lifecycle
management are handled completely by VSimRTI. Several
optimization techniques, such as optimistic synchronization,
are implemented. The generic VSimRTI interfaces allow an
easy integration and exchange of simulators. Consequently,
the deployment of simulators is enabled for each particular
domain. For immediate use, a set of simulators is already cou-
pled with VSimRTI: the traffic simulators VISSIM and SUMO;
the communication simulators ns-3, OMNeT++, JiST/SWANS,
and a cellular communication simulator; a Java-based appli-
cation simulator; and several visualization and analysis tools.
VSimRTI is a promising candidate for the objectives of this
work. Therefore, it is chosen as the underlying system for
coupling power system simulators with simulators from other
domains.

III. CONCEPT OF REALIZATION

A. Requirements

This paper proposes the Grid Analysis Interface
Definitions (GRIND), a specification for the flexible coupling
of power system simulators with simulators of other domains.
For the realization of GRIND, the following requirements were
defined:

• GRIND is to allow interactions between a power
grid simulator and simulators of different domains.
Interactions occur during the runtime of a simulation.
That means, the coupled simulation tools can retrieve
and change the state of the power grid simulator
during the runtime of a simulation.

• GRIND is specified in a generic way so that it can be
used with an arbitrary power grid simulator. Further-
more, its interfaces are to be flexible enough for the
coupling of simulation tools of different domains.

• GRIND is to enable distributed simulations, i.e. the
coupled simulation tools can run on different machines
and operating systems.

In the following sections, the concept is explained, which
has been developed to fulfil these requirements.

Program BProgram A

Events

Results

Power System 
Simulator

Fig. 1. Interaction between programs and a power system simulator

B. Approach

The aim of GRIND is to provide a specification, which
enables developers to couple power system simulators with
other tools. Since TraCI [2] follows a similar approach for
the VANET domain – to couple traffic simulators with other
simulation tools, some concepts of GRIND are inspired by
TraCI concepts.

Even if all existing power system simulators provide sim-
ilar services, each of them has its own way to model its inner
working. Some simulators have similar ways for modelling the
grid elements, while others use different calculation methods.
However, since the simulation models of all simulators are
based on the same theories and principles for load flow
analyses, some more abstract “information” can be identified
that apply to all power system simulators. For example, most
power system simulators include loads and generators as part
of a circuit albeit in different formats. The high level notion of
a load, therefore, is applicable to any power system simulator
without having to regard how it is internally modelled. In
addition to this abstract data, several events exist, which change
the current state of a grid. Typical examples are the addition
or the removal of a load triggering the increase/decrease of
the power consumption. Analogous to the fact that the same
high level information is processed by any power system
simulator, events will likewise be independent of the used
power system simulator. Regarding the interactions, the power
system simulator acts as a provider for data related to the grid.
In terms of events, they can be triggered by both – the grid
simulator and the external system. Consequently, the exchange
of information and events have to be standardized in a way that
both sides understand the communication.

A typical work flow is as follows. The power system
simulator and another simulator with an interest in grid related
data initiate their communication. The grid simulator internally
performs any calculations needed to solve the state of the
power grid. Once in a while, the external simulator sends
queries or update changes to the power system simulator,
which are used by the power system simulator to update the
state of the power grid. This work flow is depicted in Figure 1.

C. GRIND Server and Client

In order to establish the communication, a channel has
to be set up for a bi-directional message exchange. For
that matter, simulators have to be extended by the needed
functionality to be compatible with GRIND. However, simu-
lators come in different strengths with respect to extensibility.
Some simulators can be augmented with ease, while others
do not allow expanding practices. To cover every possible
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GRIND Client BGRIND Client A

Results

Events

GRIND Server

Power System 
Simulator

Traffic Simulator

Events

Fig. 2. Interaction between programs and a power system simulator according
to GRIND

setup, GRIND implements a server and client architecture.
The communication is realized by network sockets, which
guarantees a platform independent use of GRIND. Moreover,
client and server do not need to be installed on the same
machine. According to different setups, the GRIND server
or clients can act as either a middleware or an extension of
a particular simulator following the GRIND specification. A
middleware is needed if a simulator is self-contained and does
not support extensions. If a tool is extensible, the interfaces
for GRIND can be integrated into its system without the need
of a middleware.

The proposed architecture is depicted in Figure 2. The
dashed arrows indicates, which parties having a conversation.
To realize this conversation in the described generic way, the
power system simulator establishes a connection to the GRIND
Server. Then, the GRIND Server connects the GRIND Client
B, which is coupled to the traffic simulator. In this way, the
power system simulator and the traffic simulator can interact
with each other.

D. GRIND Messages

To have an interaction between simulators, it has to be
defined what kind of information can be exchanged. Both
parties have to be able to interpret the received information –
i.e. the server and the client have to “speak the same language”.
For that purpose, GRIND specifies a set of information that
is grouped into discrete units. Such an information unit is
termed “message” where one message encompasses several
related information. The content of the different message types
is defined by GRIND in a way that all needed information
can be transferred by the available pool of message types. To
transfer an information, the suitable message type is chosen,
the information is encapsulated there, and, then, the message
is sent. Since the message type is known, the other side can
interpret the received message.

Most existing power simulators are able to share certain
features in common. These features are used to infer infor-
mation that are universally applicable. Using these features as
a foundation similar to the concepts of “mobility primitives”
introduced by TraCI [2], actions can be identified. These
actions are used to define the message types of the GRIND
protocol. Since the pool of messages is to cover an area as wide
as possible, not every message is universally applicable. In

other words, some power system simulators, providing fewer
functionality than others, disregard message types they cannot
process.

The following paragraphs give a brief introduction of the
message types defined by GRIND. Since the space of this
paper is limited, the messages are described on a higher level.

1) NewFile: Most existing power system simulators sup-
port the setup of a circuit by loading configuration files albeit
in different formats. In the case where these files are not
stored on the server side, the client can use a NewFile message
indicating the incoming transmission of an actual file.

2) CreateCircuit: Certain power system simulators model
an internal circuit within their system prior calculation. This
message can be used to prompt the power system simulator to
use any existing resource for constructing a circuit.

3) Topology: In order to avoid a redundant parsing, a client
is not aware of the structure of a circuit. This message type
contains those pieces of grid data, which are to be sent to a
client.

4) ChangeLoad, ChangeGeneration: Although the topol-
ogy remains static, the load dispatch is highly variable. By
these message types, common changes in the load configura-
tion are transferred by the client to the server to update the
grid when necessary.

5) NewLoad, NewGenerator, RemoveLoad, RemoveGener-
ator: Loads or generators can be added or removed from the
system with help of these message types. However, it is not
very common to remove a generator in a running system.

6) SolveGrid: The most important service provided by a
power system simulator is to perform a power flow calculation.
Since most tools do not perform this action automatically, this
message type requests the power system to solve the grid using
its current parameters.

7) GridResults: Not every client needs the same parameters
from a solved power grid. For example, some clients might
only need the total line values, while other clients could require
the detail state of the entire topology in one minute steps.
Therefore, it is not efficient to specify each parameter as one
single message. Instead, an aggregate message that is freely
adjustable is defined by GRIND. The detailed content of the
message can be specified by the developer according to the
need of data of a particular simulator. This message is sent as
a response to the SolveGrid message.

E. Addressing Scheme

Each power system simulator models its circuits in a
different manner. Some simulators define the entire circuit
within matrices while other more sophisticated ones virtually
model the elements. In order to address individual elements,
the developer has to come to an agreement in form of an
addressing scheme. For instance, if a load is saved within
a cell in a matrix on the third row and fifth column, this
load can be uniquely addressed by using “3,5” as identifier.
Consequently, this identifier can be included in a ChangeLoad
message whenever the load “3,5” has to be increased in power.
In contrast, other simulators, for example OpenDSS, name the
buses and do not need such a naming process. Instead, they
simply indicate the literal name in a ChangeLoad message.
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...Initialization...

NewLoad

ChangeLoad

ChangeGeneration
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SolveGrid

GridResults

GRIND ServerGRIND Client

Fig. 3. An example of a message flow following the GRIND protocol

F. Protocol

Since TCP is the underlaying communication protocol, it
can be assumed that all messages do arrive in order. Most
messages do not require a direct response from the server
side, however, they aim to trigger an activity the server is to
start. A common scenario is to involve the server to change
the load parameters on a bus by a ChangeLoad message or
remove an entire generator capacity from a bus with help
of a RemoveGeneration message. However, one particular
message does require a reply from the GRIND server: When
the client asks for results of the power flow calculation using
the SolveGrid message. An example of a message flow is
depicted in Figure 3.

IV. PROOF OF CONCEPT

A. Implementation using OpenDSS and VSimRTI

For realizing the proof of concept, the power system
simulator OpenDSS and the simulation architecture VSimRTI
were coupled following the GRIND specification. OpenDSS
was selected because of its richness in features and its well-
designed interfaces. The advantage of VSimRTI is that it
is already coupled with several traffic, communication, and
application simulators. Thus, a coupling of OpenDSS and
VSimRTI creates a simulation environment, which can cover
a wide range of different simulation aspects. In the planned
simulations, the traffic simulator SUMO, the communica-
tion simulator JiST/SWANS, and the VSimRTI application
simulator are integrated in the VSimRTI simulation setup –
additionally to the power system simulator OpenDSS.

B. Scenario

For the planned simulations, a test scenario is set up where
the electric grid is presented by the IEEE 30 test feed [7].
The selected area of the simulation is the City of Roanoke
(USA). The overall electric grid, including changes induced
by charging processes, is modelled by OpenDSS. Roanoke
map data from OpenStreetMap[8] are used to model the road
network. The vehicular traffic is generated by SUMO. An in-
vehicle application is implemented, which guides the driver to
an unused charging station and controls the charging processes.
The information exchange among vehicles and infrastructure
units is simulated by JiST/SWANS.

C. Aim of the Proof of Concept

Additionally to the investigation of performance issues
like scalability and simulation speed, the proof of concept is

to demonstrate that the coupling of OpenDSS and VSimRTI
following the proposed GRIND specification is a promising
approach to enable comprehensive simulations of electric mo-
bility scenarios. The different aspects electric grid, vehicular
traffic, information exchange among traffic participants and
infrastructure units, and emulation of in-vehicle and mobile
applications can be modelled by this solution. Since all these
aspects influence each other during the runtime of a simulation,
a dynamic coupling is necessary, which allows interactions
among the simulators during a simulation run. The proof of
concept shall illustrate that the realized coupling fulfils these
requirements and, thus, enables more detailed investigations of
electric mobility and its impacts.

V. CONCLUSION

This paper proposes a concept for the flexible coupling of
power system simulators with simulators of other domains.
As the result, simulation tools from different domains can
be linked to an arbitrary grid simulator. This is particularly
helpful for comprehensive investigations of electric mobility
where the influences and interactions of power grid, vehicular
traffic, communication, and in-vehicle applications are to be
considered, e.g., in cooperative ITS. The generic server-client
architecture of the proposed GRIND specification allows cross-
platform compatibility and platform independence. The im-
plemented coupling of the power system simulator OpenDSS
and the simulation architecture VSimRTI follows the GRIND
specification and, hence, creates a simulation environment,
which enables a comprehensive assessment of novel electric
mobility solutions. In the next step, the introduced proof of
concept will be simulated to demonstrate the effectiveness and
potency of this work.
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Abstract—This paper presents an experimental method for 

monitoring and regulating thermal comfort at the interior of a 

house. It presents a function that was developed in MATLAB, 

aiming to compute the Predicted Mean Vote (PMV) and 

Predicted Percentage of Dissatisfied (PPD) indexes. 

Furthermore, an improvement of the MATLAB function was 

developed in the form of a Simulink simulation by using fuzzy 

logic. Although the method, at its current stage of 

development, cannot compute a PMV index value in the way it 

was intended, it does compute the operative temperature, 

allowing the residents to ascertain whether or not thermal 

comfort can be established in a particular indoor area.  

Keywords-thermal comfort; simulation; fuzzy logic. 

I.  INTRODUCTION 

Thermal comfort is of paramount importance in ensuring 
fine living conditions in indoor spaces. This paper presents 
an experimental method for monitoring and regulating 
thermal comfort at the interior of a prototype house that is at 
the final stage of construction in Trento, N. Italy. The theory 
of thermal comfort is used, based on the work of P. O. 
Fanger who introduced two indexes, the Predicted Mean 
Vote (PMV) and Predicted Percentage of Dissatisfied (PPD), 
in order to quantify the parameter of thermal comfort [1]. 
This study presents a function that was developed in 
MATLAB [2] to compute thermal comfort based on 
simulation. The function computes the PMV and PPD 
indexes at the same time and displays the results on a graph. 
Furthermore, an improvement of the MATLAB function was 
developed in the form of a SIMULINK simulation [3] by 
using fuzzy logic [4]. Although the overall system at its 
current stage cannot compute a PMV index value in the way 
it was intended at the beginning of the research, it does 
compute the operative temperature, thus allowing the 
residents to ascertain whether or not thermal comfort can be 
established in a particular indoor house area.  

Numerous attempts to quantify thermal comfort have 
been made since the 1970’s, when the Danish scientist P.O 
Fanger established a thermal comfort theory. Although 
Fanger published his first paper on the subject with the 
intention to establish a higher standard for the use of Heating 
Ventilating and Air Conditioning (HVAC) systems, the 
theory of thermal comfort was neglected by the 
environmental management industry. The approach of 

traditional environmental management systems towards 
indoor comfort relies mostly on tracking the fluctuation of 
the interior temperature and humidity levels and reactively 
adjusting the operation of the HVAC system. This approach 
is not different from using simple thermostatic control. 
Furthermore, traditional environmental management systems 
regulate the thermal conditions of an interior at a building 
scale and individual considerations are neglected.  

The design philosophy of the prototype house in Trento 
aims at a personalized environmental management approach 
[5], [6]. The south façade of the prototype is a programmable 
solar wall, forming a grid of electro-active windows, the 
modifications of which enable the precise adjustment of 
light, heat, view, and air in the interior. On a hot summer 
day, the electrochromic layer of a number of windowpanes 
can be set to its minimum solar transmittance value to protect 
the interior from direct sun exposure. On a cold winter day, it 
can be set to its maximum solar transmittance value to 
expose the interior to the winter sun. One of the project’s 
objectives is to minimize the use of electricity. The residents 
determine the desired comfort levels and their schedules, and 
a central control system minimizes the consumption of 
electricity while guaranteeing that the comfort levels are 
maintained at all times. Given that the Trento prototype was 
envisioned to provide an environment that remains adaptable 
to individual human needs, it was only natural to attempt 
developing an environmental management system that would 
acknowledge the thermal comfort level of individual users. 

After providing a brief overview of related work to this 
research, a MATLAB function is presented able to calculate 
the thermal comfort levels at the interior of the prototype 
house. After presenting simulations with the MATLAB 
function, tools involving fuzzy logic are integrated in the 
method of computing the PMV and PPD values, aiming to 
provide greater flexibility and accuracy in the calculations. 
The system that is presented in the paper combines two parts 
operating in parallel, a personal-dependent model and an 
environmental model. A series of calculations of the PMV 
index are presented next, with the motivation to prove that 
the proposed system in its current state, while not fully 
operational, it is still competent. It simulates PMV and in 
real life application it can supply a temperature that is in 
close proximity to the one that achieves thermal comfort. 
Finally, the paper ends with the conclusions and with 
suggestions for further research. 
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II. BACKGROUND 

Thermal comfort accounts for numerous parameters that 
influence decisively a person’s feeling of comfort in an 
indoor space. Multiple atmospheric parameters have to be 
considered if one is to determine the thermal comfort in a 
room, namely, air temperature, mean radiant temperature, 
air velocity, and relative humidity. Mean radiant 
temperature is the uniform temperature of the surrounding 
surfaces, which will result in the same heat exchange by 
radiation from a person as in the environment. Air velocity is 
a parameter that is relevant to the consideration of the heat 
loss by convection. Air velocity is directly related to the 
amount of energy exchanged in this physical process. 
Relative humidity is an important aspect of the global heat 
loss process. If the air is dry the relative humidity is low, and 
perspiration increases to help keep the body cool. A high 
level of relative humidity will prevent perspiration, and it 
will have the opposite effect of a low relative humidity.  

Thermal comfort is based on the notion of the human 
body heat balance. The human body produces energy and 
heat that is required for its operation by burning calories. 
When there is a balance between heat production and heat 

loss, the body’s temperature is at 37 C° and Fanger’s 
equation is satisfied:  

S = M ± W ± R ± C ± K – E – RES = 0.                     (1) 

where: 

S  = Heat Storage  

M = Metabolism 

W = External work 

R  = Heat exchange by radiation 

C  = Heat exchange by convection 

K  = Heat exchange by conduction 

E  = Heat exchange by evaporation 

RES = Heat exchange by respiration 
 

Metabolism represents the amount of heat released inside 
the human body once calories have been burned. Heat loss 
by evaporation accounts for the body heat loss by the 
diffusion of water through the skin. This water uses body 
heat to evaporate, thus contributing to heat loss. Heat loss 
through clothing accounts for the heat exchange of body heat 
with the external environment by diffusion, through clothes. 
Clothes worn by a person affect the amount of the exchanged 
heat. Experiments with thermal mannequins in thermal 
chambers had determined the thermal insulation provided by 
clothes [7]. Heat loss by radiation amounts to the heat 
exchange of the body with its surroundings through 
radiation. Heat loss by convection corresponds to one of the 
major modes of heat transfer. The heat is “carried away” by 
the airflow. The amount of heat exchanged depends on the 
air velocity. The air velocity determines whether or not the 
convection is “free” or “forced”. 

To calculate the degree of thermal comfort within a 
group of people, Fanger devised the PMV index. The PMV 
is calculated by Fanger’s comfort equation (1). Each time the 
equation is satisfied under specific conditions, a large group 
of people experience thermal neutrality, or thermal comfort.  

Table I presents the seven-level scale that the PMV index 
employs to capture the mean thermal sensation vote of a 
group of people. 

TABLE I.  PMV SEVEN-LEVEL SCALE 

Scale Feeling 

-3 Cold 

-2 Cool 

-1 Slightly cool 

0 Neutral 

1 Slightly warm 

2 Warm 

3 Hot 

 
The PMV model indicates the level of thermal comfort 

for a group of healthy adults. It is a statistical estimation of 
the mean thermal comfort and hence some individuals may 
still feel uncomfortable even in cases that the PMV index 
equals zero. The PPD index describes the percentage of 
occupants that are dissatisfied with the given thermal 
conditions. Statistical data show 5% PPD is the lowest 
percentage of dissatisfied practically achievable since 
providing an optimal thermal environment for every single 
person is not possible. Even though the PMV model works 
well for adults it requires adjustment for older adults, 
children and disabled people. Feldmeier [8] demonstrated 
that using the PMV index is not the best way to calculate 
thermal comfort. Fanger was aware of the limitations and 
shortcomings of his model. He advised careful use of the 
PMV index for values below -2 and above +2. He also 
warned that the results of the PMV model should be 
regarded as a first estimation. In practice, while the PMV 
index has been validated by field studies, these studies 
pointed out that PMV index should be used with caution 
when dealing with small groups of people. One of the 
problems of the PMV index results from the fact that the 
theory was developed in precisely controlled and monitored 
environments. Certain values such as clothing insulation that 
can be easily determined in the context of the experiments 
are difficult to determine in a real life applications.  

International norms and standards provide guidelines 
regarding the regulation of thermal comfort. Three main 
guidelines exist, namely, the International Organization for 
Standardization ISO EN 7730 – 2005a, the American Society 
of Heating, Refrigerating and Air-Conditioning Engineers 
ASHRAE Standard 55 – 2004, and the European Committee 
for Standardization CEN CR 1752. All three provide 
recommendations based on the PMV index determined by 
Fanger. Thermal comfort is achieved when PPD  10% and - 
0,5  PMV  0,5. It is recommended that no local thermal 
discomfort factors such as radiant temperature asymmetry, 
vertical air temperature difference, floor surface temperature, 
temperature variation with time, etc. are in effect. The 
standard for thermal comfort is defined by the operative 
temperature. The operative temperature is defined as a 
uniform temperature of a radiantly black enclosure in which 
an occupant would exchange the same amount of heat by 
radiation plus convection as in the actual non-uniform 
environment. The operative temperature intervals vary by the 
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type of indoor location and by the time of year. ASHRAE 
standards [9] have listings for suggested temperatures and air 
flow rates in different types of buildings and different 
environmental circumstances. Moreover, to overcome the 
limitations of the PMV index, ASHRAE [9] introduced a 
new adaptive model for measuring thermal comfort. The 
adaptive hypothesis predicts that contextual factors and past 
thermal history modify building occupants' thermal 
expectations and preferences. The ASHRAE-55 2010 
Standard has introduced the prevailing mean outdoor 
temperature as input variable for the adaptive model. It is 
based on the arithmetic average of the mean daily outdoor 
temperatures (DBT) over no fewer than 7 and no more than 
30 sequential days prior to the day in question. This model 
applies especially to occupant-controlled, natural conditioned 
spaces, where the outdoor climate can actually affect the 
indoor conditions and so the comfort zone. Studies by de 
Dear and Brager [10] showed that occupants in naturally 
ventilated buildings were tolerant of a wider range of 
temperatures. ASHRAE Standard 55-2010 states that 
differences in recent thermal experiences, changes in 
clothing, availability of control options and shifts in 
occupant expectations can change people thermal responses. 
The new model is proposed alongside Fanger’s PMV index 
in every release of ASHRAE Standard 55, however, it has 
been also ignored by the majority of the HVAC industry. 

Further research on thermal comfort considers the heat 
balance of the human body and calculates sensation and 
comfort for local body parts [11], [12]. 

III. PMV AND PPD CALCULATIONS 

A MATLAB function was devised to calculate the 
thermal comfort levels at the interior space of the prototype 
house. The motivation driving these calculations was to 
understand the thermal conditions at the house interior on a 
specific day of the year, based on specific assumptions. The 
function that calculates thermal comfort contains two parts, 
namely, the main PMV function named PMV.m., and the 
ComputeTCL.m function. The PMV.m. function collects the 
values of the activity, the clothing insulation, the air 
temperature, the mean radiant temperature, the relative 
humidity, the air velocity, and the external work. Moreover, 
PMV.m. has as task to: compute all the necessary values that 
are needed in order to calculate the PMV and PPD values, 
call the ComputeTCL.m function to compute the numeric 
value, and display the PPD on a graph. The ComputeTCL.m 
function calculates iteratively the clothing temperature value. 
In the next calculations the values for the metabolism, the 
insulation induced by the clothes, and the interior air 
velocity, were provided. The simulation experiments were 
run for the hottest day of the year, July 15th, in N. Italy 
assuming that the activity of the person was light and that the 
person was wearing light clothes such as a pair of shorts and 
a light shirt. The air velocity was set to the one 
recommended by the ASHRAE for optimum indoor comfort.  

Table II presents the conditions of the experiments I, II, 
III and IV. 
 

TABLE II.  CONDITIONS OF EXPERIMENTS I, II, III, IV 

Parameter I II III IV 

Air temperature (C°) 35 24 43 24 

Mean radiant temperature 35 30 43 33 

Relative humidity (%) 46 55 30 53 

Clothing index (Clo) 0.6 0.6 0.6 0.6 

Metabolism (W) 70 70 70 70 

Air velocity (in m.s-1) 0.15 0.15 0.15 0.15 

 

A. Experiment I 

In the first experiment, the thermal comfort was 
computed for the hottest day of the year, July 15, at 2:00 PM, 
in N. Italy assuming that the electrochromic material of the 
windows was active and the AC system was inactive. Based 
on the values of Table II, the results were PMV=3 and 
PPD=100. A plot of the PPD (PMV) appears in Figure 1. 

 
 
 
 

 

 

 

 

Figure 1.  Plot of PPD (PMV) for experiment I. 

B. Experiment II 

In the second experiment, the thermal comfort was 
computed for the hottest day of the year, July 15, at 5:00 PM, 
in N. Italy assuming that the electrochromic material of the 
windows was active and the AC system was active, too. 
Based on the values of Table II, the results were PMV=0.17 
and PPD=5.6. A plot of the PPD (PMV) appears in Figure 2. 

 
 
 
 
 
 
 
 
 
 
 

Figure 2.  Plot of PPD (PMV) for experiment II 

C. Experiment III 

In the third experiment, the thermal comfort was 
computed for the hottest day of the year, July 15, at 2:00 PM, 
in N. Italy assuming that the electrochromic material of the 
windows was inactive and the AC system was inactive, too. 
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Based on the values of Table II, the results were PMV=3 and 
PPD=100. A plot of the PPD (PMV) appears in Figure 3. 

 
 
 
 
 
 
 
 

 
 
 

Figure 3.  Plot of PPD (PMV) for experiment III. 

D. Experiment IV 

In the fourth experiment, the thermal comfort was 
computed for the hottest day of the year, July 15, at 5:00 PM, 
in N. Italy assuming that the electrochromic material of the 
windows was inactive and the AC system was active. Based 
on the values of Table II, the results were PMV=0.47 and 
PPD=9.6. A plot of the PPD (PMV) appears in Figure 4. 

 
 
 
 
 
 
 

 

 

Figure 4.  Plot of PPD (PMV) for experiment IV. 

The calculations I, III – performed during different time 
of the day – allow the comparison of performance with and 
without activating the electrochromic windows. The results 
indicate an improvement when the electrochromic windows 
are active, but in both calculations I, III the thermal comfort 
is far from being achieved. In calculations II and IV, the 
HVAC system is active. This allows evaluating the impact of 
a modern HVAC system during the hottest day of the year. 
In both cases II, IV the PPD value is sufficiently low and 
statistically 90 % of people will experience thermal comfort. 

In the experiments I, II, III and IV, thermal comfort is 
computed during the most demanding weather conditions. 
Given that the goal of the prototype house in Trento was not 
to perform as a passive house, but rather as a low 
consumption one, even with the parallel operation of an 
HVAC system, this goal is still attainable. Furthermore, 
Fanger recognized that the PMV model is not infallible for 
values superior to +2. In the light of these findings, further 
study was conducted to allow for a wider spectrum of 
possible models to offer more accurate account of thermal 
comfort. 

IV. FUZZY LOGIC CONTROLLER 

After performing simulations with the MATLAB 
function, the methods of the calculation were upgraded. 
More specifically, tools involving fuzzy logic were 
intergraded to compute the PMV and PPD values with 
greater flexibility and accuracy. The idea to use a simulation 
tool based on fuzzy logic originates from a paper by J. van 
Hoof [13].  Unlike Boolean logic, fuzzy logic allows for 
additional states than true or false. The core of the fuzzy 
logic theory is the membership function. A membership 
function (MF) is a curve that defines how each point in the 
input space is mapped to a membership value (or degree of 
membership) between 0 and 1.  

The fuzzy logic PMV controller was first discussed in 
Hamdi et al. [4]. The paper points to several advantages of a 
fuzzy logic controller compared to other methods. One of the 
main problems regarding Fanger’s PMV model is that his 
equations are not linear and hence they are unsuitable for a 
feedback control system [14], [15]. A lot of effort has been 
made to find a way around the iterative process of 
calculating the value of the temperature of clothing [16], 
[17], [18], by simplifying the equations. However, 
researchers pointed out that such simplifications in the PMV 
model made it unreliable and subject to errors [15]. Hamdi et 
al. [4] proposed a way of computing the PMV index 
accurately without having to use the iterative process. The 
proposed fuzzy logic controller is based on [4]. 

The next sections expose the attempt of integrating fuzzy 
logic in our thermal comfort controller. The main advantages 
of using fuzzy logic to compute the PMV index of a 
particular dataset are the use of a non-iterative process that is 
appropriate for feedback control, the real time simulation 
capability, and the great accuracy. MATLAB was used again 
to implement the fuzzy PMV index described in [4]. 
MATLAB includes a built-in fuzzy logic toolbox that can 
interact with the SIMULINK environment through a 
specially designed block, namely, the fuzzy controller block. 
SIMULINK is built-in the MATLAB environment and can 
either drive or be scripted from it. It was decided to use the 
environment for its tight integration with MATLAB, and 
therefore with the fuzzy toolbox. An additional reason for 
selecting SIMULINK was the existence of a block library for 
fuzzy logic. By providing a graphical simulation tool, 
SIMULINK made the development easier and allowed the 
simulation of dynamic systems. The final system combines 
two parts working together to compute the PMV index value, 
a personal-dependent model and an environmental model. 

A. Personal-Dependent Model 

The personal-dependent model takes into consideration 
only the variables depending on a person inside a room. 
There are only two inputs for this part of the system, the 
metabolic activity of the person in question, and his or her 
clothing index (i.e., clothing insulation). The output of this 
subsystem is a temperature value contained in a range of 
temperatures within which stands the operative temperature. 
The operative temperature is the required temperature to 
reach a PMV value equal to 0 when the air temperature 
equals to the mean radiant temperature (Tair = Tmrt) and 
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RH=50%. The “fuzzy Personal-Dependent Model” block of 
Figure 5 contains a set of membership functions and their 
associated rules. Its output is the air temperature range in 
which the PMV is found to be close to zero. It returns a value 
contained in a specific range. 

 

Figure 5.  Diagram of the personal-dependent model in SIMULINK 

Given that the various temperature intervals are fixed and 
do not overlap, knowing a specific value provides access to 
the temperature range in which the value is contained. The 
purpose of the block immediately following the fuzzy 
controller block is to round up the output value of the 
preceding block in order to use this value in the next block 
(i.e., the switch block) which accepts only integers. 

B. Environmental Model 

While the personal-dependent model is complete, the 
environmental model is not yet fully operational. Figure 6 
presents the block diagram of the environmental model in its 
current state of development. When completed, this model 
will be fairly complex. The first block of the environmental 
model is a “switch block” that allows the system to select 
between five different temperature ranges, depending on the 
unique value returned by the first subsystem.  

 

Figure 6.  Block diagram depicting the environmental model in its current 

state of development. 

Each block in the middle of the model is a subsystem that 
contains a fuzzy controller, an input and an output. Figure 7 
illustrates a block of this kind. 

 

 

Figure 7.  Block diagram depicting a specific subsystem. 

Depending on the input value in the “switch block”, the 
corresponding subsystem representing the correct air 
temperature range is triggered. The input value of each fuzzy 
controller is the air velocity. In the current state of the 
system, it is considered constant, but it can be upgraded to 
produce a signal mimicking the air velocity variations over a 
period of time. The output value is a temperature displayed 
in a display block and named “operative temperature”. The 
last block is a MATLAB function (.m function) designed to 
extract the only positive value contained in the vector created 
on the right of the five subsystem blocks. In this fashion the 
system can deal with a number instead of a vector containing 
five components. 

C. Membership Function of Personal-Dependent Model 

Each fuzzy controller block is embedded in the overall 
system with a membership function created with the 
MATLAB fuzzy logic toolbox. The membership functions 
are identical to the ones described in [4]. Figures 8, 9 and 10 
exhibit the membership functions used in the personal-
dependent mode of the controller. 

 
 
 
 
 
 
 
 

 

Figure 8.  Membership functions of the clothing insulation. 

 
 
 
 
 
 
 

 

Figure 9.  Membership functions of the metabolic activity. 

 
 
 
 
 
 
 
 

Figure 10.  Membership functions of the temperature range. 

In the above illustrations of the membership functions of 
the air temperature range, five temperature intervals are 
noticeable. The fuzzy controller returns a temperature value 
as output. Selecting the temperature range within which this 
value falls is doable since none of the temperature intervals 
are overlapping. Figure 11 presents the output surface of the 

 

182Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-308-7

SIMUL 2013 : The Fifth International Conference on Advances in System Simulation

                         193 / 209



personal-dependent model and visualizes the interaction 
between the two inputs. 

 

 

Figure 11.  Output surface of the personal-dependent model. 

A set of fuzzy rules permits the interaction of the 
membership functions of the personal-dependent model. 
Table III presents these rules. 

TABLE III.  FUZZY RULES OF THE  PERSONAL-DEPENDENT MODEL 

If  |c| is            and  MADu is         then  Ambient_temperature_range is 

1.  If (|c| is Light) and (MADu is Low) then (Ambient_temperature_range is Very_High (1) 

2.  If (|c| is Light) and (MADu is Medium) then (Ambient_temperature_range is High (1) 

3.  If (|c| is Light) and (MADu is High) then (Ambient_temperature_range is Medium (1) 

4.  If (|c| is Medium) and (MADu is Low) then (Ambient_temperature_range is High (1) 

5.  If (|c| is Medium) and (MADu is Medium) then (Ambient_temperature_range is Medium (1) 

6.  If (|c| is Medium) and (MADu is High) then (Ambient_temperature_range is Low (1) 

7.  If (|c| is Heavy) and (MADu is Low) then (Ambient_temperature_range is High (1) 

8.  If (|c| is Heavy) and (MADu is Medium) then (Ambient_temperature_range is Low (1) 

9.  If (|c| is Heavy) and (MADu is High) then (Ambient_temperature_range is Very_Low (1) 

10. If (|c| is Very_Heavy) and (MADu is Low) then (Ambient_temperature_range is Medium (1) 

11. If (|c| is Very_Heavy) and (MADu is Medium) then (Ambient_temperature_range is Low (1) 

12. If (|c| is Very_Heavy) and (MADu is High) then (Ambient_temperature_range is Very_Low (1) 

 

Figure 12 presents the screen capturing the rule-viewer of 
the fuzzy logic MATLAB toolbox. The rule viewer displays 
in a single screen all the parts of the fuzzy inference process 
from inputs to outputs. Each row corresponds to a single rule 
and each column corresponds to an input variable (yellow on 
the left) or an output variable (blue on the right). 
 
 

 
 
 
 
 
 
 
 
 
 
 

 

Figure 12.  Personal-dependent model rule viewer. 

In the case of the environmental model (Figures 13, 14) 
five fuzzy controllers exist for five temperature ranges. The 
shapes of the membership functions are identical in each of 
the cases. The difference resides in the range of the output. 

 
 
 
 
 
 
 
 
 

Figure 13.  Membership functions of air velocity (environmental model). 

 
 
 
 
 
 

 
 

Figure 14.  Membership functions of the operative temperature.  

The shape of the membership functions is derived from 
the thermal comfort setting of a user and the interaction of 
the different parameters. Table IV presents the fuzzy rules of 
the environmental model that interact with the two previous 
sets of membership functions.  

TABLE IV.  FUZZY RULES OF THE  ENVIRONMENTAL MODEL 

     If Vair is        then Op_Temp is 

1. If (Vair is V1) then (Op_Temp is T1) (1) 

2. If  (Vair is V2) then (Op_Temp is T2) (1) 

3. If  (Vair is V3) then (Op_Temp is T3) (1) 

 

4. If  (Vair is V4) then (Op_Temp is T4) (1) 

5. If (Vair is V5) then (Op_Temp is T5) (1) 

6. If (Vair is V6) then (Op_Temp is T6) (1) 

7. If (Vair is V7) then (Op_Temp is T7) (1) 

8. If (Vair is V8) then (Op_Temp is T8) (1) 

 
Figure 15 presents the screen capturing the rule-viewer of 

the sets of membership functions. 

 

Figure 15.  Rule viewer of the environmental model. 
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D. Implementation Remarks 

The implementation of the system encountered two 
major problems. First problem was that it was necessary to 
compute the exact operative temperature, even though the 
temperature range from which it is computed varies each 
time among a set of five temperature ranges. The adopted 
solution was to use a “switch block”. The “switch block” 
functions like a switch conditional statement in C#. 
However, since it accepts only integers as input, this input 
value is rounded up. Once the value is entered in the “switch 
block”, the “switch block” triggers the sub-system 
containing the correct fuzzy controller in which the correct 
membership functions with the correct temperature range are 
embedded. Since there is no way to know which of the 
subsystems is going to be triggered, every subsystem returns 
a value, that can be zero or the operative temperature. A 
“mux block” allows the system to create a vector containing 
five components. Since the system can only deal with a 
single number from this point, a MATLAB function extracts 
the number corresponding to the operative temperature. In 
order to accomplish it, the MATLAB function sums all the 
components of the vector since they are all equaled to zero 
except from the only one of interest.  

The second problem relates to the environmental model. 
Once the operative temperature is returned by the system, it 
is compared with the actual air temperature. The effects of 
the mean radiant temperature and of the relative humidity are 
considered to adjust the operative temperature – which must 
be close to the required temperature – in order to reach a 
PMV value of zero. The problem resides in the range of the 
membership functions. In order to adjust the temperature the 
range of the membership function must be regenerated 
depending on the value of the operative temperature returned 
by the first part of the environmental model. No solution has 
been found for this problem. 

V. VALLIDATION OF THE SYSTEM 

The current system cannot compute a PMV index value 
in the way it was intended. But, it does compute the 
operative temperature. The operative temperature is the air 
temperature for which the PMV index approaches zero when 
Tair = Tmrt and RH = 50%. According to Chamra et al. [19], 
clothing insulation, metabolic activity as well as air velocity 
are the three fundamental parameters that affect thermal 
comfort. Hence, PMV is more sensitive to these three 
parameters than to the mean radiant temperature and the 
relative humidity. To confirm this statement, a series of 
calculations of the PMV index value were conducted, with 
the motivation to prove that the system in its current state, 
while not fully operational is still competent. It simulates 
PMV and it can supply a temperature close to thermal 
comfort. The simulations of the Tables V, VI, VII and VIII, 
follow four assumptions:  

a) Relative humidity falls rarely below 20% or above  
    80%. 
b) Optimum air velocity is 0,15 m.s-1. 
c) Comfort zone is 0,5  PMV  0,5 and 
d) Metabolic rate is 1 met. Such value is consistent with a  

   sedentary light activity at a house interior.  
The Tables V, VI, VII, and VIII contain the results of the 

simulations that were performed in order to: 
(i)  Confirm that the operative temperature yields PMV 

close to zero if Tair = Tmrt and RH = 50% with variable 
clothing insulation.  

(ii) Determine the impact of the mean radiant 
temperature and the relative humidity on the PMV value for 
Tair = Toperative . 

TABLE V.  RESULTS OF 8 SIMULATION EXPERIMENTS WITH 

CLOTHING INSULATION  = 1 CLO  

Parameters 

Exp 

1 

Exp 

2 

Exp 

3 

Exp 

4 

Exp 

5 

Exp 

6 

Exp 

7 

Exp 

8 

Clothing (clo) 1 1 1 1 1 1 1 1 

Operative temp. 

(°C) 24,2 24,2 24,2 24,2 24,2 24,2 24,2 24,2 

Mean radiant temp. 

(°C) 24,2 23,2 22,2 21,2 20,2 19,2 18,2 17,2 

Activity (met) 1 1 1 1 1 1 1 1 

Air speed (m/s) 0,15 0,15 0,15 0,15 0,15 0,15 0,15 0,15 

Relative humidity 

(%) 50 50 50 50 50 50 50 50 

PMV 0,2 0 -0,1 -0,2 -0,3 -0,4 -0,5 -0,6 

PPD 5,8 5 5,2 5,8 6,9 8,3 10,2 12,5 

TABLE VI.  RESULTS OF 8 SIMULATION EXPERIMENTS WITH 

CLOTHING INSULATION  = 1,5 CLO  

Parameters 

Exp 

1 

Exp 

2 

Exp 

3 

Exp 

4 

Exp 

5 

Exp 

6 

Exp 

7 

Exp 

8 

Clothing (clo) 1,5 1,5 1,5 1,5 1,5 1,5 1,5 1,5 

Operative temp. 

(°C) 19,7 19,7 19,7 19,7 19,7 19,7 19,7 19,7 

Mean radiant temp. 

(°C) 19,7 18,7 20,7 21,7 22,7 17,7 16,7 26,7 

Activity (met) 1 1 1 1 1 1 1 1 

Air speed (m/s) 0,15 0,15 0,15 0,15 0,15 0,15 0,15 0,15 

Relative humidity 

(%) 50 50 50 50 50 50 50 50 

PMV -0,3 -0,3 -0,2 -0,1 0 -0,4 -0,5 0,4 

PPD 6,9 6,9 5,8 5,2 5 8,3 10,2 8,3 

 
In all experiments, with the exception of the one 

presented in the next Table VII, the operative temperature is 
sufficient to provide thermal comfort when the air 
temperature equals to the mean radiant temperature (Tair = 
Tmrt) and RH = 50%. In the experiments presented in Table 
VII, the clothing insulation is lcl  = 0,5 clo and thermal 
comfort is not achieved because the PMV is out of the 
recommended range. However, it should be kept in mind that 
still only 22% of people would experience discomfort. 

Regarding the influence of the mean radiant temperature, 

in the worst case, there is a difference of 3 C° between the 
mean radiant temperature for which the PMV equals zero 
and the mean radiant temperature for which PMV  |0,5|. 
This case appears in Table VII in the comparison of the 
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mean radiant temperature values of Experiment 3 and 
Experiment 6. This provides a margin of error that makes 
possible using the system in its present stage of development. 
According to the simulation data recorded with Design 
Builder software, the mean radiant temperature is always 
close to the air temperature when the electrochromic 
windows are activated. 

TABLE VII.  RESULTS OF 8 SIMULATION EXPERIMENTS WITH 

CLOTHING INSULATION  = 0,5 CLO  

Parameters 

Exp 

1 

Exp 

2 

Exp 

3 

Exp 

4 

Exp 

5 

Exp 

6 

Clothing (clo) 0,5 0,5 0,5 0,5 0,5 0,5 

Operative temp. 

(°C) 24,2 24,2 24,2 24,2 24,2 24,2 

Mean radiant temp. 

(°C) 24,2 25,2 26,2 27,2 28,2 29,2 

Activity (met) 1 1 1 1 1 1 

Air speed (m/s) 0,15 0,15 0,15 0,15 0,15 0,15 

Relative humidity 

(%) 50 50 50 50 50 50 

PMV -0,9 -0,7 -0,5 -0,4 -0,2 0 

PPD 22,1 15,3 10,2 8,3 5,8 5 

TABLE VIII.  RESULTS OF 8 SIMULATION EXPERIMENTS WITH 

CLOTHING INSULATION  = 1 CLO  AND HIGHER AIR SPEED 

Parameters 

Exp 

1 

Exp 

2 

Exp 

3 

Exp 

4 

Exp 

5 

Exp 

6 

Exp 

7 

Exp 

8 

Clothing (clo) 1 1 1 1 1 1 1 1 

Operative temp. 

(°C) 24,6 24,6 24,6 24,6 24,6 24,6 24,6 24,6 

Mean radiant temp. 

(°C) 24,6 27,6 23,6 22,6 21,6 18,6 22,6 22,6 

Activity (met) 1 1 1 1 1 1 1 1 

Air speed (m/s) 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 

Relative humidity 

(%) 50 50 50 50 50 50 0 100 

PMV 0,2 0,6 0,1 0 -0,1 -0,5 -0,4 0,4 

PPD 5,8 12,5 5,2 5 5,2 10,2 8,3 8,3 

 
Regarding the impact of the relative humidity on the 

PMV value when Tair = Tmrt, in all cases except one, the 
PMV stays within the boundaries of thermal comfort PMV  
|0,5|. These cases are depicted in Experiment 1 of each of the 
above Tables, where relative humidity RH = 50 %. The 
exception appears in the Experiment 1 of Table VII, where 
PMV = -0,9. These results reveal that although relative 
humidity does affect PMV, its effect is not critical. 

VI. CONCLUSION AND FUTURE WORK 

The objective of this study is to produce a system for 
personalizing thermal comfort at the interior of a prototype 
house in Trento, N. Italy. A MATLAB function was 
developed to compute the PMV and PPD values from a 
given dataset. A first set of calculations during the hottest 
day of the year proved that the house would provide 

uncomfortable interior conditions for most people whether or 
not its electrochromic windows are active. The same 
calculations also proved that the HVAC system would 
contribute to the achievement of thermal comfort in the 
house interior. In order to enhance the accuracy of the 
thermal comfort calculation and to offer dynamic features, 
fuzzy logic was used. Fuzzy logic allows computing the 
PMV in real time thus enhancing the attractiveness of the 
system for real life application. While the overall system 
cannot compute a PMV index value as it was intended at the 
beginning, the development of the thermal comfort controller 
is still in progress, and the system – given the proper data – 
produces a correct operational value of thermal comfort for 
the interior of the prototype. This temperature can be used to 
adapt the thermal comfort with accuracy.  

SIMULINK was used for the graphical interface of the 
system, to make the design and the implementation of the 
system less complex. The actual code was also generated by 
SIMULINK providing the opportunity to further develop the 
proposed experimental apparatus in a real life system. To 
that effect, a built-in module for SIMULINK called Real-
Time Workshop generated the C code equivalent to the 
system built with blocks in the graphical interface. 

While this paper addressed the development of a 
computational apparatus calculating the thermal comfort of a 
person, it does not touch upon the implementation of an 
actual house system. The development of such a system that 
computes thermal comfort is in progress. The next steps of 
this research will be to complete the environmental 
subsystem and adjust the membership functions in order to 
obtain better accuracy. Once the environmental subsystem is 
completed, some further improvements could be made in 
order to fully take advantage of the possibilities offered by 
the MATLAB and the SIMULINK environment. Possible 
enhancements may include adding a feedback loop that 
would make the system adaptive. Adding a neural network 
would make the system capable of learning the preferences 
of its users [20], thus transforming the fuzzy PMV system 
into a neuro-fuzzy PMV system. Furthermore, it is possible 
to use signal generators instead of using constant values as 
inputs. This would take advantage of the capability of 
SIMULINK for conducting dynamic simulations, thus 
providing insights on how the PMV and the operative 
temperature vary during a certain period of time. 
Experimenting with different membership functions could be 
another option. Triangular functions were used in the current 
implementation. The use of Gaussian or polynomial based 
membership functions could contribute to better accuracy.  

Finally, since the calculation of the PMV index value is 
based on statistics there are no guarantees that the thermal 
conditions decided by the computer will satisfy the 
inhabitants. Nonetheless, the proposed model can predict 
what the end user will be expecting. To radically improve the 
system, this must be paired with a learning capacity. Then 
given time and feedback, the system will learn from the end-
user experience, and refine the PMV model to accommodate 
the needs of the inhabitants. In order to learn and adapt based 
on the requirements of the users, the computer will have to 
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collect feedback data. And the error margin will decrease, as 
the user’s inputs will be stored into the system.  
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Abstract—This paper examines the impact of building Heating, 

Ventilation and Air Conditioning (HVAC) control system 

setpoints such as temperature and flow rate on total building 

energy requirements, for a typical system design and 

operation. Through the analysis focused on a summer and 

winter operating condition, the range of energy usage and the 

potential for minimizing building energy requirements by 

dynamically adjusting setpoints are presented in this paper. 

Keywords-buildings; cooling; control systems; energy; heating; 

HVAC; optimization  

I. INTRODUCTION 

The increasing demand of air-conditioning and the 

energy crisis during the last decades have led to a surge of 

attention and there is no doubt that the improvement of the 

Heating, Ventilating and Air Conditioning (HVAC) control 

system is one of the effective solutions to realize sizable 

energy-saving for the building sector. The aim of HVAC 

control is to provide a comfortable, safe, healthy and 

productive environment for occupants using the least 

energy. Significant energy saving potential exists for 

building systems during operation with the help of current 

technology such as intelligent, adaptive or model predictive 

control. The development of this kind of technology has led 

to the possibility of the improvement of building operational 

performance. However, it is difficult to evaluate the 

potential or effectiveness of the new control strategies 

without first gaining a better understanding of the range of 

operating conditions possible for any particular 

building/HVAC system combination. That is, the amount of 

energy savings is a function of both the actions of the new 

control strategy and the fundamental capabilities of the 

HVAC system. In its most basic form, a building control 

system can do no more than monitor sensors, apply logic 

and manipulate actuators. Thus, the main objective of the 

work described in this paper is to clearly identify and define 

the space within which the building/HVAC combination is 

capable of operating in order to enable the determination of 

both energy saving potential and optimal setpoints and 

control logic. While this is not specifically an optimization 

effort, i.e. we are not seeking a single optimal solution since 

it is understood that setpoints and control logic may need to 

be adjusted on a dynamic basis, the primary metric utilized, 

namely total building energy usage, can be considered as an 

objective function. 

The content is organized as follows. Section II reviews 

the recent studies. Section III presents the models adopted 

and simulation work. Section IV gives the results and 

Section V presents the conclusions. 

II. LITERATURE RIEVEW 

Simulation is taken as one of the oldest but very 

effective tools to engineers in every discipline. Building 

simulation began in the 1960s and became the hot topic of 

the 1970s within the energy research community. For 

nowadays, computer simulation is not only used for the 

building design stage like sizing and configuration design, 

but also adopted for system performance analysis more and 

more widely. Building simulation can be applied to reveal 

the inter-actions between the building itself and its 

occupants, HVAC systems, and the outdoor climate. A large 

amount of work has been done to show how important 

building simulation is in the study of energy performance 

and the design and operation of energy-efficient buildings 

[2]. For examples, Li et al. [8] and Pan et al. [12] analyzed 

and displayed the building energy break-down with 

calibrated models in 2007 and 2009, respectively; however, 

more effort is needed to understand how to obtain optimum 

operating parameters, particularly for building control 

systems. Simulation does provide a good opportunity to 

evaluate the dynamic and energy performance of HVAC 

system control strategy in a convenient and low cost way. 

The control strategy can also be pre-tuned before being 

utilized in the real system with the help of simulation. 

Recent research also showed performing building 

simulation analysis enabled diagnosis of malfunctioning or 

incorrectly commissioned equipment within the building 

and thus also assisted with future commissioning and tuning 

of the building performance [11].  

Future development and application of information 

technology in the building industry will lead to a completely 

new building design philosophy and methodology [7]. In 

2003, Mathews and Botha [9] conducted simulation with 

three cases and proved that simulation does indeed have the 

ability to improve the thermal and energy management of 

building HVAC systems. A lot of work has been done in the  
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TABLE I. REFERENCE CHARACTERISTICS OF EQUIPMENT 

*T-Temperature, V-Flow Rate, lcw-leaving chilled water, ecf-entering 
condenser fluid, chw-chilled water, cdw-condenser water 

 

TABLE II. DEFAULT PARAMETER VALUE FOR SIMULATION 

 

field of building energy consumption simulation but more 

work remains to be done. Traditionally, less attention has 

been put on buildings operation compared with the design 

of a system and its construction/installation. What’s more, 

the simulation software has been evolving steadily over 

recent years. HVAC component and subsystem models are 

now generally well understood and have been the subject of 

a number of researches [4]. Simulation has been extended to 

the use to the building operation process, although it has 

been traditionally regarded as a design tool. 

III. SIMULATIONS 

The simulations that were conducted consisted primarily 

of quasi steady state determinations of hourly incremental 

and total building energy requirements for a range of 

setpoint combinations and exposed to a summer (cooling) or 

winter (heating) condition.  In essence, a grid was 

established which represented a collection of setpoints, and 

annual building energy performance was determined for 

each grid point. The setpoints were constrained to maintain 

proper equipment operating conditions (e.g. temperature, 

mass flow).  The primary objective of the simulations was 

to quantify the range of possible operating points and the 

maximum potential savings, assuming that the control logic 

could direct the HVAC system to the optimal operating 

conditions. Equipment performance was modeled as 

described below. 

Total building energy was determined utilizing 

performance characteristics of the each component, the 

chiller, the cooling tower and chiller water pump and the 

supply air fan plus the energy input value related to lighting 

and other electrical equipment. The evaluation metric:  

Etotal   =  E lighting  + Eequipment  + Echiller  + Epump  + Ef an (1) 

 

where: 

E Total = total energy power density 

E Lighting = lighting power density input 

E Equipment = Equipment power density input 

E Chiller = chiller power density input 

E Pump = pump power density input 

E Fan = fan power density input 

The first two terms are specified as follows, according to 
ASHRAE Standard 90.1 IP [1]: 

E Lighting =1.0 w/ft
2         

 

E Equipment =1.5 w/ft
2         

 

The system schematic is presented in Figure 1. As the 

diagram shows, one zone of a multiple zone Variable Air 

Volume (VAV) system with energy recovery ventilator was 

studied for this simulation analysis. For HVAC component 

energy consumption analysis, polynomial fits were used 

with representative coefficients, with the important variables 

being chilled water supply temperature, coil loads, chilled 

water flow rate, outdoor air fraction, supply airflow rate, 

supply air temperature and room temperature [6]. These 

component mathematical equation models are commonly 

used in similar applications. For the simulation software, 

Engineering Equation Solver (EES) [5] was selected 

because of its built–in high-accuracy thermodynamic and 

heat transfer parameters and capability for solving design 

problems in which the effects of one or more parameters 

must be determined. Previous research work shows that the 

simplicity of the models and the use of an equation solver to 

run the simulation ensure good robustness and full 

transparency [3]. Table I summarizes the model parameters.  

To minimize the effect from the building itself on the 

simulation results, the zone is simplified as much as 

possible. The case that is used in this simulation is assumed 

to be an office zone has a dimension of 25ft ×30ft with a 9ft 

high ceiling. An overall envelop thermal transfer rate is 

Components Selected parameters values 

Chiller 25000    Capacity (W) 2.75        COP 

44          T_lcw (℉) 85           T_ecf (℉) 

111.7     V_chw (gpm)         128.5      V_cdw (gpm) 

Natural Gas 
Boiler 

0.8         Boiler Efficiency 950         Heat Value 
(Btu/lb) 

Variable 

Volume Fan 

4500      Rated Flow rate 

(gpm) 

1837       Rated Power (W) 

600        Pressure Rise 
(Pa) 

0.7          Fan Efficiency 

Variable 

Speed Pump 

67.02     Rated Flow rate 

(gpm) 

500         Rated Power (W) 

50         Pump head (ft) 0.66       Pump Efficiency 

Variable Value 

Zone Area S=750 ft2 

Overall Envelope Heat Transfer 

Rate 
UA = 0.3 Btu/h-ft2-℉ 

Ambient Temperature 

 
T a = 90 ℉ (summer condition) 

T a = 30 ℉ (winter condition) 

Ambient Pressure P = 101 atm  

Zone Air Temperature T z = 75 ℉ (summer condition) 

T z = 72 ℉ (winter condition) 

Outdoor Air fraction F o = 70% 

Solar Heat Gain q S =1.5 w/ft2 (summer condition) 

q S =0.8 w/ft2 (winter condition) 

Lighting Heat Gain q l = 1.0 w/ft2 
 

Equipment Heat Gain q e = 1.0 w/ft2 

 
Occupants Heat Gain q o = 1.0 w/ft2 

Ventilation Air Flow rate M v = 1.5 cfm/ft2 

Infiltration Air Flow Rate M i = 0.1 cfm/ft2 

Heat Exchanger Effectiveness U1 = 75% 

Energy Recovery Effectiveness U2 = 70% 
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given. The U value is assumed to be 0.3 Btu/h-ft
2
-℉. The 

infiltration rate through the exterior walls is set at 

0.1cfm/ft
2
, which is based on information from [10]. This 

infiltration occurs 24 hours a day. The ventilation rate is 

assumed to be 1.5 cfm/ ft
2
. For the lighting, equipment and 

occupants heat gain are all assumed equal to 1w/ft
2
. Also, 

the effectiveness of the energy wheel is assumed to be 

constant throughout the year while it is not true in real word. 

It should change as the outdoor temperature and humidity 

change throughout the year. For this case, the effectiveness 

is set at 70% and the effectiveness for the heat exchanger is 

assumed to be 75%. 

Two representative outdoor conditions were analyzed, 

namely 1) summer condition, and 2) winter condition. And 

the latent load, which is produced when moisture in the air 

goes from a vapor to a liquid state, is not calculated in this 

paper but will be discussed in the future work. In order to 

evaluate the objective function as defined, it is necessary to 

specify some parameters first (Table II).  

Qz   =  qs  + q i  + q t  + qo  + qe  + q l
(2) 

where: 

q s = solar load 

q i = infiltration air load 

q t = envelope thermal load  

q o = occupants load 

q e = equipment load 

q l = lighting load 

 

As shown above, the zone load is made up of solar load, 

lighting load, equipment load, occupants load, infiltration 

air load and envelope thermal load (heat gains to zone were 

assumed as positive). The zone heating and cooling loads 

are met by supplying conditioned air to the zone such that 

the product of the mass flow rate of the supply air, the 

specific heat of air and the temperature change of the air 

from supply (Ts) to return (Tr) are equal to the zone thermal 

load:  

q i   =  m i  · cpair  · ( Tz  – Ta )
                     (3) 

q t   =  UA  · ( Tz  – Ta )
                                 (4) 

Since the heat gain from lighting, equipment occupants 

and solar was already set up, the load values of infiltration 

and envelope thermal conduct can be determined from the 

thermodynamic relationships as described above, the zone 

load can be figured out for the energy consumption 

simulation. 

 For the summer condition simulation, five parameters: 

condenser entering temperature, chilled water supply 

temperature, chilled water mass flow rate, supply air 

temperature and flow rate are set as variables. Ten different 

values are selected for each parameter so there are 50 

different scenarios in total. As only hot water supply 

temperature and mass flow rate, supply air temperature and 

flow rate were changed in the winter condition, 40 group of 

total power density resulted from the simulation. The 

component energy consumption was simulated with 

polynomials, as described below: 

Echiller   =  
Qav ail  · ChillerEIRFTemp  · ChillerEIRFPLR

COPref
(5) 

                    (6) 

E f an   =  fpl  · m design  · 
Prise

e tot  · rair
                 (7) 

where: 

Q avail = Q ref × ChillerCapFTemp 

V water = mass flow rate of chilled/hot water 

f pl = air part load factor 

m design = fan design flow rate 

P rise = fan pressure rise 

E tot = fan total efficiency 

ρ air = density of air 

In the heating situation, the fuel input was calculated 

with this equation [13]: 

Fboiler   =  m hw  · cpwater  · 
Thws  – Thwr

BE  · VHI
 · 3600

 (8) 

where: 

BE = boiler efficiency 

VHI = fuel heat value 

      m hw = hot water mass flow rate 

      cp water = specific heat capacity of water 

      T hws = hot water supply temper 

      T hwr= hot water return temperature 

 
 

TABLE III. CASE DESCRIPTION FOR THE TWO CONDITIONS 
 

Cases(summer) Simulation Description Results Range 

1 (group 1-10) Increase condenser entering 

temperature (50-68 ℉) 

4.87-5.21 w/ ft2 

2 (group11-20) Increase chilled water supply 

flow rate (0.4-0.7 lbm/s )       

4.70-5.40 w/ ft2 

3 (group 21-30) Increase chilled water supply 

temperature (41-59 ℉) 

5.14-5.12 w/ ft2 

4 (group 31-40) Increase supply air flow rate 

(0.4-0.7 lbm/s)       

4.57-5.27 w/ ft2 

5 (group 41-50) Increase supply air temperature 

(59-68 ℉) 

5.24-4.75 w/ ft2 

 
Cases(winter) Simulation Description Results Range 

1 (group 1-10) Increase hot water supply 

temperature (176-194 ℉) 

5.95-5.61 w/ ft2 

2 (group11-20) Increase hot water supply flow 

rate (0.4-0.7 lbm/s)       

5.60-5.36 w/ ft2 

3 (group 21-30) Increase supply air flow rate 
(0.6-0.8 lbm/s) 

5.36-5.16 w/ ft2 

4 (group 31-40) Increase supply air temperature 

(85-92 ℉) 

5.12-4.88 w/ ft2 

 

Epump   =  vwater  · 
PumpHead

TotalEf f iciency
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IV. RESULTS 

Figure 2 illustrates the power density for five different 

cases from largest to the smallest in the summer condition. 

The different colors indicate the breakdown of the 

electricity usage. Lighting and equipment represent fixed 

loads, while chiller, pump and fan energy, respectively, vary 

in response to the each specific combination of setpoints.  

Variation in total building energy for the summer condition 

is 18%. This indicates that use of the best setpoint 

combination could achieve an 18% reduction in total 

building energy compared to the worst setpoint 

combination. As we can see, HVAC system (including 

chiller, cooling tower pump, chiller water pump and supply 

air fan) is the biggest electric consumer in the building, 

which accounts for around 45% of total energy 

consumption, while lighting and equipment account for 

around 22% and 33% of the total electricity consumption, 

respectively. According to Table III, the maximum power 

density can reach 5.40w/ft
2
 when the chilled water flow rate 

at the biggest value and a small supply air flow rate can 

decrease the energy consumption to 4.57w/ft
2
. These 

calculations could be repeated at any desired interval to 

enable the continuous reassessment and adjustment of 

setpoints. 

Figure 3 illustrates the power density for four different 

cases from the largest value to smallest value in winter 

condition. In this case, the tradeoff is between boiler fuel 

inputs, pump and fan power. As the natural gas boiler 

replaced the electrical chiller for conditioning the zone 

temperature, the electricity usage is decreased, because 

cooling tower pump is not needed, so the pump energy 

percentage is also reduced. As a result, the HVAC system 

(including pump and fan) only accounts about 30% of total 

electricity consumption. 

The best and worst scenarios happened when the hot 

water flow rate is the highest and when the supply air flow 

rate is lowest respectively, which was similar to the results 

for the summer condition.  The largest power density is 

5.95w/ft
2 
and the smallest value is 4.88 w/ft

2 
based on Table 

III. The maximum potential savings due to setpoint 

manipulation for the winter condition was 22%.  As before, 

this process can be repeated at any desired time interval to 

allow continuous dynamic adjustment of setpoints to 

achieve maximum energy efficiency. 

The energy performance of this particular 

building/HVAC system combination was evaluated for 

typical summer (cooling) and winter (heating) scenarios in 

order to illustrate the methodology and the energy saving 

potential of dynamic setpoint manipulation. While the 

magnitude of the potential energy savings would be 

expected to vary for different buildings and locations, the 

methodology would still be applicable and useful provided 

the proper information was available to accurately model 

the HVAC system and its components.  The methodology 

could also be used to evaluate the effectiveness of advanced 

control strategies by comparing the energy savings predicted 

or realized by those methods to the maximum potential 

savings identified using the approach described here. 

V. CONCLUSION 

A methodology was developed and demonstrated for 

determining the impact of HVAC control system setpoints 

on the total building energy requirements for different 

building operation situations in the cooling and heating 

seasons in order to quantify the maximum potential energy 

savings due to dynamic setpoint adjustment. According to 

the simulation result, the energy saving potential through 

possible optimum control is substantial and more noticeable 

in winter season. The potential saving can be as high as 18% 

and 22% for cooling and heating, respectively, when 

comparing the best performance with the worst one.  

Different control system setpoints provide different degree 

of energy savings. Minimizing the supply air flow rate is 

shown to be the most effective measure to save electricity 

usage in both cooling and heating season, while a large 

chilled/hot water flow rate will consume the most power. 

The results suggest that control strategies that are capable of 

dynamically adjusting setpoints in response to 

environmental and occupant conditions can potentially save 

a substantial amount of energy as compared to fixed 

setpoints. 
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Figure 1. System Schematic 
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Figure 2. Total Power Density for Summer Condition 

 

 

Figure 3. Total Power Density for Winter Condition 
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Abstract—This article presents the results from a simulation 

work regarding the analysis of energy balance of an positive 

energy building. To meet the criteria for an energy-positive 

house, a high priority was given to the performance of the 

thermal envelope, such as high insulation of walls, roofs, floors 

and windows, thermal bridge-free construction and air 

tightness. Due to the required air tightness, special attention 

was also paid to indoor air quality through proper ventilation. 

We have simulated the building and the heating/cooling system 

which in our case is a water source heat pump connected with 

U-pipes vertical boreholes. With the geothermal system, along 

with solar thermal system used to produce the domestic hot 

water demand and along with the photovoltaic-PV system we 

managed to obtain a positive energy construction. The multi-

source system is simulated with multiple specialized software. 

The installed PV system produces 5379 kWh/year while the 

energy consumption of the house is 4856 kWh/year. During 

summer, in order to avoid overheating a set point of 27oC was 

considered. For the entire simulation year, the interior 

temperature in all the zones was between 19oC and 27oC. This 

article presents the modeling and simulation of the multi-

source systems and illustrates interesting insights about the 

right measures to obtain a high energy efficient house with 

optimum indoor comfort.  

Keywords-positive energy house; dynamic simulations; multi-

source system. 

I. INTRODUCTION 

European Union (EU) has agreed a forward-looking 
political agenda to achieve its core energy objectives of 
sustainability, competitiveness and security of supply, by 
reducing greenhouse gas emissions by 20%, by increasing 
the share of renewable in the energy consumption to 20% 
and improving energy efficiency; all these, by 2020 [1]. 

The energy spent to heat the occupied spaces in the 
residential sector represents more than 40% from the total 
energy demand [2], which includes electricity, hot-water and 
air-conditioning. In this area, a major energy reduction can 
be achieved if a building is correctly designed by engineers 
and architects, and even more if, renewable energy systems 
are integrated to the construction. Installing multiple 
renewable sources on the same site is even more appealing 
when substantial energy savings could be made if the 
advantages of each source are associated. In the near future, 
more and more the renewable energy sources will cohabit 
with fossil energy source systems and research has to be 

pointed towards solutions that are energy efficiently, 
economical viable and environmental friendly. The goal of a 
multi-source system is to decrease at maximum the primary 
energy consumption by generating the needed demand by 
renewable sources like solar, wind or wood energy. The use 
of several sources on the same construction site will be 
applied for new, but also for buildings which, are on the way 
to be renovated. Coupling a heating system with a renewable 
energy system along with a multi-criteria decision analysis 
was realized by Catalina et al. [2]. The benefits of such a use 
is that the constructions can be closer to Zero Energy 
Buildings (ZEB) or even positive energy buildings since 
only by means of a multi-energy system we can arrive to 
such ambitious purpose. The renewable energy systems will 
produce locally the energy needed for the building and the 
extra energy, which is not necessary, will be sent to the 
overall urban energy infrastructure (i.e., the case of 
photovoltaic power energy or wind energy).  A comparison 
of different ZEB in terms of thermal behavior was studied by 
Nazif and Altan [3]. The use of a ground to air heat 
exchanger for energy efficient houses in South of Europe 
was found to be an attracting solution in order to achieve a 
ZEB [4]. Compared to the other studies, in this article, a new 
multi-source system along with the design parameters to be 
taken into consideration for the envelope is presented. 
Moreover, if most of the studies are focused only on how to 
reduce the energy consumption, we found that first of all a 
building should provide a healthy and comfortable 
environment for the occupants. With this project it is showed 
that is possible to achieve a ZEB with a good comfort for the 
occupants. This is also the main advantage of the proposed 
system and approach. The structure of the article is divided 
several sections that are meant to present the study case 
building, the HVAC (Heating, Ventilation, Air-
Conditioning) system, the results of the simulations and 
finally, the conclusions. During the next chapter we will 
present the building design of the study case, along with 
thermal modeling. Afterwards, it is shown the modeling of 
the HVAC system. At the end of the article are illustrated the 
results and the corresponding conclusions.   

II. BUILDING DESIGN 

The house selected for the study is located in Chambery, 
France. It is a detached two storey building and it is occupied 
all year long, with a difference between weekdays and 
weekends. The architectural plan of the building is illustrated 
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in Fig. 1. By its shape and space configuration, the house has 
to achieve, besides comfort and regular architectural image, 
the premises of an energy-positive house. Based on 
efficiency concept, the house is wrapped with a „thick skin”, 
to allow an efficient thermal insulation and to have 
neglectable heat losses from thermal bridges. The envelope 
of the house will be plastered with the same material, in 
order to ensure air tightness.  

A key factor in this house is the relation with the solar 
radiation, captured both directly (windows) and indirectly 
(solar collectors). Large windows are mainly oriented south, 
increasing the useful solar gains during winter and using 
efficiently the natural light during the year. Furthermore, the 
main areas are oriented south, east and west, while the small 
areas are oriented north side. 

The house presents highly insulated facades and roof; in 
addition, the triple-glazed windows, with specially insulated 
frames, are based on a 6 chamber system, that keeps out 
draughts, dust and water. The total window U-value is 0,73 
W/m

2
K.  The other elements of the house are presented in 

Table I. 

TABLE I.  HOUSE BUILDING MATERIALS AND INSULATION LEVELS 

Type Building structure materials and U-value 

Exterior 
walls 

Interior plaster (15 mm) 

POROTHERM 30 STh clay blocks (300 mm) 

Thermal insulation compound system (300 mm) 
out of polystyrene hard foam EPS, plastered on 

the outside 

U=0.09W/m2K 

Interior  
walls 

Interior plaster (15 mm) 

Thermokron 24 TK blocks (115 mm) 

Interior plaster (15 mm) 

Roof 

Clay tiles (20 mm) 

ISOVER VARIO KM membrane – vapour 

retarder and air tightness layer 
Mineral wool (350 mm) 

Plaster board (15 mm) 

U=0.0977 W/m2K 

Ground 
floor 

Oak wood flooring (30 mm) 

Concrete slab (200 mm) 

Rigid polyurethane foam (350 mm) 
Vapour retarder and air tightness layer 

Cement (50 mm) 

U=0.094 W/m2K 

First floor 

Concrete slab (100 mm) 

Interior plaster (15 mm) 

Oak wood flooring (30 mm) 

Attic floor 

Interior plaster (15 mm) 

Concrete slab (100 mm) 

Thermal insulation (400 mm) 
Concrete (50 mm) 

U=0.0966 W/m2K 

Attic wall 

Wood (100 mm) 

Thermal insulation (400 mm) 
Exterior plaster (20 mm) 

U=0.0911 W/m2K 

 
The building has been introduced and modulated in 

TRNBuild, a component of TRNSYS 16 program [2]. The 
TRNBuild module allows users to define a number of 
building parameters including the orientation, envelope 
construction, glazing and infiltration rate. Once the building 
has been fully defined, it can be imported into the Simulation 

Studio to be linked with the weather file and HVAC system. 
We have used for the building the Type 56 component, a 
detailed multi-zone building model. This component models 
the thermal behavior of a building divided into different 
thermal zones. 

 
Figure 1.  First floor plan of the energy positive house 

The thermal zones are very important if we want to 
simulate the energy consumption of the building. These 
zones can include a room or several rooms that may have 
similar heat gains, similar profiles (temperature, occupancy, 
etc.) or they are provided by the same HVAC system. In our 
case, the house was divided in 10 different zones, presented 
in Table II. 

TABLE II.  THERMAL ZONES OF THE HOUSE 

Zone Space S [m2] V [m3] 

1 
Kitchen+Dining 

Room+Living Room 
30,58 84,17 

2 Hall 3,88 10,67 

3 Storeroom 4,83 13,29 

4 Staircase 5,3 15,36 

5 Room 1 11,08 29,79 

6 Room 2 10,83 29,1 

7 Room 3 10,83 29,1 

8 Bathroom 5,01 13,45 

9 Attic 39,73 54,21 

10 Sanitary void 46,81 49,15 

 
The heat gains for people are very important and must be 

considered in the energy balance. They have a great 
influence on the energy consumption and the overheating of 
the rooms during the summer season. Occupancy profiles 
were created specific to each area and divided into periods of 
the week (weekdays and weekends). The power dissipation 
of a person is estimated to 100 W (60 W sensible heat and 40 
W latent heat) for casual activities and the percentage of heat 
gains by convection and radiation to 33% radiation and 67% 
convection [3]. The artificial lighting is not constant and 
doesn’t depend necessarily on the occupied area. The 
following control strategy was used: the lighting is on if 
horizontal solar radiation <120 W/m

2
 and off if >200 W/m

2
, 

taking into account the occupied area.  
There is no need to heat the entire building day and night 

at 19
o
C, while the rooms are empty during the day and some 

areas are empty during the night. If the house is not 
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occupied, the temperature is set to 16
o
C. During the 

weekend, the temperature profile is linked to the occupancy 
profile in order to provide thermal comfort for every person. 

III. HVAC SYSTEM MODELING 

In recent years, the design requirements for the primary 
energy consumption of dwellings has been radically reduced, 
making it difficult, if not impossible, to meet the required 
levels using only a combination of construction measures 
and fossil fuel-based heating systems. This has set in motion 
a transition to alternative energy systems within domestic 
construction. Ventilation systems, heat pump systems and 
solar collector systems form an often-used alternative to 
provide heating and hot water in dwellings as they reduce the 
use of fossil energy sources. 

The house has a ventilation system with built-in heat 
exchanger to recover heat, which can be operated by the 
occupants. There is no room which is not clearly integrated 
into the ventilation concept. The supply air is shared and 
areas with stagnant air do not exist. All living and sleeping 
rooms are planned as supply air zones, while the exhaust air 
rooms are the kitchen, storeroom and bathroom. The hallway 
and staircase act as overflow zones. The system is located in 
the building services room under the roof; supply and 
exhaust air are extracted or blown out directly above the 
roof. 

A compact solution that combines the ventilation system 
and the space heating provides better efficiency and 
opportunities for different system solutions that can be 
adapted to different conditions and applications. The solution 
consists in linking a GSHP (Ground Source Heat Pump) to 
the heat recovery unit (see Fig. 2). A piping loop is buried in 
the ground, which is considerably warmer than the outdoor 
air in the winter. Water is circulated through the loops and 
into the building where the heat pump removes the heat from 
the water and delivers it to the air. The heat pump covers the 
whole heating demand with forced air heating, due to its 
distribution system, which transfers heat to the building. The 
process is reversed in cooling. Heat is removed from the 
inside air and delivered it to the water loop which rejects this 
heat to the ground. The GSHP also provides high cooling 
efficiency since the ground is much cooler than the air during 
the summer [4-8].  

 

 

Figure 2.  Ground source heat pump for heating/cooling 

The production of domestic hot water is ensured by a 
thermal solar system, which provides heat through a solar 
collector. The collector transfers the heat to a storage tank, 
which is connected with an internal heat exchanger and a 
thermostatic valve for DHW (Domestic Hot Water) 
temperature control (see Fig 3). The STC (Solar Thermal 
Collector) is operating in series with the storage tank, which 
allows for an improvement in collector efficiencies due to 
the lower temperature fluid entering the collector. An 
efficient control strategy is implemented to regulate the 
system. The indoor temperature of the house is regulated by 
a thermostat, which controls the fan speed in the space 
heating circuit. Based on the temperature difference, the 
thermostat switches on/off or remains in its current state. The 
humidity control in the house is ensured by the GSHP’s 
controller, which dehumidifies the space at reduced cooling 
capacity. The circulation pump in the solar circuit is 
controlled based on the temperature difference between the 
upper side of the STC and the bottom of the hot water tank. 
If the temperature difference is greater than (5-8)⁰C, the 
pump is switched on, but when the difference is (1-3)⁰C, the 
pump is switched off, due to the lack of heat that can be 
transferred to the tank. This difference can not drop below 
1⁰C, because the risk of cooling the tank will appear. The 
thermostat located in the upper area of the tank protects the 
equipment from temperatures higher than 90⁰C. Otherwise, 
the pump is switched off and, for example, the pressure relief 
valve will be on. The production of on-site energy is ensured 
by a photovoltaic system. An analysis by numerical 
simulations of a system of photovoltaic modules is intended, 
in order to assess its potential to cover the electricity 
consumption of the house. The photovoltaic system was 
designed and analyzed with the PVSyst V6.0 program [12]. 

 

 
Figure 3.  Domestic hot water production using solar panels 

For the modeling and simulation of the entire system it 
was necessary the introduction of multiple parameters.  The 
heat recovery has a sensible effectiveness of 0.95 and a 
power consumption of 500W. The heat pump is a water 
source based and provides a maximum air flow of 1250 m3/h 
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and a maximum heating production of 5.5 kW with a COP of 
4.8 when the entering liquid temperature is 10 

o
C.   

TABLE III.  VERTICAL U-TUBES PROPRIETIES 

Borehole depth 100 m 

Number of boreholes 2 

Header depth 2 m 

Borehole radius 0,1016 m 

Storage thermal conductivity 2,423 W/mK 

Storage heat capacity 2016 kJ/mᶟ/K 

Outer radius of U-tube pipe 0,01664 m 

Inner radius of U-tube pipe 0,01372 m 

Fill thermal conductivity 8,722 kJ/hmK 

Pipe thermal conductivity 1,5122 kJ/hmK 

Reference borehole flow rate 1000 kg/h 

 
The proprieties of the boreholes used for the simulations 

resumed in Table III. 

IV. RESULTS 

For an appropriate analysis of the system, a dynamic 
simulation is necessary. The numerical simulation is made 
throughout the year, for 8760 hours. The thermal comfort is 
acquired for the entire occupational period as the air 
temperature, during winter time, is not passing below 19

o
C 

and during summer period is always lower than 27
o
C. Fig. 4 

illustrates the air temperature for the thermal zones 1 to  8. 
Zone 1 has higher temperatures, up to 22

o
C because in that 

zone we have the highest internal heat gains (kitchen, 
occupants, and other appliances).  Zone 2 and Zone 3 with 
the lowest temperatures, close to 19

o
C represent the Entrance 

hall and the storage room.  It can be concluded that the 
HVAC system is well designed and the indoor environment 
is comfortable.  

 
Figure 4.  Air temperature during the coldest day of the year 

The heat pump transfers to the introduced air a certain 

amount of energy, when it is needed. Figure 4 shows the 

total heat transfer to air and the heating controller during the 

coldest week of the year. The maximum value is around 

5500 W and the lowest air temperatures are -12
o
C. As it can 

be noticed from Fig. 5, the functioning hours are low 

because of the high level of insulation of the house and of 

the internal heat gains that covers most of the heating 

demand. 
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Figure 5.  GSHP functioning during the coldest week of the year 

As concerns the cooling energy demand, during the warmest 

week of the year the heat pump transfers to the introduced 

air around 7000 W (see Fig. 6). This energy is required to 

avoid the overheating of the zones. Compared to the winter 

situation, it can be clearly noticed that the functioning hours 

of the GSHP are more. The reason for that is because the 

solar radiation heat gains and internal heat gains have high 

values.  Moreover, the outdoor air temperatures during the 

summer period are around 35
o
C.  
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Figure 6.  GSHP functioning during the warmest week of the year 
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Figure 7.  GSHP power consumption during the coldest/warmest week 

The power consumption of the heat pump is important for 

an energy efficient building. From Fig. 7, it can be noticed 

that during the winter/summer period the maximum needed 

energy is 1200 W. This energy consumption comprises the 

compressor, the controller and the blower. For the entire 

year period we have a consumption of 1853 kWh.  

 

 
Figure 8.  Energy balance of the DHW solar production 

     The DHW energetic demand is 3932 kWh/year. As it can 

be observed in Fig. 8, the largest amount of energy from 

solar contribution is provided during May, when the value 

of 250 kWh/month is exceeded. The lowest amounts of 

solar contribution are during the months when outdoor 

temperatures and solar radiation intensity have lower values. 

The solar energy is not enough to cover the DHW energetic 

demand; therefore an auxiliary heating device is necessary. 

The auxiliary contribution covers entirely the demand and 

the value is 1833 kWh.  

     As concerns the photovoltaic system this one is oriented 

south and is located on the roof of the house. The panels are 

polycrystalline silicon cells, for the best performance. The 

input data are: tilting angle: 30
o
; Azimuth: 0

o
; Number of 

PV modules: 17; The module power: 0.255 kWp, The total 

PV system power: 6 kWp; Module type: Polycrystalline; 

Modules efficiency: 15.7%. The energy produced by the PV 

system is 5266 kWh. The necessary energy for the 

appliances is estimated at 2.66 kWh/day = 971 kWh/year 

and the electrical lighting at 200 kWh/year. The energy 

balance of the house is positive because we have 1853 kWh 

(Heat pump) + 1833 kWh (Auxiliary heating DHW) + 970 

kWh (Appliances) + 200 kWh (Electrical lighting) = 4856 

kWh (Total consumption) and the produced energy is 

5372.9 kWh. 

 

 
Figure 9.  Energy production of the PV system and energy consumption 

The maximum energy consumption is found in June with 

580 kWh, while the maximum production is July with 685 

kWh (see Fig. 9).  

V. CONCLUSIONS 

In this study, we analyzed a single family house and the 

possibility to obtain an energy positive balance. Using a 

ground source heat pump the indoor comfort conditions 

were reached while the energy consumption had low values. 

A solar thermal system coupled with an auxiliary heating 

system produced the domestic hot water demand of the four 

occupants. An energy positive house would not have been 

possible without the use of photovoltaic panels that is why 

17 modules of 0.255 kWhp/module were installed. With this 

amount of PV panels the energy production was of 5372.9 

kWh over passing the energy consumption by 516.9 kWh. It 

is concluded that the proposed multi-source system was 

correctly designed and that the simulations were the perfect 

way to analyze the house and the HVAC system. 
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