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Foreword

The Second International Conference on Advances in Signal, Image and Video Processing
(SIGNAL 2017), held between May 21 - 25, 2017 - Barcelona, Spain, continued the inaugural event
considering the challenges mentioned above. Having these motivations in mind, the goal of this
conference was to bring together researchers and industry and form a forum for fruitful discussions,
networking, and ideas.

Signal, video and image processing constitutes the basis of communications systems. With the
proliferation of portable/implantable devices, embedded signal processing became widely used, despite
that most of the common users are not aware of this issue. New signal, image and video processing
algorithms and methods, in the context of a growing-wide range of domains (communications,
medicine, finance, education, etc.) have been proposed, developed and deployed. Moreover, since the
implementation platforms experience an exponential growth in terms of their performance, many signal
processing techniques are reconsidered and adapted in the framework of new applications. Having
these motivations in mind, the goal of this conference was to bring together researchers and industry
and form a forum for fruitful discussions, networking, and ideas.

We take here the opportunity to warmly thank all the members of the SIGNAL 2017 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to SIGNAL 2017. We truly believe that,
thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the SIGNAL 2017 organizing committee
for their help in handling the logistics and for their work to make this professional meeting a success.

We hope that SIGNAL 2017 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of signal
processing.

We are convinced that the participants found the event useful and communications very open.
We also hope that Barcelona provided a pleasant environment during the conference and everyone
saved some time for exploring this beautiful city.
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Chan-Vese Model with Semi-Implicite AOS Scheme for Images Segmentation:
Biphase and Multiphase Cases

Messaoudi Zahir∗, Berki Hemza†and Younsi Arezki‡

Ecole Militaire Polytechnique, Algiers, Algeria
∗ Email: messaoudi_zahir06@yahoo.fr

†Email:hemza.berki@yahoo.fr
‡Email:arezki.younsi@yahoo.fr

Abstract—Active contour models are designed to evolve an initial
curve, called level set, to extract the desired object(s) in an image.
Various models are used, such as Chan-Vese (CV) model. The
CV model has the global segmentation property to segment all
objects in an image. The problem with this model is the high time
computing. In order to reduce it, our contribution in this work
is the association of a semi-implicit Additive Operator Splitting
(AOS) technique with the CV model in biphase and multiphase
cases. In this paper, we present the new association in biphase
and multiphase cases with simulations showing the efficiency of
the proposed method.

Keywords–Image segmentation; actives contours; Chan Vese;
AOS scheme.

I. INTRODUCTION

Image segmentation is the task of partitioning an image
into multiple regions. The most known region based method
has been proposed by Mumford Shah [1] who have introduced
a general optimization framework. To determine desired curves
or surfaces, this method uses an energy functional based on
regional geometric properties such as the area of the region, its
contour length and the variation of individual pixel intensities
inside and outside the region. However, the Mumford Shah
[2] model cannot be easily implemented. The CV method [2]
is a special implementation of Mumford Shah using a level
set function for the case of two phases with two piecewise
constants. The basic idea of CV model is to minimize energy
functional by solving the Euler-Lagrange equation. This min-
imisation takes enough time in image segmentation.

To reduce the time of segmentation, Weickert et al. [3]
provide a fast algorithm using the semi-implicit AOS scheme.
The basic idea behind the AOS schemes is to decompose a
multi-dimensional problem into one-dimensional ones that can
be solved very efficiently. Then the final multi-dimensional
solution is approximated by averaging the one-dimensional
solutions. In [4], the authors present a combination of the
semi-implicite AOS scheme and a narrow-band technique
which is associated to the geodesic active contours. This
association requires re-initialization for each iteration which
is the weakness of the method. As solution, Kuhne et al. [5]
provide a fast algorithm using an semi-implicit AOS scheme
technique which is suitable both for the geometric and the
geodesic active contour model. In [6], the authors propose
a new selective segmentation model, combining ideas from
global segmentation, that can be reformulated in a convex
way such that a global minimizer can be found independently
of initialization. They present the Convex Distance Selective
Segmentation (CDSS) functional (based on CV model) which

is associated with the semi-implicite AOS scheme. In our work,
we use a level set representation of the CV model with the
semi-implicite AOS scheme in order to improve the speed of
the segmentation in biphase and multiphase cases.

This paper is organized as follows. Section 2 contains a
review of level set method and the CV model for biphase and
multiphase cases. In Section 3, we present the semi-implicite
AOS scheme. Then, we present the CV model with the semi-
implicite AOS scheme in biphase and multiphase cases in
Section 4. Experimental results are given in Section 5.

II. ACTIVE CONTOUR MODELS

In this section, we shall first provide an overview of level
set theory before we get into the details of the CV model.

A. Level set method
A level set method is a numerical technique, which helps

with tracking moving fronts to interfaces and shapes. This
technique was first introduced by Osher et al. in [7], where the
boundaries are given by level sets of a function φ(x), naming
it as the level set method. This method is very successful due
to a very easy way of following shapes that change topology.
For a given interface Γ = ∂Ω as shown in Figure 1, the level
set is independent of the parametrisation of the contour and
can be used to represent the interface evolution. The idea of
the level set method is to implicitly represent an interface Γ
as the level set of a function φ. The level set function φ of the
closed front Γ is defined as follows:{

φ(x) > 0 inside Γ
φ(x) < 0 outside Γ,
φ(x) = 0 on Γ.

Where x ∈ R2.
The adjusting contour at time t is denoted by φ(x(t); t){

φ(x(t); t) > 0 inside Γ
φ(x(t); t) < 0 outside Γ,
φ(x(t); t) = 0 on Γ.

The level set value of a point on the contour with motion
must always be 0.

φ(x(t); t) = 0 (1)

A derivation of (1) with respect to t and after some
manipulation, yields PDE equation:

∂φ

∂t
+ F |∇φ| = 0 (2)

1Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-559-3
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Figure 1. Representation of the interface Γ.

Where F stands for the speed in which the contour propa-
gates in normal direction with an initial condition φ(x, t = 0)
(the initial drawn curve).

B. The CV model

1) biphase case: In [2], the authors present a special
implementation of the CV method based on the use of the
level set method to minimize the piecewise constant two phases
Mumford Shah functional [1]. The advantage of this imple-
mentation is the possibility to detect objects whose boundaries
are not necessarily defined by gradient and overcame the
problematic tracking of Γ. For a given image u0 in domain
Ω, the CV model is formulated by minimizing the following
energy functional :

FCV = µ

∫
Ω

δ(φ)|∇φ|dxdy + ν

∫
Ω

H(φ)dxdy +

λ1

∫
Ω

|u0(x, y)− c1|2H(φ(x, y))dxdy + (3)

λ2

∫
Ω

|u0(x, y)− c2|2(1−H(φ(x, y)))dxdy

Where µ, λ1 and λ2 are positive parameters, φ is a level
set function, H(φ) is the Heaviside function and δ(φ) is the
Dirac function. Generally, the regularized versions are selected
as follows: {

Hε(φ) = 1
2

(
1 + 2

π arctan
(
φ
ε

))
,

δε(φ) = 1
π

ε
φ2+ε2 .

(4)

The two piecewise constants c1 and c2 are defined as

c1 =

∫
Ω
u0(x, y)Hε(φ(x, y))dxdy∫

Ω
Hε(φ(x, y))dxdy

, (5)

c2 =

∫
Ω
u0(x, y)(1−Hε(φ(x, y)))dxdy∫

Ω
(1−Hε(φ(x, y)))dxdy

, (6)

The evolution equation is given by :

∂φ

∂t
= δε(φ)[µ∇.( ∇φ

|∇φ|
)−ν−λ1(u0−c1)2+λ2(u0−c2)2] (7)

2) multiphase case: The CV model for multiphase piece-
wise constant (we use two level set functions φ1 and φ2) is
formulated by minimizing the following energy functional [8]:

Fε,4 =

∫
Ω

(u0 − c11)
2
Hε (φ1)Hε (φ2) dxdy

+

∫
Ω

(u0 − c10)
2
Hε (φ1) (1−Hε (φ2)) dxdy

+

∫
Ω

(u0 − c01)
2

(1−Hε (φ1))Hε (φ2) dxdy

+

∫
Ω

(u0 − c00)
2

(1−Hε (φ1)) (1−Hε (φ2)) dxdy

+µ

∫
Ω

|∇Hε (φ1)|+ µ

∫
Ω

|∇Hε (φ2)| (8)

Where

c11(φ) =

∫
Ω
u0Hε(φ1)Hε(φ2)dxdy∫

Ω
Hε(φ1)Hε(φ2)dxdy

, (9)

c10(φ) =

∫
Ω
u0Hε(φ1)(1−Hε(φ2))dxdy∫

Ω
Hε(φ1)(1−Hε(φ2))dxdy

, (10)

c01(φ) =

∫
Ω
u0(1−Hε(φ1))Hε(φ2)dxdy∫
Ω

(1−Hε(φ1))Hε(φ2)dxdy
, (11)

c00(φ) =

∫
Ω
u0(1−Hε(φ1))(1−Hε(φ2))dxdy∫
Ω

(1−Hε(φ1))(1−Hε(φ2))dxdy
, (12)

Evolution equations of φ1 and φ2 are given by:

∂φ1

∂t
= δε(φ1){µdiv(

∇φ1

|∇φ1|
)

−[((u0 − c11)2 − (u0 − c01)2)(Hε(φ2)) (13)
+((u0 − c10)2 − (u0 − c00)2)(1−Hε(φ2))]}

∂φ2

∂t
= δε(φ2){µdiv(

∇φ2

|∇φ2|
)

−[((u0 − c11)2 − (u0 − c10)2)(Hε(φ1)) (14)
+((u0 − c01)2 − (u0 − c00)2)(1−Hε(φ1))]}

III. AOS SCHEME

The AOS method is proposed by Tai et al. in [9] and
Weickert et al. in [3]. The AOS scheme guarantees equal
treatment of all coordinate axes and is stable for big time
steps. The scheme presents the semi-implicit algorithm based
on a discrete non-linear diffusion scale-space framework. This
scheme is applied to the m-dimensional diffusion equation and
it is given in the following form:

∂φ

∂t
= div(g∇φ) + f(x, φ). (15)

∂φ

∂t
=

m∑
j=1

∂

∂xj
(gj(φ)

∂φ

∂xj
) + f(x, φ). (16)

Where [0, T ] × Ω ⊂ Rm. The initial and boundary condi-
tions are:

φ(0, .) = φ0 and
∂φ

∂n
= 0 on ∂Ω,

2Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-559-3
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We consider discrete times tk = k∆t, where k ∈ N0 and
∆t a semi-implicit discretization of the diffusion equation.

φk+1 =

(
I −∆t

m∑
l=1

Al(φ)

)−1

φ̂k, k = 1, 2, ... (17)

Where φ̂k = φk + ∆tf .

We may consider AOS variant (for m=2)

φk+1 =
1

2

2∑
l=1

(
I − 2∆tAl(φ

k)
)−1

φ̂k, k = 1, 2, ... (18)

The AOS scheme offers one important advantage [10] : the
operators Bl(uk) = I − 2∆tAl(φ

k) lead to strictly diagonally
dominant tridiagonal linear systems, which can be solved very
efficiently with Thomas algorithm. This algorithm has a linear
complexity and can be implemented very easily.

To implement equation (18), we proceed in three steps [10]:

1) Evolution in x direction with step size 2∆t:
Solve the tridiagonal system(
I − 2∆tAx(φk)

)
υk+1 = φ̂k for υk+1.

2) Evolution in y direction with step size 2∆t:
Solve the tridiagonal system(
I − 2∆tAy(φk)

)
ωk+1 = φ̂k for ωk+1.

3) Averaging:
Compute φk+1 := 0.5(υk+1 + ωk+1).

IV. THE CV MODEL WITH THE SEMI-IMPLICITE AOS
SCHEME

In this section, we present the CV model with the semi-
implicite AOS scheme in biphase and multiphase cases.

A. Biphase case

From equation (7), we denote:

f = δε(φ){−[λ1(u0 − c1)2 − λ2

(u0 − c2)2]− ν}. (19)

To avoid singularities, we replace the term |∇φ| with
|∇φ|β =

√
φ2
x + φ2

y + β and denote W = frac1|∇φ|β .

Discretizing (7) by employing the AOS scheme, we get the
following equation:

φn+1 =
1

2

∑
l=1

2(I − 2∆tAl(φ
n))−1φ̂n (20)

The matrices Al, for l = 1, 2, are tridiagonal matrices
derived using finite differences [11] and φ̂n = φn + ∆tf .
One modification is introduced on the AOS equation is in A1

and A1, where we add the term µδε(φ
n) because we work

directly with the level set function φ.

(A1(φn)φn+1)i,j = µδε(φ
n)
Eni+1,j + Eni,j

2h2
x

(φn+1
i+1,j − φ

n+1
i,j )

−µδε(φn)
Eni,j + Eni−1,j

2h2
x

(φn+1
i,j − φ

n+1
i−1,j)

(A2(φn)φn+1)i,j = µδε(φ
n)
Eni,j+1 + Eni,j

2h2
y

(φn+1
i,j+1 − φ

n+1
i,j )

−µδε(φn)
Eni,j + Eni,j−1

2h2
y

(φn+1
i,j − φ

n+1
i,j−1)

The algorithm of the CV model with the semi-implicit AOS
in biphase case is:

1) Initialize φ0 by φ0, k=0.
2) compute f from equation (19),
3) Compute c1(φk) and c2(φk) by (5) and (6).
4) Compute φ(k) using (20).
5) Check whether the solution is stationary. If not, repeat

2-5

B. multiphase case

From equation (13), we denote :

f1 = δε(φ1){−[((u0 − c11)2 − (u0 − c01)2)

(Hε(φ2)) + ((u0 − c10)2 (21)
−(u0 − c00)2)(1−Hε(φ2))]}

From equation (14), we denote :

f2 = δε(φ2){−[((u0 − c11)2 − (u0 − c10)2)

(Hε(φ1)) + ((u0 − c01)2 (22)
−(u0 − c00)2)(1−Hε(φ1))]}

To avoid singularities, we replace the term |∇φ1| with
|∇φ1|β =

√
φ2

1x + φ2
1y + β and |∇φ2| with |∇φ2|β =√

φ2
2x + φ2

2y + β

The algorithm of the CV model with the semi-implicit AOS
in multiphase case is:

1) Initialize φ0
1 and φ0

2 by φ10
and φ20

, k=0.
2) compute c11(φk), c10(φk), c01(φk) et c00(φk)
3) compute f1 and f2 by equation (21) and (22).
4) Compute φ(k)

1 using (20) and φ(k)
2 using (20)

5) Check whether the solution is stationary. If not, repeat
2-5
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Figure 2. Segmentation by CV model (biphase case) of boat.

Figure 3. Segmentation by CV model (biphase case) of MR image of knee.

Figure 4. Segmentation by the CV model with semi-implicite AOS scheme
(biphase case) of boat.

Figure 5. Segmentation by the CV model with semi-implicite AOS scheme
(biphase case) of MR image of knee.

Figure 6. Segmentation by CV model (multiphase case) of boat.

Figure 7. Segmentation by CV model (multiphase case) of MR image of
knee.

Figure 8. Segmentation by the CV model with semi-implicite AOS scheme
(multiphase case) of boat.

Figure 9. Segmentation by the CV model with semi-implicite AOS scheme
(multiphase case) of MR image of knee.

V. EXPERIMENTAL RESULTS

In the biphase case, the constants are given as follow
ν = 0, ∆t = 1 and λ1 = λ2 = 1. In Figures 2 and 3, we
illustrate the segmentation by the CV model for boat and MR
of knee images. In Figures 4 and 5, we show the segmentation
by the CV model with semi-implicite AOS scheme for the
same images. The segmentation illustrates the two phases and
the results are almost similar for the two methods. For the
multiphase case, the constants are given as follow ν = 0 and
λ1 = λ2 = 1. In Figures 6 and 7, we illustrate the segmentation
by the CV model for boat and MR of knee images, but in
Figures 8 and 9 we show the segmentation by the CV model
with the semi-implicite AOS scheme for the same images. The
two methods give exactly the same segmentation where we
can see the four phases. The comparison study relative to time
computing is summarized in Tables I and II; we deduce that
the CV model with semi-implicite AOS scheme reduces the
time computing of the segmentation by half.
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TABLE I. COMPARISON BETWEEN THE CV MODEL AND THE CV
MODEL WITH THE SEMI-IMPLICITE AOS SCHEME IN BIPHASE

CASE.

Image Boat MR image of knee
Method CV CV-AOS CV CV-AOS

CPU time (s) 110.6671 56.7532 s 51.9639 22.1521

TABLE II. COMPARISON BETWEEN THE CV MODEL AND THE CV
MODEL WITH THE SEMI-IMPLICITE AOS SCHEME IN

MULTIPHASE CASE.

Image Boat MR image of knee
Method CV CV-AOS CV CV-AOS

CPU time (s) 158.2630 71.0429 70.3253 s 28.1270

VI. CONCLUSION

In this paper, we have used the advantages of the semi-
implicit AOS technique in order to fast the CV model for
image segmentation in biphase and multiphase cases. The
experimental results show that the segmentation is done in the
two cases, with the the superiority of the CV model with the
semi-implicite scheme compared to the CV model concerning
the time computing. As future work, we plan to associate the
semi-implicit AOS technique with other active contour models.
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Université Paris Descartes

45 rue des Saints Pères, 75006, Paris, France
Email: edoardo.provenzi@parisdescartes.fr

Abstract—In 1974, H.L.Resnkikoff published an inspiring paper
about the use of differential geometry to study, among others,
the intrinsic shape of the space of perceived colors and the
Riemannian metrics on it. The mathematical techniques that he
used is shared with modern theories of theoretical physics, which
are far from being a common background for scientists in color
vision and processing. Due to this, Resnikoff’s paper remained
unnoticed for decades. In this brief contribution, some insights
about how to update Resnikoff’s ideas will be given and discussed
in relationship with a moder theory of color spaces and to the
mathematical concept of principal fiber bundle.
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I. RESNIKOFF’S FRAMEWORK FOR THE SPACE OF
PERCEIVED COLORS

In the 1974 paper [1], H.L. Resnikoff analyzed the geo-
metrical and topological properties of the space of perceived
colors P with a high level mathematical rigor. He decided to
start from Schrödinger’s axioms [2] for P: Axiom 1 (Newton
1704): if x ∈ P and α ∈ R+, then αx ∈ P . Axiom 2: if x ∈ P
then it does not exist any y ∈ P such that x + y = 0. Axiom
3 (Grassmann 1853, Helmholtz 1866): for every x, y ∈ P and
for every α ∈ [0, 1], αx+ (1−α)y ∈ P . Axiom 4 (Grassmann
1853): every collection of more than three perceived colors is
a linear dependent family in the vector space V spanned by
the elements of P . Note, in particular, that Axiom 3 implies
that P is closed under convex linear combinations, i.e., every
two colors in P can be joined by a line segment, i.e., P is
convex.

Resnikoff added another axiom, that of local homogeneity
of P with respect to changes of background illumination of
the visual scene. If X is a topological space and G is a
group of transformations that acts on X , then X is called a
homogeneous space with respect to G if, for any two points
x, y ∈ X , there exists a transformation g ∈ G such that
g(x) = y, i.e., any two points of X can be joined by an
opportune transformation g induced by G. X is only locally
homogeneous with respect to G if this property holds only
locally, i.e., if for every x ∈ X there is an open neighborhood
Ux containing it and such that every x′ ∈ Ux can be written as
x′ = g(x) for a certain g ∈ G. The reason for introducing this
further axiom is that it is possible to modify a color to reach
a ‘very similar’ color with a change of illumination and this
means that P should be locally homogeneous with respect to
the group of transformations of illuminations.

Resnikoff claimed that this group can be assumed as the

following:

GL(P) := {g ∈ GL(V ) | g(x) ∈ P ∀x ∈ P},

where GL(V ) is the group of orientation-preserving invertible
linear operators on V , or, equivalently, the group of real
n × n matrices with determinant greater than zero, where
n = dim(V ) ≤ 3 thanks to Axiom 4. He justifies this
choice from the consideration that Axiom 1 implies that P
is a cone embedded in V and so a general transformation of
illumination must preserve the orientation of the cone and it
must also be invertible, since it is possible to turn back to the
initial conditions of illuminations. The condition g(x) ∈ P is
perfectly natural because after the change of illumination we
can still perceive the colors.

The observation that a change of illumination slightly
modifies the perception of colors of a visual scene can thus
be stated in this mathematical formalism by saying that P
is locally homogeneous with respect to GL(P). But, thanks
to Axiom 3, for every couple of perceived colors x, y ∈ P
there exists the line segment that join x to y. This segment
is compact, hence it can be covered by a finite partition of
open neighborhoods U1, . . . , Un and the color x can be moved
along this line segment passing from a neighborhood to the
next one with the transformations g1, . . . , gn. Thus, the global
transformation that enables us to pass from x to y is the
composition of the single transformations, i.e., y = g(x),
g = gn ◦ · · · ◦ g1 and so local homogeneity for the convex
P implies its global homogeneity.

For this reason, Resnikoff postulates a fifth axiom on
the structure of the color space: Axiom 5 (Resnikoff 1974):
P is globally homogeneous with respect to the group of
transformations of illumination GL(P).

Starting from the set of axioms 1-5 and by using Lie groups
and algebras representation theory [3], Resnikoff managed
showed that the only two geometrical structures compatible
with these axioms are:

P ' R+ × R+ × R+,

or
P ' R+ × SL(2,R)/SO(2),

where SL(2,R) is the group of 2×2 matrices with real entries
and determinant +1 and SO(2) is the group of matrices that
perform rotations in the plane R2.

The first geometrical structure agrees with the usual trichro-
matic space, such as RGB, XYZ, and so on. The Cartesian
product, which represents the second one, is totally new.
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Moreover, he found out that the only color constancy metric
compatible with the homogeneous structure of the RGB-like
model is precisely the metric found by Stiles, i.e.,

ds2 = α1

(
dx1
x1

)2

+ α2

(
dx2
x2

)2

+ α3

(
dx3
x3

)2

,

where xj ∈ R+ and αj are positive real constants for j =
1, 2, 3. This metric agrees with the one found by Stiles with
totally different methods.

The distinction of perception between the color x and the
color y is calculated with the integral

d(x, y) =

∫
γ

ds γ(0) = x, γ(1) = y,

where γ is the unique geodesic arc (i.e the arc of minimal
length) between x and y. For more information, the interested
reader is referred to [4].

II. UPDATING RESNIKOFF’S MODEL: PRINCIPAL FIBER
BUNDLES

Resnikoff’s model is one of the most elegant treatises on
color perception and it paved the road to the introduction of
some advanced mathematical techniques used in theoretical
physics, e.g., differential geometry, Lie groups and algebras
representation theory and Jordan algebras, to the theory of
color perception. In this section, it is discussed the idea that
another fundamental mathematical object commonly used in
classical and quantum field theory of mathematical physics, the
principal fiber bundle, can be a fundamental (missing) piece
in the Resnikoff framework.

First of all, note that Axiom 1 fails for α ' 0 and α� 1.
In fact, as α approaches zero, the retinal cones responsible
for color vision do not work anymore and retinal rods are
activated, allowing only black and white vision, which can
be identified with achromatic colors in P . However, rods
sensitivity is finite, so that under a certain threshold ᾱ, vision
ceases and with it the geometric structure of P . The same can
be said when α overcomes an upper limit, after which retinal
cones saturate and sight is lost.

A second issue is that, in Resnikoff’s model, only inde-
pendent light stimuli over a uniform background are consid-
ered; however, color vision in real world conditions is much
more complex. In fact, color perception of natural scenes is
intrinsically local: hue, saturation and brightness of a patch
strongly depend on the surrounding patches, a phenomenon
called ‘induction’. This is the reason why one must distinguish
between spectral colors of light sources isolated from the rest
of the visual field, and color in context. Induction analysis is
an active research field both in image processing and cognitive
psychology, see e.g., [5]–[9].

When induction phenomena are taken into account, it is
clear that if we want to represent color differences a spatially
variant Riemannian metric on P must be considered, instead
of a global one. This is where the framework of principal fiber
bundles [10] [11] can be helpful.

Without entering in the very complicated matter of field
theory, it is nevertheless possible to give an idea of what
fiber bundles are by considering a field as an entity which
assigns to every point x of a manifold M a point f of another
manifold F , representing the value taken by the field in x. A

configuration of a field on an open subset U of M is a map
ϕ : U ⊂M → F completely defined by its graph, i.e., by the
set Graph(ϕ) := {(x, f) ∈ U × F | f = ϕ(x)}.

It is quite natural to think at U × F as the local model of
a more complicated geometric structure obtained by ‘gluing
together’ these Cartesian products (in a suitable way). This
structure is precisely what is called a fiber bundle over M with
standard fiber F . Hence, naively, a fiber bundle can be seen
as a generalization of the concept of a manifold, now modeled
on a Cartesian product instead of an Euclidean space. A fiber
bundle is a principal bundle if the standard fiber is a Lie group
G.

The importance of considering Lie groups has been dis-
cussed in the previous section, thus it seems necessary to
consider, among all fiber bundles, principal fiber bundles as
the candidates to provide the rich geometrical structure needed
to introduce in Resnikoff’s framework the phenomenon of
local induction. A formalization of this idea can lead to new,
context-dependent, color metrics rigorously obtained from first
principles and not by ad-hoc procedures.

III. CONCLUSION

The Resnikoff’s model of perceived color space has been
recalled and some critics about its assumptions have been
pointed out. These observations can be the staring point for
a new analysis of color spaces, based on the mathematical
concept of principal fiber bundles, which it has been motivated
to seem the most adequate framework to further develop
Resnikoff’s analysis.
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Abstract—Here, we describe the development of a portable device,
based on low cost technology, able to collect and analyze in real
time the composition of the breath. Despite its great potential,
breath analysis is not widely used in clinical practice: high costs
for standard analytical instrumentation (i.e., gas chromatograph-
mass spectrometer), the need for specialized personnel able to
read the results and the lack of standardized protocols to collect
breath samples, set limits to its exploitation. The presented device,
named Wize Sniffer, is based on commercial gas sensors and
a widely employed open-source controller; in addition, it is
very easy to use also for non-specialized personnel. The Wize
Sniffer is composed of three modules: signal measurement, signal
conditioning and signal processing. The idea was born in the
framework of the European SEMEiotic Oriented Technology
for Individual’s CardiOmetabolic risk self-assessmeNt and Self-
monitoring (SEMEOTICONS) Project, in order to monitor indi-
vidual’s lifestyle by detecting in the breath those molecules related
to the noxious habits for cardio-metabolic risk. Nonetheless, the
modular configuration of the Wize Sniffer makes it usable also
for other applications by changing the type of the gas sensors
according to the molecules to be detected.

Keywords–Bio-signals; Breath analysis; Signal processing; E-
noses; Semiconductor gas sensors.

I. INTRODUCTION

Breath analysis is a technique as new as promising. On
one hand, it enables the monitoring of biochemical processes:
the volatile organic compounds (VOCs) from the metabolic
processes are generated within the body, travel via the blood,
participate to the alveolar exchanges and appear in exhaled
breath; on the other hand, breath is easily and non-invasively
accessible [1], [2], [3]. Many studies aim for assessing the
clinical potential of breath analysis: exhaled pentane and
ethane were investigated as lipid per-oxygenation product in
case of oxidative stress [4]; breath ammonia can be a useful
biomarkers both for the evaluation of clinical treatments in
case of renal diseases [5], [6] and for monitoring the level
of severity in case of liver diseases [7]. Nonetheless, despite
its great potential, the use of breath analysis in clinical di-
agnostic is limited because of the high costs of the specific,

high accurate instrumentation (i.e., gas chromatograph, mass
spectrometer) and the need of expert personnel to perform the
analysis, which also are very time consuming [5].
Recently, e-noses are gaining the attention of the scientific
community. Formerly designed for broader applications (en-
vironmental gases monitoring, for instance), in recent years
the idea of exploiting e-noses also for clinical applications
has been arisen [8]. E-noses allow for performing breath
analysis in a very short time, being quicker than a gas
chromatograph. Since they are able to follow the trend in
time of breath molecules, in many studies they have been
employed in different fields of medicine: in oncology, for
instance, to monitor volatile biomarkers related to cancer [9],
in infectiology [10], in respiratory medicine to evaluate asthma
[11]. Nevertheless, the majority of such e-noses exploit very
expensive technology [12], [13] or requires complex circuitry
[14], [15]. By developing the Wize Sniffer (WS), presented in
this paper, we aimed to overcome this limitations:

• it is a portable device for the monitoring of a number
of breath molecules in real time;

• it is entirely based on low cost technology: the em-
ployed gas sensors are commercial, semiconductor-
based and easily embeddable in the circuitry; breath
signals are analyzed by a widely employed open
source controller: Arduino Mega2560;

• the WS is very easy to use, also for non-specialized
personnel. However, it is programmed in order to send
breath analysis results also to a remote care center.

The WS was conceived in the framework of
SEMEOTICONS European Project [16]. It aimed to
develop the Wize Mirror, a multi-sensory platform having the
appearance of a mirror, able to assess individual’s well-being
state by detecting in the human face all those signs related
to cardio-metabolic risk [17]. The WS was designed to be
integrated in Wize Mirror’s hardware platform in order to
detect in human breath the molecules related to those noxious
habits for cardio-metabolic risk: alcohol intake, wrong diet,
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smoke. Not only: we aimed to develop a device, which could
be also used in a stand-alone configuration and for broader
applications, thanks to its modular configuration [18], [19].
In the paper, Section II lists the molecules detected by the
WS and describes the device’s general architecture; Section
III explains the WS functionality tests and the experimental
results, later discussed in Section IV.

II. THE WIZE SNIFFER, HOW IT WORKS

A. Breath compounds detected by the WS
The WS is composed of an array of semiconductor-based

gas sensors able to detect those breath VOCs considered as
indices of noxious habits for cardio-metabolic risk:

• Carbon monoxide (CO): it is the major compound
of cigarette smoke and it is very dangerous, even
in minimal part. Its baseline value for a non-smoker
subject is round about 3.5ppm, and it reaches 14-
30ppm in smokers;

• Oxygen and carbon dioxide (O2 and CO2): their
variations can be considered as a measure of the
metabolism, that means, how much O2 is retained in
the body, and how much CO2 is produced as a by-
product of cellular metabolism. Their baseline values
are respectively 40000ppm and 13-15%;

• Hydrogen (H2): it is related to the carbohydrates
breakdown in the intestine and in the oral cavity by
anaerobic bacteria. Its baseline value is round about
9.1ppm, but it may vary from an individual to another,
especially in case of lactose intolerance;

• Ethanol (C2H6O): it derives from alcoholic drinks.
Ethanol breakdown leads to an accumulation of free
radicals into the cells, causing oxidative stress. Its
baseline value is round about 0.62ppm;

• Hydrogen sulfide (H2S): it is a vascular relax agent;
for instance, it has a therapeutic effect in hypertension.
Its baseline value is round about 0.33ppm.

B. Wize Sniffer, hardware and software
In Figure 1, WS’ hardware is shown. The user blows once

into a disposable mouthpiece, placed at the beginning of a
corrugated tube. A flowmeter allows for assessing the exhaled
gases volume. A heat and moisture exchanger (HME) filter
absorbs the water vapor present in exhaled breath, reducing
the humidity which affects gas sensors’ behavior. The gases
reach the sampling box (whose capacity is 600ml according to
the tidal volume [20]), which can be considered as the signal
measurement module. Indeed, within the sampling box, made
up of ABS and Delrin, six semiconductor-based gas sensors are
placed. Other two gas sensors work in flowing regime by means
of a sampling pump, which inject the gases from the sampling
box at a fixed rate (120ml/sec). Within the gas sampling box
also a sensor for temperature and humidity (Sensirion SHT11)
is placed. Sensors’ output are pre-processed by a signal condi-
tioning module. A series of voltage buffer amplifiers is used to
transfer sensors’ signal from the measurement module to the
micro-controller board: an Arduino Mega2560 with Ethernet
module (which is low cost, widely employed and has an open
source integrated development environment). At the end of
a breath test, a flushing pump ”purges” the sampling box to

Figure 1. Wize Sniffer’s hardware. a) external configuration; b) internal
configuration.

recovery the sensors’ steady state.
In Table I, all the gas sensors are listed. Our choice was

to employ MOS-based gas sensors, manufactured by Figaro
Engineering, because of their long life, strong sensitivity, rapid
recovery; in addition, they are low cost (20-30Euro on average)
and easy to be integrated in the circuitry. As mentioned before,
humidity strongly affects their behavior, as well as cross-
sensitivity [21], which makes these sensors be non-selective.

TABLE I. MOS-BASED GAS SENSORS INTEGRATED IN THE WIZE
SNIFFER’S MEASUREMENT MODULE.

Detected molecule Sensor Best detection range
Carbon monoxide TGS2442 50-1000ppm

MQ7 20-200ppm
TGS2620 50-5000ppm

Ethanol TGS2602 1-10ppm
TGS2620 50-5000ppm

Carbon dioxide TGS4161 0-40000ppm
Oxygen MOX20 0-16%
Hydrogen sulfide TGS2602 1-10ppm
Hydrogen TGS821 10-5000ppm

TGS2602 1-10ppm
TGS2620 50-5000ppm
MQ7 20-200ppm

Ammonia TGS2444 1-100ppm
TGS2602 1-50ppm

The aim of developing a device which could be used also
in a stand-alone configuration, and which could be useful
for user self-monitoring and self-surveillance, also in home
environment, is evident about software implementation. We
implemented a client-server architecture (Figure 2) in order to
send breath data also to a remote personal computer. It means
that, after performing a test and processing the results, the
device, thanks to an internet connection and a communication
protocol, can send the results to the family doctor, for instance.
For this purpose, Arduino is programmed to process sensors’
raw data and to execute a daemon on port 23. By implementing
a Telnet server, it waits a command line from the remote
personal computer and provides the data.
Finally, in Figure 3, WS’ operation modes are shown. In the

smaller picture, the WS is working as a Wize Mirror’s tool. In
the other picture, the WS is working as a stand-alone device.

III. WIZE SNIFFER FUNCTIONALITY TESTS AND DATA
ANALYSIS

Breath analysis performed by low-cost technology based
gas sensors is a great challenge. If, on one hand,
semiconductor-based gas sensors are low cost, robust and very
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Figure 2. Wize Sniffer’s client-server architecture including Arduino
Mega2560 with Ethernet module

Figure 3. The two Wize Sniffer’s configurations.

simple to integrate in the circuitry, on the other hand, their
behavior is strongly affected by humidity and cross-sensitivity.
It means that there is not a single sensor for each compound,
but each sensor may be sensitive to many VOCs. As a conse-
quence, the estimation of the breath molecules’ concentration
is an arduous challenge. Nevertheless, we tried to do a step
toward this direction: we investigated gas sensors’ sensitivity
in our measurement conditions (30C+/-7%, 70%RH+/-5%, that
are the ones that occur in the sampling box during a breath
test). Not only, we also investigated how the several breath
molecules influence each other in the chemical interaction with
the sensors’ sensing element.
Moreover, breath gases are something extremely variable:
breath composition may vary according to heart rate, breath
flow rate [22], posture [23], ambient air [24], lung volume
[25], breath sampling mode [26]. Exhaled breath is affected by
a strong inter-variability (among different subjects), and also
by a marked intra-variability (relative to the same subject).
As summarized in Figure 4, we have to face first with an
uncertainty of measure relative to those factors that affect
the gas sensors’ behavior; then, we have also un uncertainty
due to all the physiological conditions that influence breath
composition. For instance, in our case, also factors such as
BMI [27], sex, age may influence ethanol’s concentration in

breath.

Figure 4. All the influencing factor (in the circles) related to breath analysis
performed by semiconductor-based gas sensors.

A. Sensitivity tests on gas sensors with well-known gases
concentrations

These experimental tests aimed to reproduce our mea-
surement conditions when a breath analysis is performed: in
particular, the temperature in the gas sampling box increases
up to 30C+/-7% and the humidity reaches 70%RH+/-5%.
We investigated sensors’ response to a well-known gases
concentrations, as well as their cross sensitivity.
Figure 5 shows how the humidity strongly affects such type of
gas sensors (in this case, MQ7 sensor, sensitive to CO). The
relationship between humidity and sensors’ output generally
can be modeled by means of a power law:

Vout = f(hum) = a ∗ (humb) + c (1)

where a and c are constant. Understanding such a behavior
is useful to calculate humidity sensors’ drift and then compen-
sate it. We considered the entire range of humidity variation
(for instance, 50%-55%RH in the case of MQ7, as shown in
Figure 5) and then we calculated the slope of the curves. Based
on the slope, drift coefficients were assessed as the decrease
in sensors’ output (Volt) per unit decrease in humidity (eq. 2):

Sd = ∆V/∆hum (2)

Also the gas flow rate indirectly influences gas sensors’
behavior: a high flow-rate leads to a decrease in humidity,
which causes (as shown in Figure 5), a decrease in sensor’s
output. By keeping the humidity constant, sensor’s output will
depend on the gas concentration only. Indeed, by means of
the experimental set-up that is shown in Figure 6, we kept the
humidity at 70%RH+/-5% by means of a saturated solution of
NaCl placed on the bottom of the vial; then, we injected in the
vial well-known gases concentrations. In Figure 7, we can see
TGS2620 output when well-known concentrations of carbon
monoxide, ethanol and hydrogen were separately injected into
the vial. Also in this case, the relationship between sensor’s
output and gases contraction can be modeled by means of an
equation similar to eq.1.

In order to assess TGS2620 cross sensitivity, well-known
mixed concentrations of the three gases were injected into
the vial at the same time. In this way, how the different
VOCs add together and influence gas sensors’ output can
be understood. In Figure 8, the results are shown. Each gas
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Figure 5. The relationship between MQ7 sensor and humidity is plotted. A
power model is used for fitting curve.

Figure 6. a) and b) Experimental setup. c) The data stream from sensors is
read by an Arduino Mega2560 board via serial port.

contribution can be modeled by a power law (see eq. 1). By
investigating such behavior of semiconductor gas sensors, the
”weight” of each compound on the output can be addressed.
A simple model to describe this phenomenon can be based
on a linear regression.

B. WS functionality test: the clinical validation
The WS underwent a clinical validation in three research

centers: CNR in Pisa and Milan, CRNH (Centre de Recherche
en Nutrition Humaine) in Lyon. The validation campaign
involved 77 volunteers overall. The population was composed
of individuals with different habits and lifestyle, as shown in
Figure 9. People had to answer some questionnaires about
their lifestyle, among which Audit test and Fagerstrom test,
which respectively assess the alcohol and smoke dependence.
35% of them was no-risk subjects (that means, subject which
never smoke, and with no-or-very low risk drinking); 6% of
them was light smokers (low nicotine dependence); 19% of
them was heavy smokers (high nicotine dependence); 17% of

Figure 7. The curves show the relationship between TGS2620 output and
well-known concentrations of CO, (first plot), C2H6O (second plot) and

H2 (third plot).

them was social drinker (low risk drinking); there were not
people with high or increasing risk drinking (heavy drinkers);
23% of them was a combination of the previous classes.
A measuring protocol was draft, which took into account the
methodological issues about breath sampling procedure [26]
that, as shown in Figure 4, may strongly influence the breath
composition. Actually, there is no standardized procedures to
sample the breath. The most common methods of sampling
are three: ”alveolar sampling” (that is used if only the VOCs
participating to the alveolar exchanges are to be assessed),
”mixed expiratory air sampling” (which corresponds to a
whole breath sample), ”time-controlled sampling” (which
corresponds to the exhaled air sampled after the start of
expiration). For our purposes, mixed expiratory air sampling
method was chosen, since our interest was focused on
both endogenous and exogenous biomarkers. The subjects
took a deep breath in, held the breath for 10sec., and then
exhaled once into the corrugated tube trying to keep the
expiratory flow constant and to completely empty their
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Figure 8. The curves show the relationship between TGS2620 output and
well-known concentrations of CO, (blu plot), C2H6O (green plot) and H2

(red plot).

Figure 9. The population involved in SEMEOTICONS clinical validation.

lungs. The study was approved by the Ethical Committee
of the Azienda Ospedaliera Universitaria Pisana, protocol
n.213/2014 approved on September 25th, 2014; all patients
provided a signed informed consent before enrollment.
The aim was to assess if the WS was able to monitor and

evaluate the individuals’ noxious habits for cardio-metabolic
risk (smoke and alcohol intake in particular). In Subsection
III-A we have confirmed, by means of experimental tests, the
cross-selectivity of the sensors, which make their responses
ambiguous. As a consequence, because of the difficulty
of making an accurate quantitative analysis of VOCs’
concentrations, we exploited another approach for data
analysis, more classical, based on multivariate methods of
pattern recognition. Pattern recognition, by exploiting the
cross-correlation, extracts informations contained in sensors’
outputs ensemble.
Sensors’ raw data first were zero-centered and normalized,
thus putting in evidence the qualitative aspects of the data.
Then, Principal Component Analysis (PCA) was performed,

in order to provide a representation of the data in a space
of dimensions lower than the original sensors space. In
particular, the first two components were extracted, exploiting
89% of variance. By the PCA we also removed the noise of
the sensors. In Figure 10 and 11 the biplots of PCA scores
are shown. In the 3D-plot, in particular, several cluster can
be identified. Furthermore, in 2D-plot, we can see that the
two first principal components seem to arrange according
to the two first noxious habits for cardio-metabolic risk:
Component 1 seems to be representative of smoking (MQ7
vector is aligned with it), as well as Component 2 seems to
be representative of alcohol intake and wrong diet (TGS2602,
TGS2620, TGS821 vectors are aligned with it).

After assessing the presence of clusters, the data were

Figure 10. First two Principal Components.

Figure 11. First three Principal Components.

processed with a K-nearest neighbor (KNN) classification
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algorithm, previously trained with the data coming from
another acquisition campaign. The aim was to classify
the subjects according to their habits: ”Healthy” (that
means, no cardio-metabolic risk), ”Light Smoker”, ”Heavy
Smoker”, ”Social Drinker”, ”Heavy Drinker”, ”LsSd” (Light
smokers, Social drinker), ”LsHd” (tLight smokers, Heavy
drinkers), ”HsSd” (Heavy smokers, Social drinker), ”HsHd”
(Heavy smokers, Heavy drinker). The Audit and Fagerstrom
questionnaires were our ground truth. It is important to
highlight that while an alcohol consumption up to 1-2
Alcohol unit/ day is often considered not dangerous (in
healthy subjects), smoking is considered very noxious in any
case. The KNN classifier was able to correctly classify in
89,61% of cases. Errors are due to TGS2602 and TGS2620
cross-sensitivity for hydrogen. In fact, for instance, three
”no-risk” subjects were classified as ”social drinker” because
of high hydrogen contribution which caused a rise in these
sensors voltage output.

IV. CONCLUSION

In this paper, we described the development of a portable,
very easy-to-use, low cost technology-based device for real-
time breath analysis. The Wize Sniffer is based on an array
of low cost, semiconductor-based gas sensors. Such type of
gas sensors are, of course, very sensitive and easy to be
integrated in the circuitry. On the other hand, they require
a very robust data post-processing because of the difficulty
of discriminating the molecules’ contribution due to sensors’
cross sensitivity. Pattern recognition algorithms turn out the
best way to overcome such problem. Nevertheless, our aim will
be to develop a model in order to calculate, as accurately as
possible, the concentration of breath molecules to be detected
by the WS, in order to compare such concentrations with the
reference ones (see Subsection II-A). This model should be
based on the data regarding the gas sensors’ behavior (see
Subsection III-A), but it also has to take into account other
parameters (Figure 4) that can influence breath composition.
In addition, the fact that the WS is able to detect a large
number of VOCs, allows for using such device in broader
applications: for instance, TGS2444, selective to ammonia,
could be exploited to monitor patients with acute liver diseases.
In addition, its modular configuration allows for changing the
type of the sensors according to the molecules to be detected.
Therefore, we retain that a big effort should be devoted in order
to foster breath analysis in clinical practice. Not only, having
a portable device for real-time breath analysis, easy to use,
affordable to maintain, may allow for a daily self-monitoring
also in home environment.
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Abstract—In this paper, we propose a new zooming technique 

for binary images using location and neighborhood adaptive 

non-linear interpolation rules. These rules are inspired by the 

way an artist would draw an enlarged image. We have shown 

that our method overcomes a number of problems associated 

with known interpolation techniques, such as blurring and 

thickening of edges. Our method uses a set of sixteen rules in 

five categories. Each pixel in the interpolated image is 

computed by a chosen rule. The choice depends on the location 

of the pixel and the content in the neighborhood. The size of 

the neighborhood is a variable. Some rules can be influenced 

by and influence distant pixels. We present examples showing 

the effectiveness of our method. The results are visually 

appealing.  Lines and dots, with single pixel thickness, retain 

their thickness. Inclined lines and solids don’t develop as much 

jaggedness as happens with bicubic interpolation. Similarly, 

curves are also relatively smoother. 

Keywords-Interpolation; binary-image; thinness; corner; 

slope. 

I. INTRODUCTION 

When High Resolution (HR) images are created by 
interpolating Low Resolution (LR) images using popular 
methods like nearest neighbor, bilinear and bicubic 
interpolation, unpleasant artifacts are seen. Two commonly 
noticed artifacts are smoothing of edges and pixelation. 
These are most likely to arise at object edges, on lines and 
curves that are one pixel thick, on inclined and curved solids 
or object intersections. Such methods cause more unwanted 
artifacts in the case of binary image zooming. 

A large number of interpolation methods are available in 
the literature [1]–[14]. Some of these, like Nearest Neighbor, 
Bilinear and Bicubic [1] methods, use surface fitting 
techniques with pre-defined constraints. These methods often 
create undesirable artifacts in the output. Many methods 
have been proposed to minimize such artifacts. In [2], an 
orientation constraint is computed for each pixel to be 
generated. The pixel value is computed as a function of this 
constraint and the four surrounding neighbors. In an earlier 
work [3], we proposed an interpolation method called 
Average of Nearest Neighbors (ANN). This was based on 
the idea that each pixel in the interpolated image should be 
generated by using all the available nearest neighbors in the 
original image and none of the other pixels. 

In [4], curvature of the low resolution image is evaluated 
and this curvature information is interpolated using bilinear 
interpolation. The interpolated curvature information is used 
as a driving constraint to interpolate the complete image. In 
[5], the image is first interpolated using bilinear 
interpolation. As a second step, the quality is improved using 
a fourth order Partial Differential Equation (PDE) based 
method. A directional bicubic scheme is proposed in [6]. 
Here, the strongest edge in each 7x7 neighborhood is 
detected. If the edge strength is greater than a threshold, a 
one-dimensional bicubic interpolation is done along the 
edge. Our method shares some similarities with [6] because 
it also tries to find and preserves local edges. 

In [7] and [8], a two-step super resolution process is 
studied. In the first step, the low resolution image is 
interpolated using Bicubic interpolation. In the second step, 
the interpolated image is further processed to improve the 
quality at the edges. In [7], the gradient profile of the low 
resolution image is used as a driving gradient prior to change 
the gradient profile of the interpolated image. This process 
makes the edges sharper. In [8], this idea is extended by 
splitting the feature space into multiple subspaces and 
generating multiple priors. 

In some scenarios, a frame from a video sequence needs 
to be interpolated. In [9] and [10], techniques to use 
information from adjacent frames to improve quality are 
discussed. The former uses an adaptive Wiener filter while 
the later uses Delaunay triangulation. 

A training based approach is discussed in [11]. Unknown 
pixels in the interpolated image are generated using the 
training data set that best matches. The patch around the 
unknown pixel is matched with patches in the training set. 
Using the best matched stored patch, the pixel is assigned a 
value. A training based method, to expand binary text 
images, with an explicit noise model is discussed in [12]. 

In [13], edges are found as a first step. The edges are 
used to compute unknown pixels using cubic spline. In [14], 
unknown pixels are assigned the value of the neighbor that is 
closest to the value got by bilinear interpolation.  

In this paper, we have developed interesting rules, based 
on location and nature of content in the neighborhood, for 
the interpolation of binary images by a scale factor of 2. 
These rules derive inspiration from the way an artist might 
zoom an image. We present a method of obtaining 
interpolated image pixels using sixteen rules, grouped into 
five categories. The rules are of widely varying complexities. 
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Figure 1.  Comparison of our method with bicubic interpolation.  

The choice of the rule to assign value to a particular pixel 
depends on its location and the content in the neighborhood. 
The size of the neighborhood is dynamic and depends on the 
content. Some rules can be influenced by distant pixels in the 
input. Similarly, some rules can influence distant pixels in 
the output. 

If the neighborhood meets certain conditions, our method 
tries to detect if an unknown pixel is part of an edge, a line or 

a corner. Based on this, it applies appropriate rules. To 
maintain smoothness of lines and edges, it both adds and 
deletes pixels in the foreground color when compared with 
simple pixel replication. The deletion ensures that smoothing 
does not cause extra thickening. 

Figure 1A shows the image we have used to explain our 
method. Figure 1B shows the image, interpolated using 
bicubic interpolation. The bicubic interpolation is done using 
Matlab. Figure 1C shows the same image, magnified using 
our method. As can be seen, the bicubic interpolation 
introduces more distortion than our method. The region in 
Figure 1C, shown in the red box, will be used to explain our 
method. 

The rest of this paper is organized as follows. Section 2 
describes the interpolation process and five categories of 
rules. Sub sections A to E, in Section 2, describe the 
categories and associated rules. Experimental results are 
given in Section 3.  Conclusions and suggestions for further 
extensions are given in Section 4.  

II. THE INTERPOLATION PROCESS 

For each unknown pixel, the method does four things. 
Based on the location, it gets the neighbors and decides the 
applicable category of rules. The neighbors are from the LR 
image. Based on the content, it determines the neighborhood 
to be considered. The neighborhood can extend well beyond 
immediate neighbors. Based on the neighborhood, the 
method chooses the rule to be applied. The rule sets the 
unknown pixel and may also assign values to other pixels. 

The interpolation process starts with an empty canvas 
that is double the height and width of the input image. We 
use blue color to represent pixels in the empty canvas. These 
will be assigned values by applying appropriate rules.  We 
refer to these blue pixels as unknown pixels. At the start of 
the process, all the pixel values are unknown.  

We assume that the row and column numbering start at 
the top left corner of the image. The first row and first 
column are referred to as row zero and column zero 
respectively.  

In all the examples, we have used a white foreground and 
black background.  

In order to handle the boundary pixels in a uniform way, 
we assume a two pixel wide background region on all four 
boundaries.  

In the interpolation process, we say that a pixel in the LR 
image is horizontally (vertically) thin if its immediate 
horizontal (vertical) neighbors, on the left (above) and right 
(below) are of different magnitude from it. 

The method categorizes unknown pixels in the HR 
canvas based on their locations. This is shown in Figure 2. 
The circles in the image represent individual pixels. At the 
start of the interpolation process, all these pixels are 
unknown. We categorize the pixels as O, H, V and D.  Pixels 
on the even rows and even columns are of type O. Pixels on 
even rows and odd columns are of type H. Pixels on the odd 
rows and even columns are of type V. Pixels on odd rows 
and odd columns are of type D. Every pixel in the image 
falls into one of these categories. 
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Figure 2.  A representation of the HR image showing the types of pixels 

that need to be generated through interpolation. 

The pixels of type O, H, V and D are assigned values 
using Category 1 to 4 rules respectively. The rules to assign 
value to pixels, in each category, are discussed in sub-
sections A to D. 

Some rules can override or pre-empt other rules, 
depending on the neighborhood conditions. 

Different rules use data from neighborhoods of different 
sizes. In some cases, the size of the neighborhood is adaptive 
and it depends on the content in the neighborhood. 

Depending on the neighborhood of the pixel, one of the 
rules in the chosen category is invoked. The rules, in each 
category, have an order of precedence. If one rule is applied, 
the rules with lower precedence are not applied even if their 
invocation conditions are met. In the following sub-sections, 
the rules are described in the order of their decreasing 
precedence. 

Category 5 has one rule and it can change values 
assigned by other rules. 

The method is implemented as a single pass. It starts at 
the top left corner and scans through the image, row by row. 
For each pixel, it chooses the appropriate rule and applies it. 

We describe the method as a set of rules. Corresponding 
to each rule or a group of rules, we have a figure showing 
impact of the rule or group of rules. For example, Figure 3A 
represents the output if only Category 1 rules are applied and 
Figure 3B shows the output if both Category 1 and Category 
2 rules are applied. The change from Figure 3A to Figure 3B 
is the impact of the Category 2 rules. 

A. Category 1 rule 

This category has one rule and applies to all pixels of the 
type O. In Figure 2, these pixels are shown as filled, black 
circles. The rule maps all pixels in the LR image to the HR 
image. 

1) Rule 1: Assign the value of the pixel at location (x, y) 

in the original image (LR) to the pixel at location (2x,2y) in 

the interpolated (HR) image. 
 

 
Figure 3.  Impact of different rules. The captions show the additional 

category of rules or specific rule applied. 

For example, pixels at locations (4,4) and (6,4) in the HR 
image are assigned values of pixels at locations (2,2) and 
(3,2) respectively in the LR image. Figure 3A shows the 
enlarged portion of the destination canvas and it depicts how 
the empty destination canvas gets partially populated.  

B. Category 2 rules 

The three rules in this category apply to unknown pixels 
of the type H. H pixels have a known horizontal neighbor 
each on the left and right. In Figure 2, the neighbors of pixel 
H are shown connected to it by black lines. The values of 
these neighbors are known because they are the values in the 
LR image. 

1) Rule 2: If the neighbors on the left and right are equal, 

assign the value of the neighbors to the unknown pixel. 

2) Rule 3:  If the neighbors on the left and right differ 

and if only one of them is horizontally thin, assign the value 

of the pixel that is not thin to the unknown pixel. 

3) Rule 4: If none of the preceding rules assigned a value 

to the unknown pixel, set it to the background color.  
Figure 3B is generated by applying Rules 1 to 4. The 

changes from Figure 3A are caused by the category 2 rules. 
We see that the horizontal lines, in both colors, have become 
better formed. We also see that unknown pixels on either 
side of known pixels, in a vertical line in the foreground 
color, have been set to the background color. 

C. Category 3 rules 

These rules are similar to the category 2 rules but apply 
to unknown pixels of the type V. Such pixels have vertical 
neighbors with known magnitudes. In Figure 2, the 
neighbors of pixel V are shown connected to it by black 
lines. Here we will use the concept of vertical thinness that 
was defined earlier. 

1) Rule 5: If the neighbors above and below are equal, 

assign their value to the unknown pixel. 

2) Rule 6:  If the neighbors above and below differ and if 

only one of them is vertically thin, assign the value of the 

pixel that is not thin to the unknown pixel. 
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Figure 4.  Impact  of Rules 9-12. The captions show the additional rule and 

the red call outs show its impact.  

3) Rule 7: If none of the preceding rules assigned a value 

to the unknown pixel, set it to the background color. 
Figure 3C shows the impact of these rules. The changes 

from Figure 3B to Figure 3C are caused by the category 3 
rules. We see that the vertical lines have become well-
formed and more unknown pixels near horizontal lines have 
been assigned values. 

D. Category 4 rules 

The eight rules in this category apply to the unknown 
pixels of the type D. Such pixels have four diagonal 
neighbors whose magnitudes are known. In Figure 2, the 
four neighbors of pixel D are shown connected to it by red 
lines. Unlike the rules in the preceding categories, some of 
the rules here impact more than one pixel. However, they do 
not change any pixel that was assigned value by Rule 1. 

1) Rule 8: If all four diagonal neighbors are equal, assign 

the value of the neighbors to the unknown pixel. 
Figure 3D is generated by applying Rules 1 to 8. The 

change from Figure 3C to Figure 3D is caused by Rule 8. We 
see that most of the unknown pixels have been resolved and 
solids are well-formed. Most of the unknown pixels that 
remain are at the edges. 

2) Rule 9: If all four neighbors are not equal and 

diagonally opposite neighbors are equal, then attempt to 

resolve as follows. If one and only one diagonal pair is both 

horizontally and vertically thin, then assign its value to the 

unknown pixel. Else, if all neighbors are horizontally and 

vertically thin, then assign it the foreground color. 
Figure 4A shows the impact of this rule. We see that the 

diagonal lines are better formed. Unknown pixels adjacent to 
the diagonal line and also at its end remain unresolved. 

3) Rule 10: If all four neighbors are not equal but the 

diagonally opposite neighbors are equal and the two 

diagonally opposite pixels in the foreground color are end 

points of two horizontal or two vertical line segments,   

assign the foreground color to the unknown pixel. After 

doing this, apply Rule 16. 

 
Figure 5.  Impact  of applying Rules 13-16. The captions show the 

additional rule and the red call outs show its impact. 

Figure 4B shows the impact of this rule. This rule 
connects line segments forming longer lines or curves. 

4) Rule 11: If diagonally opposite neighbors are equal 

and the preceding rules did not resolve the unknown pixel, 

assign it the foreground color. 
Figure 4C shows the impact is similar to that of Rule 10. 

5) Rule 12: If the unknown pixel has three diagonal 

neighbors of the background color, set it to the background 

color. 
This rule makes corners of solids and dots better formed. 

The impact can be seen in Figure 4D. 
The next three rules use the following definitions. These 

are applicable when only three neighbors are equal to the 
foreground color. These pixels form two perpendicular 
segments. Each of these has a length two pixels or is part of a 
longer segment. The lengths are with reference to the LR 
image.   

Corner: If both the perpendicular arms have a length of 
two or if both of them are parts of longer segments. 

Slope: If one perpendicular arm is of length two and the 
other is part of a longer segment. 

Well-formed slope: If the longer arm of a slope does not 
have any adjacent pixel, on the same side as the shorter arm, 
having the foreground color. 

6) Rule 13: If the unknown pixel has three neighbors that 

are a part of a corner, set it to the background color. 
Figure 5A shows the impact of this rule. The corners 

formed by intersecting segments become better formed. 

7) Rule 14: If three neighbors are part of a slope, set the 

unknown pixel to the foreground color. If the slope is well-

formed, extend the unknown pixel in the direction of the 

longer arm by the length of the longer arm in the original 

image. Flag the extension to prevent overwriting. 
Figure 5B shows the impact of the rule. Rule 14 differs 

from the preceding rules as it can impact pixels far removed 
from the unknown pixel. It makes inclines smoother, as seen 
on the inclined edge of the solid element in the figure. 
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Figure 6.  Comparison of zooming. The first image is the input; the second 

is generated by our method and the third by bicubic interpolation. 

This smoothness in the feature is achieved by converting 
each step like feature into two steps. This makes transitions 
smaller. This rule can impact pixels about half way across in 
the image, in either horizontal or vertical directions. The new 
step drawn is always on an odd numbered row or column. So 
it does not change any pixel that was assigned a value from 
the original image by Rule 1. 

8) Rule 15: If none of the preceding rules assigned a 

value to the unknown pixel, set it to the background color. 
Figure 5C shows the impact of this rule. After Rule 15 is 

applied, no pixel remains unknown. 

E.  Category 5 rule 

Category 5 has one rule. It is categorized separately 
because of its unique behavior. It is invoked whenever Rule 
10 is applied. If Rule 10 assigns a value to the unknown 
pixel, two of the diagonal neighbors of the pixel are end 
points of two horizontal or two vertical segments in the 
foreground color. 

1) Rule 16: Draw two segments from the unknown pixel, 

parallel to the two segments whose endpoints are diagonal 

neighbors. The length of the new segments should be half the 

lengths of the corresponding segments in the original image. 

Set the pixels corresponding to the two original segments 

that are now adjacent to the new segments, to the 

background color. Flag all the impacted pixels so that they 

are not changed later when subsequent pixels are considered.  
Figure 5D shows the impact of Rule 16. It is the only rule 

that changes pixels that were assigned values by Rule 1. Rule 
16 helps better interpolate inclined lines where the 
inclination is not 45 degrees. The impact is seen on curves 
also because curves are formed using segments and points. 

Figure 6 shows another comparison of our method with 
bicubic interpolation. The differences are clearly visible and 
the output of our method is more pleasing. 

III. EXPERIMENTAL RESULTS 

In this section, we evaluate our method using geometric 
shapes. This allows us to specify the desired result of 
interpolation and generate reference images in HR for 
comparison. 

 
Figure 7.  PSNR comparison of Bicubic interpolation and our method.  

TABLE I.  COMPARISON OF PSNR AND MPSNR 

  Thickness PSNR in dB MPSNR in dB 

  LR
 

HR
 Our 

method 
Bicubic 

Our 

method 
Bicubic 

Rectangle 1 1 match 22.98 Match 27.33 

Circle 1 1 21.94 18.93 36 24.33 

Line - 45 degree 1 1 46.02 26.54 56.16 31.92 

Line - 10 degree 1 1 24.35 23.11 35.43 27.98 

Rectangle 3 6 22.37 21.10 27.57 25.13 

Circle 3 6 21.46 19.96 29.19 25.27 

Line - 45 degree 3 6 25.19 27.40 32.14 34.68 

Line - 10 degree 3 6 23.98 23.70 30.09 28.12 

Filled Rectangle  NA NA match 26.49 Match 30.85 

Filled Circle  NA NA 25.23 22.03 33 26.76 

 
The reference HR images, for a scale factor of two, are 

defined as follows. For a line thickness of one, a line of 
length l in LR should produce a line length 2l in HR, a circle 
of radius r should produce a circle of radius 2r and a 
rectangle of dimension h x w should produce a rectangle of 
size 2h x 2w. Each of the interpolated images should retain a 
line thickness of one pixel. 

If the source image has thickness, then the thickness is 
also to be doubled. A line of n pixel thickness and length l, 
should produce a line of thickness 2n and length 2l, if n > 1. 
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Figure 8.  Magnified comparison of the outputs of interpolation.  

TABLE II.  COMPARISON OF OUR METHOD WITH OTHER METHODS. 

 Percentage of PSNR improvement over Bicubic 

 
Our Method

 

CIM 

[4] 

Gradient 

Orientation [13] 

NNV 

[14]  PSNR MPSNR 

Lena 2.59 12.90 2.35 0.92  

Peppers 2.50 14.12 1.09 
 

1.71 

 
The input images and reference images were drawn using 

Visual C++. Lines, rectangles and circles were drawn using 
the LineTo, Ellipse and Rectangle functions in the CDC 
class. Line thickness was set using the CreatePen function in 
the CPen class. 

Figure 7 shows the comparison of our method with 
Bicubic interpolation. In the figure, the first test case is a 
filled circle. The reference image was drawn as a filled circle 
of radius 80. The input to Bicubic interpolation and to our 
method was a filled circle of radius 40. The same approach 
was used to generate reference images for other shapes also. 
The Bicubic interpolation was done using Matlab. 

Table I shows the comparison for more images using 
both PSNR and Modified PSNR (MPSNR). MPSNR is 
generated by passing the images being compared through a 
low pass filter and then finding the PSNR of the filtered 
images. We have used a nine point mean filter. We see good 
PSNR improvement by both measures. Table I also shows a 
PSNR decrease for a three pixel thick line at 45 degrees. In 
Figure 8, this image is analyzed. The figure shows a portion 
of the image, marked in red, magnified 8 times. In the 
magnified region, a set of colored squares with the same size 
as a pixel, have been shown just below the line. Using these 
pixels to help count, we see that the reference line is 8 pixels 
wide along the x axis, while our method has generated a line 
of width 7 pixels. This happens because, in many situations, 
our method assigns the background color when other rules 
don’t resolve an unknown pixel. This biases images towards 
thinness and the bias is of one pixel. This helps the image 
look sharp but the difference in thickness is reflected in the 
lower PSNR. 

A direct comparison of our method with results available 
in [1]-[14] is difficult because our method is only formulated 
for binary images. To do a comparison, we converted two of 
the commonly used images, Lena and Peppers, to binary and 

used these as the reference images. We decimated these 
images by a factor of 2 and then interpolated them back to 
original size. We compared the interpolated images with the 
reference. The results are shown in Table II. The results have 
to be viewed keeping in mind the fact that the input for our 
experiments is binary while the input to the other methods is 
a grayscale image. 

In [12], a text super-resolution is considered. Here the 
input is binary. It uses text images for training. It achieves an 
improvement between 0% and 19% in Mean Square Error 
(MSE), when compared with pixel replication. The results 
are for different text symbols. Our method improved MSE 
by 5.7% for Lena and 2.1% for Peppers. 

We compared the execution times of our method with 
bicubic (on a computer with Intel i5-3210M CPU @ 
2.50GHz, 4.00 GB RAM and running 64 bit Windows 8) by 
running ten iterations. The minimum time taken for bicubic 
interpolation of Lena and Peppers was 37.98 and 36.16 
milliseconds respectively. The corresponding values for our 
method were 28.56 and 27.68 milliseconds.  

IV. CONCLUSIONS 

We have developed a new method of zooming binary 
images using rules inspired to some extent by what an artist 
may do. All images shown in this paper are generated by a 
computer program that implements the rules discussed. The 
results from our method are visually appealing. Lines and 
dots, with single pixel thickness, retain their thickness. 
Inclined lines and solids don’t develop as much jaggedness 
as happens with bicubic interpolation. Similarly, curves are 
also relatively smoother. Also, corners retain sharpness. 

From the results, we observe that one pixel thin lines 
remain thin while thick lines become thicker in our method. 
This is a desirable feature and one of the goals of our 
method. However, this might not lead to visually appealing 
results for fonts. This aspect requires more study. 

More work is needed to extend this method to grayscale 
and color images. A useful solution could probably be built 
by working with ranges of color values and using functions 
to specify values for unknown pixels. This can lead to better 
image zooming techniques due to its location and content 
based adaptive nature. 
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Abstract—This paper presents a method for video surveillance 

systems to correct noisy observations from distributed object 

recognizers that are unreliable. An unreliable recognizer 

consists of a hardware sensor (e.g., a camera) and a recognition 

program (e.g., facial recognition) that may produce random 

errors including false positives, false negatives, or failures. To 

address this issue, we use a Bayesian Network (BN) to connect 

multiple factors that can cause the noisy observations with 

random errors.  We then incorporate the BN into an extended 

Hidden Markov Model (HMM) to infer optimal object paths 

from noisy observations. A prototype system is implemented 

and the simulation tests show that the Forward-Backward 

algorithm can achieve 77.3% accuracy on average with 47.9% 

relative improvement over the Viterbi algorithm. Both 

algorithms are robust to increasing noises and errors in the 

observations, even when 100% observations have over 66% 

errors.  

Keywords-video surveillance; object tracking; camera 

network; baysian network; hidden markov model; forward-

backward algorithm; Viterbi algorithm. 

I.  INTRODUCTION 

A video surveillance system consists of distributed 
cameras that cover the critical areas or even an entire city. 
These cameras are connected by wireless and wired 
networks to a regional control center, where the video 
streams are processed, stored, analyzed and searched by 
various algorithms to assist the authorities in controlling and 
preventing hazardous and criminal activities.   

A main challenge in video surveillance systems is to 
automatically track moving objects, such as a person or a 
vehicle.  Traditional approaches focus on monolithic 
algorithms that integrate three distinct functions: 1) extract 
features from video frames; 2) recognize the objects across 
video frames based on the features; and 3) determine object 
trajectories based on object recognitions and extracted 
features. While the monolithic approaches allow a tracking 
system to jointly optimize these functions, they make it 
difficult to combine different object recognition algorithms 
and tracking algorithms on the market. To achieve such 
flexibility, we propose to divide a tracking system into two 
layers: object recognition and object tracking that can change 
independently as blackboxes through a well-defined 
interface. A layered tracking system can easily include 
additional sensors and recognizers, such as radar, sonar, 
LIDAR, Infrared, etc. without changing the tracking model. 

On the other hand, we can easily port a tracking model to 
different domains with different sensors and recognizers.   

Facial recognition can match an unknown human face in 
image or video to one of the known faces in a database (face 
identification), or determine if two human faces are the same 
(face verification). Despite 98% accuracy in some datasets, 
facial recognition in uncontrolled environment only achieves 
74.7% classification accuracy [1]. Gait recognition can 
identify a person at a distance based on how he or she walks 
as recorded by camera or motion sensors. A recent survey [2] 
shows the gait recognition accuracies of different approaches 
vary from 60% to 90%.  

Automatic License Plate Recognition can extract and 
recognize license plate from images and videos of vehicles. 
A 2013 survey [3] shows that the accuracies of different 
methods vary from 80% to 90%. Recent researches in 
computer vision [4][5] can recognize vehicle make and 
model, as well as distinct marks, with accuracy in the range 
of 70% to 84%.  

Visual recognizers are unreliable due to constraints 
imposed by physical environment, such as variations in 
visibility, reflection, scale, view point, occlusion and motion. 
An unreliable object recognizer can produce noisy 
observations with 3 types of random errors: 1) false positive: 
when it recognizes an object that is actually not in its field of 
view; 3) false negative: when it does not recognize an object 
that is actually in its field of view; and 4) failure: when the 
camera breaks, the network fails or the recognition program 
crashes. When a tracking system receives an observation 
from an object recognizer, it should not completely trust the 
observation. Instead, the tracking system should identify and 
correct the random errors in the observation.   

For this purpose, we introduce three probabilistic models: 
1) competence model; 2) intention model; and 3) motion 
model, to describe the uncertain behaviors of the objects and 
recognizers.  We then use a Bayesian Network (BN) to 
connect the factors in these models based on how they cause 
noisy observations. The BN is then incorporated into an 
extended Hidden Markov Model (HMM) that can correct the 
noisy observations using the well-known inference 
algorithms, such as the Forward-Backward and Viterbi 
algorithms. Simulated tests show that the approach can 
correct 77.3% noisy observations on average and is robust to 
increasing noises and errors in the observations, even when 
100% observations have over 66.66% errors.  
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The rest of the paper is organized as follows. Section II 
reviews the related work. Section III describes the BN and 
extended HMM for object tracking. Section IV shows the 
experimental results and we conclude with Section V.  

II. RELATED WORK 

Taj et al. [6] surveys the two main types of distributed 
camera network architectures and well-known tracking 
methods, including Graph matching, HMM, Particle filtering 
and Kalman filters. The decentralized recognizers send their 
results to the fusion centers which combine the results into a 
global trajectory. In contrast, distributed recognizers act as 
peers that exchange and combine results from their 
neighbors. In both cases, recognizers in a camera network 
can form dynamic clusters that move along with the object, 
in order to reduce search space, save energy and mitigate 
video traffic. 

Within such camera networks, various methods [7]-[10] 
have been proposed to track objects across different cameras. 
These methods tightly integrate feature extraction, object 
recognition and object tracking as each method develops its 
own set of features.  

Our approach is motivated by Fleuret et al. [10] who 
describes a probabilistic generative model that combines a 
motion model, an appearance model and a color model to 
infer the locations of objects from video streams. The 
method can track up to six people across two to four 
synchronized video streams taken at eye level and from 
different angles. In addition, the model can derive accurate 
trajectories of each individual using a grid map that divides 
an area into cells, each of which can only be occupied by one 
person at a time.  The motion model calculates the 
conditional probability that an individual at cell a will travel 
to cell b at time k based on the distance between the cells, 
while the appearance and color models estimate the 
likelihood that a video stream is observed when an individual 
is at a cell.  

However, our approach differs from [10] in some 
significant ways.  First, our approach decouples object 
recognition from object tracking whereas [10] integrates 
them tightly. Second, our approach runs parallel HMM 
inferences for multiple objects whereas [10] is sequential by 
inferring the most likely object trajectory first and uses it to 
constrain the next object trajectory. Third, our motion model 
considers travel modes whereas [10] does not. Fourth, our 
approach can correct noisy observations, whereas [10] does 
not. 

III. TRACKING SYSTEM BASED ON BN AND HMM 

The logic architecture of our tracking system is illustrated 
in Figure 1, where N recognizers receive video streams from 
distributed cameras, perform object recognitions and send 
the observations to the tracker. The tracker estimates object 
paths based on extended HMM.  

The architecture is independent of camera resolutions and 
frame rates as well as video compression and transmission 
technologies. This allows the tracking system to reduce 
network bandwidth without losing tracking accuracy by 
matching the camera operations with the speed ranges of the 

target objects. The tracking system provides sufficient 
computing power to run the recognizers and trackers in real-
time on the video streams.  

Each recognizer R is treated as a blackbox function 
R(C,O)=(t,St) that maps a video stream from camera C and 
an object O to observation St at time t. For convenience, 
St=M>0 denotes that R observes O at some mode M, St=0 
denotes that R does not observe O, and St=−1 denotes that R 
fails. Travel mode M includes various means of mobility, 
such as walking, running, bicycle, car, boat, airplanes.  

  
Figure 1. Logic architecture of tracking system 

When object O moves within a camera network, the 
cameras it visits form an object path. When the recognizers 
are unreliable, the observed cameras may differ from the 
actual object path due to random errors: 

 Type 0 false negative: St=0 but the correct values is 
St>0 since O was at C; 

 Type 1 failure: St=−1 but the correct value is St>0 
since O was at C; 

 Type 2 false positive: St>0, but the correct value is 
St=0 since O was not at C.  

To correct these random errors, we model the object path 
as the hidden states of an extended HMM that generates 
noisy observations according to some probabilistic 
distributions. The probabilistic distributions are derived from 
a BN that connects three probabilistic behavioral models: 
intention, motion and competence, to define the causes of 
noisy observations. With these probabilistic distributions, 
efficient inference algorithms are used to estimate the object 
paths as the optimal states of the HMM given the noisy 
observations.  

A. Probablistic Behavioral Models 

The intention model captures the uncertainty of object 
paths with three conditional probabilities. PI(Ci|O) is the 
probability that object O will enter the camera network at 
camera Ci. PI(Cj|Ci,O) is the probability that object O selects 
a place covered by camera Cj to visit from a place covered 
by camera Ci. PI(M|Ci,Cj,O) is the probability that object O 
will travel from camera Ci to Cj in transportation mode M. 
For simplicity, this model assumes that where an object 

tracker 

recognizer 1  recognizer N  

  

Motion  Competence  Intention  

path 

  

Extended HMM  
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travels and what mode it uses only depend on the current and 
next places. 

The motion model captures the uncertainty of travel time 
Δt in mode M from camera Ci to camera Cj with conditional 
probability PM(Δt|Ci,Cj,M). For simplicity, we assume that 
PM(Δt|Ci,Cj,M) is a Gaussian (Normal) distribution N(µ,σ) 
with mean µ and standard deviation σ. The motion model is 
independent of objects and abstracts complex indoor and 
outdoor physical environments as a 3 dimensional matrix.  

The competence model captures the uncertainty of 
recognizers with three probability distributions: 

 true_pos(C)=PC(St>0|O at C  at t) is the conditional 
probability that recognizer R observes object O when 
it is at C at time t;   

 false_neg(C)=PC(St=0|O at C  at t) is the conditional 
probability that recognizer R misses object O when it 
is at C at time t, where false_neg(C) = 
1−true_pos(C);  

 failure(C)=PC(St=−1|O at C  at t) is the probability 
that recognizer R fails at time t. 

B. Bayesian Network 

The BN [11] in Figure 2 connects the 3 probabilistic 
models according to the causal processes that produce the 
random observations when object O transitions between 
cameras. The BN is represented as a directed factor graph 
[11], where the circles represent random events and the 
rectangle, called factors, represent the conditional probability 
distributions between the random events. O is omitted from 
the factors for clarity.   

 
Figure 2: BN represented as a directed factor graph 

Object O enters the places covered by the cameras 
according to factor 1. While at camera Xi at time ti, object O 
selects a place to go next according to factor 3, while the 
place is covered by camera Xj. Then object O chooses mode 
M according to factor 4. Finally, object O transitions to the 
selected place during interval Δt according to factor 5. We 
can combine factors 3, 4 and 5 into one that defines the joint 
probability distribution of next place, mode and interval 
given the current place: 

 P(Xj,M,Δt|Xi)= PI(Xj|Xi)PI(M|Xi,Xj)PM(Δt|Xi,Xj,M) 

When object O is at camera Xi or Xj, the recognizer will 
produce observations according to factors 2 and 6, which are 
defined below: 

 P(Si|Xi)=(1−falure(Xi))true_pos(Xi) if Si>0 

 P(Si|Xi)=(1−falure(Xi))false_neg(Xi) if Si=0 

 P(Si|Xi)=falure(Xi) if Si=−1 

C. Extended HMM 

 As object O moves across N cameras in T-1 transitions, 
the causal processes in the BN (Figure 2) are repeated T-1 
times to produce T observations. The repetitions of T-1 
copies of the BN forms an extended HMM for O in Figure 3, 
which has N×T states that represent all possible object paths 
of O that could have produced the T observations.   

 
Figure 3: Extended HMM 

Since any recognizers can generate false positive 
observations, concurrent observations of object O at multiple 
states can occur at the same time, although only one may be 
true. However, conventional HMM [12] does not permit 
concurrent observations. To address this problem, we use 
vector Yi to represent concurrent observations of N 
recognizers at time ti, where Yi[j]=Si of the j-th recognizer. 
For example, Yi=[1, 0, 2, −1] indicates that at time ti, 
recognizer R1 observes object O in mode 1 and R3 observes O 
in mode 2, while R2 does not observe O and R4 fails. 
Furthermore, we assume that each recognizer R observes 
object O independently at any time. Under this assumption, 
(5) reduces the probability of concurrent observations to the 
probability of individual observations. 

 P(Yi|Xi)=P(Yi[Xi]|Xi)=P(Si|Xi) 

Equations (6)-(8) define the parameters of the extended 
HMM using the notations in [12], where: 

1. aij is the state transition probability from Xi to Xj; 
2. bj(k) is the probability of observation k at state Xj;  
3. πi is the initial state distribution.  

 aij=P(Xj,M,Δt|Xi) 

 bj(k)=P(Yj[k]|Xj) 

 πi=PI(Xi) 

Equation (6) is tied to the intention and motion models 
by (1), while (7) is tied to the competence model by (2)-(5).  

Two well-known algorithms can be used to infer the 
optimal state sequence with O(N2T) operations for N states 
and T observations. The Forward-Backward (FB) algorithm 
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[12] selects T optimal states Xi that independently maximize 
P(Xi|Y1…YT) as follows: 
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The right-hand side of (9) is computed using the forward 
pass (10) and the backward pass (11) based on (6)-(8). 
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The Viterbi (VI) algorithm [12] selects T optimal states 
that jointly maximize P(X1… XT|Y1…YT)  as follows:  
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We extend the FB and VI algorithms to return N-best 
optimal states at each timestamp, called N-best path to be 
distinguished from object path.  A N-best path contains T N-
best ranks, and each rank is a sequence of triples (ti, Xi, Pi) 
sorted by descending order of Pi, where Xi is the optimal 
state (camera), and Pi is the probability of the object in state 
Xi at timestamp ti given T observations.  

IV. EXPERIMENTAL RESULTS 

A prototype tracking system was implemented in Python 
3.4.3 based on the extended HMM and tested on simulated 
data. The test procedures are illustrated in Figure 4, where the 
rectangle boxes represent the procedures and the curved 
boxes represent data. Based on a US city distance map, we 
bootstrapped the intention, motion and competence models. 
We then generated object paths and noisy observations from 
these models. The noisy observations are fed to the extended 
HMM to infer the N-best paths. Finally, we compare the N-
best paths against the object paths to measure the accuracy 
and performance of the HMM. 

The US city map was downloaded from a website [13], 
which includes distance dij between 31 cities, where dij=dji 
and dii=0. We simulate a situation where an object (a 
vehicle) is driving across the cities, while the cameras in the 
cities may produce noisy observations about the object. The 
tracker must decide which cities the object has actually 
visited based on the noisy observations. 

A. Probablistic Model Generations 

The intention model of the object is derived from the 
distances by setting PI(Cj|Ci,O)=dij

-1/Z1 if dij≠0, and 
PI(Cj|Ci,O)=0.0 if dij=0, where Z1=∑jdij

-1 normalizes the 
numbers into a probability distribution. These assignments 
make the object more likely to travel to closer cities. The 
initial state distribution is obtained by setting 
PI(Ci|O)=1/Z2∑jPI(Cj|Ci,O), where Z2 normalizes the sum 
into a probability distribution, such that the object is more 
likely to be in a city which has a more close neighbors. 

 
Figure 4: Test procedures 

The motion model is derived from distances dij by setting 
µ=dij/65 and σ=dij/(4×65), based on the average US highway 
speed limit of 65 miles/hour, and the fact that travel time 
tends to vary more as the distance increases. As the result, 
PM(Δt|Ci,Cj,M)~N(dij/65, dij/260) for driving mode M. 

The competence model is derived from a range of 
random choices. For each camera Ci, we randomly selected 
true_pos(Ci) from {1.0, 0.90, 0.80, 0.70}, false_neg(Ci) from 
{0.1, 0.01, 0.001}, and failure(Ci) from {0.01, 0.001, 
0.0001}, all with uniform distributions, to simulate a tracking 
system with mixed high-end and low-end recognizers. 

B. Object Path and Noisy Observation Generations 

We first generated the object paths from the models using 
a Random Walk procedure and then perturbed the paths to 
obtain the noisy observations using a Path Perturbation 
procedure.  An object path is a sequence of (ti, Zi, Mi) triples, 
where ti is the timestamp, Zi the camera, and Mi the mode. A 
noisy observation Y=[Y0,..,YL]  is a sequence of observation 
vectors Yi as described in Section III, where each Yi may 
contain random errors. 

The Random Walk procedure accepts three arguments: 
start time t0, a list of modes ML and step count L and it 
produces an object path, which is a random sample of the 
HMM states. The procedure first randomly selects the initial 
camera Z0 according to distribution PI(Ci|O) and then 
randomly selects a mode M0 from ML. These selections 
constitute the first triple (t0, Z0, M0) of the object path. To 
construct the next triple, the procedure randomly selects the 
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next camera Z1 according to distribution PI(Cj|Z0,O) and 
mode M1 from ML. It then generates a random interval t1 
from Gaussian distribution PM(Δt|Z0,Z1,M1) to construct the 
second triple (t1, Z1, M1). These steps are repeated L times to 
produce a path of L+1 triples.  

The Path Perturbation procedure accepts an object path 
of L+1 triples and produces a noisy observation Y of L+1 N-
dim vectors Yi. For each triple (ti, Zi, Mi) in the object path, 
the procedure sets the timestamp of Yi to ti, Yi[Zi]=Mi and 
Yi[k]=0 for k≠Zi. It then randomly selects an error type from 
set {0, 1, 2} to modify Yi as follows: 

 If type=0, set Yi[Zi]=0 with probability false_neg(Zi) 
to simulate false negative errors; 

 If type=1, set Yi[Zi]=−1 with probability failure(Zi) to 
simulate failures; 

 If type=2, randomly select two indexes m, n not equal 
to Zi and set Yi[m]=Yi[n]=Mi to simulate false positive 
errors by cameras Cm and Cn.  

For each vector Yi, there is false_neg(Zi)/3 chance of 1 
type 0 error, failure(Zi)/3 chance of 1 type 1 error, and 1/3 
chance of 2 type 2 errors. Type 0 and 1 errors create 
observation gaps in the object path, while type 3 errors 
introduce distractions into the object path. These errors 
significantly deviate a noisy observation from the true object 
path at multiple timestamps. 

We use two measures, error count and noise ratio, to 
quantify the deviation of noisy observations from the object 
paths. The error count of Y is the total number of errors in Y. 
The noise ratio of N observations Y is M/N, where M is the 
number of observations Y whose error count is greater than 
0. Since the error count is proportional to L and the noise 
ratio is proportional to the error count, both measures will 
increase as L increases. The plot in Figure 5 illustrates these 
relations when L increases from 1 to 20. 

C. Accuracy Measurement 

After a tracking system produces an N-best path Sb 
(described in Section III) from noisy observation Y perturbed 
from an object path So, we can measure its accuracy by three 
metrics: recall, precision and F-measure. Recall measures 
how many triples in So are in Sb, while precision measure 
how many triples in Sb belong to So. If Sb is a perfect match 
of So, then both recall and precision will be 1. If they have no 
common triple, then both recall and precision will be 0. 
Higher recall and precision yield higher F-measure. The 
metrics are calculated by (13), where NB>0 decides the size 
of the N-best ranks in Sb. Since length(Sb)≥length(So), these 
metrics are in range [0,1]. 

The rank function determines if a triple Ri=(ti, Zi, Mi) in 
So can be found in Sb which consists of ranked triples (ti, Xi, 
Pi). A match is found if both triples have the same ti and 
Zi=Xi. When a match is found, the rank position 0≤k<NB of 
the N-best triple is returned. The hit function weights and 
accumulates the results of rank functions, such that a higher 
rank receives more weight up to 1. Since S0 and Sb have the 
same length in our case, the recall, precision and F-measure 
metrics become equal. For this reason, we only include F-
measure in our test results. 
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D. Test data and Results 

To simulate object tracking with small amount of 
observations, we selected path lengths L=1, 2, 3, 4, 5, 10, 15 
and 20 to generate 8 sets of 500 object paths and noisy 
observations. Figure 5 plots the error count and noise ratio of 
the noisy observations. The noisy observations deviate 
significantly from the object paths and the deviation 
increases monotonically with path length. At path length 1, 
60% observations have over 2 errors. At path length 20, 
100% observations have over 14 errors, which means that 
66.66% vectors in an observation have some errors. 

 
Figure 5. Error counts and noise ratios of 8 datasets 

For each of the 8 datasets, we ran 6 configurations (Table 
I) of the tracking system, by activating different models and 
inference algorithms. We then averaged the F-measures of 
the 500 N-best paths as the F-measure of each configuration. 
The results are shown in Figure 6, where the FB family of 
configurations 1, 3, 5 clearly outperforms the VI family of 
configurations 2, 4, 6. The average F-measure of the FB 
family is 77.3%, with 47.9% relative improvement over the 
52.2% of the VI family.  

One possible reason that the VI family is more prone to 
the observation errors than the FB family is because the 
Viterbi algorithm selects the next optimal state based on the 
previous one such that one early mistake can derail the entire 
selections. 
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TABLE I.  6 CONFIGURATIONS OF TRACKING SYSTEM 

 intention motion algorithm 
1 used 

 
not used 

 

Forward-Backward (FB) 

2 Viterbi (VI) 

3 used 
 

used 
 

FB 

4 VI 

5 not used 
 

used 
 

FB 

6 VI 

 
Figure 6. F-measures of 6 tracking configurations on 8 datasets, where the 

Top line connects the best configurations for each dataset 

The top configurations for the 8 tests alternate between 
configurations 1 and 5, indicating that using the intention and 
motion models alone is better than combining them. We 
suspect that using both models may have over-fitted the 
HMM to the object paths that deviate significantly from the 
noisy observations.  

The F-measures of the FB and VI algorithms are quite 
stable as the path length increases, with standard deviations 
of 0.010 and 0.017 respectively. This shows that the 
algorithms are robust to the increasing noises and errors in 
the observations shown in Figure 5.  

All the tests were run on a 32-bit Windows 7 Lenovo 
T410 notebook computer with 2.67Ghz Dual Core CPU and 
3GB RAM. The average tracking time is 26.6 milliseconds 
with a standard deviation of 0.68.  

V. CONCLUSIONS 

This paper described a probabilistic method to correct 
concurrent noisy observations about moving objects from 
unreliable recognizers (cameras). Our main contributions 
are:  

 A BN to connect 3 probabilistic models of object 
behaviors and recognizer competence into causal 
relations to explain the noisy observations;  

 An extension to HMM to support inference on 
concurrent observations from multiple cameras; 

 An extension to FB and VI algorithms to return N-
best optimal states. 

As the simulated tests demonstrated that it is feasible to 
build a robust tracking system from unreliable recognizers, 
future work is needed to improve the accuracy. One 
important direction for future research is to learn the 
probabilistic models from noisy observations using statistical 
machine learning techniques [11][12]. It is also interesting to 
extend the tracking model to deal with more challenging 
errors in more realistic datasets. 
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Abstract—In this paper, we present a novel system, inVideo,
for automatically indexing and searching videos based on the
keywords spoken in the videos and the content of the video
frames. Using the highly efficient video indexing engine we
developed, InVideo is able to analyze videos using machine
learning and pattern recognition without the need for initial
viewing by a human. The time-stamped commenting and tagging
features refine the accuracy of search results. The cloud-based
implementation makes it possible to conduct elastic search,
augmented search, and data analytics. Our research shows that
inVideo presents an efficient tool in processing and analyzing
videos and increasing interactions in video-based online learning
environment. Data from a cybersecurity program with more than
500 students show that applying inVideo to current video ma-
terial, interactions between student-student and student-faculty
increased significantly across 24 sections program-wide.

Index Terms—video processing; video index; big data; learning
analytics.

I. INTRODUCTION

Big data analytics are used to collect, curate, search, an-
alyze, and visualize large data sets that are generated from
sources such as texts (including blogs and chats), images,
videos, logs, and sensors [1]. Video data is a major format
of unstructured data, and should be an indispensable area of
big data analytics. However, most analytics tools are only
effective in analyzing structured data. Due to the nature of the
special file format, traditional search engines hardly penetrate
into videos, and therefore video indexing becomes a problem
[2]–[13].

Videos contain both audio and visual components, and
neither of these components is text based. To understand a
video, viewers must actually play it and use their eyes and
ears to analyze the sounds and visuals being presented to them.
Without watching a video, it is hard to glean information from
its content or even know whether there is information to be
found within. Existing search engines and data analytics tools
such as Google, SAS, SPSS, and Hadoop are effective only

in analyzing text and image data. Video data, however, are
difficult to index and therefore difficult to analyze.

In education, video presents a large opportunity for both
classroom and online education [14]. In addition, video is a
great teaching format because it can both be more enjoyable
and more memorable than other instruction formats [15].
Furthermore, video instruction allows for students to work at
their own pace, for teachers to be able to teach more students,
and for more reusable teaching materials to be available when
compared to an in-person lecture. MOOC creators realize the
many benefits of video, as evidenced by the prevalence of
video in MOOCs. Many MOOCs focus on video files for
the bulk of their instructional material so it is clear that the
MOOCs of the future must also focus on videos.

InVideo [16], developed under a US Department of Edu-
cation grant, is able to analyze video content (language and
video frames) prior to initial close researcher review of the
video. A highly efficient video indexing engine can analyze
both language and video frames based on natural language
and referent objects. Once a video is indexed, its content be-
comes searchable and statistical analysis as well as qualitative
analysis are possible. Commenting and tagging add a layer of
hyper-information and therefore increase the accuracy of the
transcript, which was automatically extracted from the video
by the inVideo tool. The indexing technology is especially
useful in mining video data in large video collections. inVideo
also has an automatic caption system that can transcribe the
words spoken in the video. Instructors can use the tool to
construct in-place video quizzes for assessments.

Learning is an integration of interaction. The interaction
might exist between learners and instructors or between learn-
ers and computers. While the traditional approach would be to
analyze grades at the end of the semester, this lacks the benefits
that come from interactions that occur during the course [17].
As an increasingly large number of educational resources
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move online, analyzing interactions between students and
online course material is becoming more important. Many
learning management systems (LMS) have built-in learning
analytics tools to look into the data [18]–[20]. Due to the
limitation of the data gathering and indexing, the built-in
tools are generally not sufficient in assessing study outcomes,
especially for video content.

II. RELATED WORK

Automatic video index and search have widely applications
in education, public security, and many other video-intensive
areas.

An airport traffic and security monitoring system constantly
index videos gathers from surveillance cameras and search
the suspect based on the graphical and textual information
provided by the authority [9].

A video content indexing and retrieval tool index digital
videos automatically on a 34 hours of TV news broadcast.
The sampled frames are then used in providing the basis for
various analysis [21].

Big data and learning analytics can become part of the
solutions integrated into administrative and instructional func-
tions of higher education [22]. Traditional face-to-face instruc-
tion supports traditional data-driven decision-making process.
Videos as a form of big data are more extensive and especially
time-sensitive learning analytics applications. It is important
that instructional transactions are collected as they occur.

Learning analytics can provide powerful tools for teachers
in order to support them in the iterative process of improving
the effectiveness of their course and to collaterally enhance
their students performance [23]. Dyckhoff developed a toolkit
to enable teachers to explore and correlate learning object
usage, user behavior, as well as assessment results based on
graphical indicators. This learning analytics system is able to
analyze data such as time spent, areas of interest, usage of
resources, participation rates and correlation with grades data
and visualize them using a dashboard. However, the system
is unable analyze the interactions between students and the
online learning systems on videos.

In order to analyze videos for various applications, we
have developed a video index engine to look at every word
spoken in the video and categorize it using our custom index
algorithm. In addition, a content-based pattern recognition
engine can search individual frame of the video to recognize
objects and individuals being displayed. The collaborative
commenting, tagging, and in-place quizzes make videos more
accessible and also increase the accuracy of the search engine
[7], [8], [10].

III. VIDEO INDEXING AND SEARCH ALGORITHM

Videos are a different data type than text and images, in
that they are unstructured data. Traditional search engines are
mostly text based, with a few tools that allow for searching
of images. In order to index a video, a search engine needs

Fig. 1. Analyzing Videos by Keywords

to extract meaningful language from the audio and convert it
to text, while simultaneously converting the visual frames into
a series of images that can be used to recognize persons and
objects in the video. This is an extremely difficult task, given
that videos are a compound format. Not only are the audio and
visual components integrated, but also within each of these
components there is a blend of information being presented in
a manner that cannot be distinguished as easily by a computer
as by a human brain. For example, the audio of the file may
contain speech, music, and background noises that a computer
will have a hard time recognizing and analyzing.

A. Automatic Indexing Algorithm

The video indexing engine uses the vector space model to
represent the document by a set of possible weighted content
terms. The weight of the term reflects its importance in relation
to the meaning of the document [24].

After calculating the normalized frequency of a term in the
document, the weight to measure the relative importance of
each concept or single term is obtained. The automatic index
algorithm then calculates the final position in n-dimensional
space. The result is to be used for generating search results or
visualization.

B. Searching Videos by Keywords

Video search involves two steps: analyzing by keywords and
analyzing by image references. When a keyword is entered,
the system looks through the indexed audio transcript to see
if there is a match. An image reference may refer to either a
picture or keywords that describe an object in the video using
an appropriate semantic space. Video clips whose language
contains the keywords will be retrieved. Figure 1 shows how
indexed videos can be searched using keywords in the spoken
language.

C. Searching Videos by References

Searching videos by references examines the frames of the
video to see if the given picture or keyword is found. If the
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Fig. 2. Analyzing Videos by Image References using the CBIR Algorithm

Fig. 3. Analyzing videos by Keyword References using a Knowledge Tree

reference is a picture, then the system uses a Content Based
Image Retrieval (CBIR) algorithm to find the match frames
and return the video clips that contain the reference picture.
Figure 2 shows the image-based CBIR algorithm that retrieves
the video frames corresponding to the reference picture (at the
bottom).

If the reference is a keyword (e.g. credit card) then the
system uses a knowledge tree to find matches in the video.
If one video frame contains an object matching the features
associated with the keyword, the section of the video is
returned. Figure 3 shows how a search for the keyword credit
card will retrieve the video frames that contain objects as credit
cards.

D. Searching Videos with Multiple Languages

Sometimes multiple languages may be found in videos.
Transcribe engines normally only work in one language or
in closely-related languages. For other languages, a different
transcribe engine may be required. InVideo addresses this
problem by allowing videos with different languages to be
searched from a single user interface. The inVideo system
does not translate between languages. It only transcribe based
on the language of original videos. For example, a Chinese
video will result in a transcript in Chinese. Figure 4 shows
the indexing engine properly analyzing the Chinese language.

Fig. 4. Analyzing Videos with Different Languages

When entering the word student in Chinese, the video search
engine will locate that term in the transcript and return the
corresponding frames. Currently, there are multiple languages
that can be analyzed by the inVideo system, with more to be
added.

E. Elastic Search and Content-aware Elastic Search

Elastic search makes the inVideo application capable of
searching video data across distributed environment with
HTTP protocol and schema-free JSON documents. Elastic
search makes it possible to expand the community by de-
ploying a pluggable cloud architecture, configurable automatic
discovery of cluster nodes, persistent connections, and load
balancing across all available nodes. Video collections under
ACE are no longer restricted to a particular video collection.
More importantly, there is no need to move other video
collections in a centralized site, which is merely feasible
anyway.

Indexed videos can be searched by keywords. When a
keyword is entered, the cloud system searches its generated
transcript of the audio files to find matches. Video clips whose
audio track contains the keywords are retrieved.

The enhanced elastic search partitions videos into individual
frames. Thus, users also have the ability to search a video by
examining the video frames to see if a given object is found.
The enhanced elastic search algorithm matches contents in the
frames and return the video clips that contain the reference
objects. This process allows us to combine images and words
to create hybrid metadata.

For instance, in mathematics education, there is interest
in studying the representations students make. The CBIR
algorithm allows us to search the videos for particular repre-
sentations a student would make, for example, images of rods,
blocks, tree diagrams. Students may construct these models
without talking about them, and thus an audio transcript would
miss it. By being able to search the frames of the video, a user
interested in tracing a students construction or explanation of a
representation can query the database. If a frame of the video
contains an object matching the particular representation, this
section of the video is returned.
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F. Machine Learning and Cloud-based Data Analytics

It should be noted that the goal of the software is not to
reproduce the word-for-word accuracy of a human-generated
transcript of video files. Rather, the goal is to determine the
extent to which voice-to-text analysis and image analysis are
able to retrieve desired sections of the video for enriched
human analysis. The critical task is for the system to identify
a sufficient amount of relevant hits that pertain to the search
reference terms or images. Search queries have advanced from
keywords to natural language. The inVideo uses artificial
intelligence and machine learning technologies to analyze
videos and use big data analytics tool to explore, index and
visualize videos. InVideo also has security features that secure
data and communication in the cloud and protect privacy [2]–
[6], [11], [12].

IV. COLLABORATIVE AND INTERACTIVE LEARNING

Automatically generated video transcripts may have accu-
racy problems. Besides, the vast numbers of videos in MOOCs
make them impossible to be retrieved correctly with just
one or a few simple keywords. To solve these problems,
we have implemented a collaborative filtering mechanism
including commenting, tagging, and in-place quizzes. These
features improve accuracy and increase interactions between
students and the online learning systems. With collaborative
filtering, learning resources retrieval on MOOC systems is
greatly improved, and better student achievement is therefore
expected.

A. Collaborative Filtering

Collaborative filtering is a process of improving accuracy of
the automatic indexing algorithm by leveraging user feedback.
This is popular on websites that have millions of users and
user-generated content. Users are able to create time-stamped
comments on videos. These comments can be hidden or
made public so that someone else who views the video can
see the comment at a specific time. These comments help
increase accuracy of the search tool and transcript and enhance
interactions in online learning.

Tagging on videos is another implementation in the inVideo
system. It is to attach keyword descriptions to identify video
frames as categories or topic. Videos with identical tags can
then be linked together allowing students to search for similar
or related content. Tags can be created using words, acronyms
or numbers. It is also called social bookmarking.

A search term usually yields many related results, which in
many cases are hard to differentiate. Commenting and tagging
add additional information, refine the knowledge and increase
the video search accuracy. At the time when information is
exponentially growing, these features are extremely helpful
for students to obtain the knowledge with the least amount of
time.

Fig. 5. Transform Linear Videos into Interactive Learning Objects

B. In-place Assessment with iQuiz

Internet computing has the advantage of employing pow-
erful CPUs on remote servers to provide applications across
the network. inVideo comes with an Internet Computing-
based video quiz system (iQuiz) to utilize the computational
power of remote servers to provide video quiz services to
users across the Internet. Currently, videos are mostly non-
interactive, therefore, there are no interactions between stu-
dents and the learning content. Students view videos either
online or download them to their personal devices. There is no
way for educators to know whether a student has understood
the content or even to know whether the student has viewed
the video or not.

iQuiz can be used to assess learning outcomes associated
with video study. Quizzes can be embedded into videos at
any place where an instructor wants to assess the outcome of
the students study. iQuiz runs as a service on servers. This
enables users to execute this resource-intensive application
with personal computers or iPads, which would not be possible
otherwise.

Instructors can enter into the authoring mode where they
can write quizzes by indicating the start and stop positions
on the video and adding questions. Video quizzes are stored
in XML format, and are automatically loaded while students
are watching the video in the learning mode. Answers to the
quizzes, either correct or incorrect, are also stored in the XML
database for immediate assessments. Assessment of adaptive
learning on videos provides better outcomes for students than
the traditional video content study with little or no feedback
[25].

C. Transform Linear Videos into Interactive Learning Objects

Video are linear in nature. It is hardly interactive nor does it
contain branches. Using the inVideo tool, classical videos can
be transformed into a series of video clips with assessments in
between and at the end. So the video-based learning material
becomes interactive. Figure 5 shows a test we conducted that
turned a 46-minute video into six selected 2-3 minute video
clips. The red segments on the stage bar are the samples. So
it is clear that not all videos content was used in the samples.
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V. EXPERIMENTAL RESULTS

To test the inVideo system, we selected the 20 most recent
videos from National Science Digital Library (NSDL) in
cybersecurity and used the inVideo tool to extract keywords
that appeared in the transcripts. From this set, we selected the
top two ranked keywords: Target (data breach) and encryption
(using encryption to secure data). We were confident that those
two keywords made good discussion topics that could increase
classroom interactions.

As a result, we added two discussion topics to the spring
2014 Masters of Science in Cybersecurity program (24 class
sections with each section has 25 student on average).

Videos lack interactions between learners and the online
learning environment. Even worse, videos above a certain
length will likely never be watched at all because students
cannot easily determine what content is within it or how to
locate that content. To address this issue, we used the inVideo
tool to index the content and break the large videos into a
series of small video clips. By doing so, we made it possible
for students to watch short video clips covering individual
key concepts directly, while retaining the ability to view the
whole video if necessary. This served to not only increase
student interest and engagement in the lesson, but also more
importantly, to improve their ability to comprehend and retain
information.

Student responses and interactions can be used as a proxy
for their degree of engagement with any particular part of the
course. As one example of how the inVideo indexing served
to increase this measure, consider Week 2 of the class. In
our assessment of past offerings (pre-inVideo) we discovered
that this part of the course is a quiet week, because the
individual assignment starting in the week will not be due until
Week 8. This meant that the interactions in the classrooms
dropped significantly from Week 1. Based on this assessment,
we decided to use the inVideo intervention in an attempt to
generate more interactions during Week 2 of the course.

Our initial observation of one class was very promising;
the total number of responses, defined as each posting after
viewing a video clip, for Week 2 reached sixty-eight, as
compared to only two for the same week in the previous
semester. This initial finding encouraged us to investigate the
results for all twenty-four sections program-wide. Figure 6
shows the number of responses for the 24 sections comparing
Fall 2013 to Spring 2014 during Week 2.

For the research we conducted, Week 2 student responses
across the 24 sections were almost seven times higher during
Spring 2014 (1,129 responses) than during Spring 2014 (164
responses).

For the cybersecurity online/hybrid class, we have five
graded discussions, one individual assignment, one team
assignment, and two lab assignments. Two more hands-on
exercises (labs) have been added since Spring 2014. Data from
the team projects, using the same intervention method, show
that student-student and student-faculty interactions were 6.5

Fig. 6. Number of Responses for 24 Sections - Week 2 Discussions

times greater for the courses with the inVideo intervention
(104 responses compared to 16 responses). We also measured
student performance against desired learning outcomes. The
average grades on both team projects and final grades was
higher in Spring 2014 than in Fall 2013. Here we see that the
index and data analytics tool inVideo, in combination with
just-in-time assessment and intervention, improved learning
outcomes.

Based on our finding, we are in the process of breaking up
every large learning module into several learning objects using
inVideo. The new competency-based learning objects will be
used to construct the knowledge cloud. These new learning
modules will consist of many competency-based learning
objects, and will be more interactive, rational, and accessible.

We will use inVideo to expand the scope of this research to
other activities in courses within the cybersecurity program.
This tool could also be useful to courses in other disciplines.
Using the inVideo tool, linear videos are transformed into
a series of interactive learning objects. This is vital in an
online learning environment where interactions and learning
outcomes are valued the most.

VI. CONCLUSION AND FUTURE WORK

This paper discussed a novel video index and analytics tool
to analyze video data. Video indexing engines analyze both
audio and visual components of a video, and the results of this
analysis provide novel opportunities for search. To improve
accuracy, we can either improve the transcribe engine, analyze
video frames better where there is no audio, or crowd-source
accuracy through collaborative filtering. For transcription ac-
curacy, one potential accuracy improvement can come from
using a self-learning artificial intelligence (AI) system that
could be taught to recognize certain accents or languages. The
process or requirements for instituting such a system and the
magnitude of the improvement in accuracy are to be studied
in the future.

At present, inVideo tool is only limited to analyze native
(non-streaming) videos. We will continue our research on
analyzing live videos and streaming videos and make inVideo
available to broader video collections and applications.

31Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-559-3

SIGNAL 2017 : The Second International Conference on Advances in Signal, Image and Video Processing

                            39 / 75



ACKNOWLEDGEMENT

This research is funded in part by grants from US Na-
tional Science Foundation (NSF) [EAGER-1419055 and DGE-
1439570].

REFERENCES

[1] K. Bakshi, “Considerations for big data: Architecture and approach,”
2012, pp. 1–7.

[2] S. Wang, “Dual-data defense in depth improves scada security,” Signal,
pp. 42–44, 2016.

[3] S. Wang and W. Kelly, “Smart cities architecture and security in cy-
bersecurity education,” The Colloquium of Information Systems Security
Education (CISSE), 2017.

[4] P. Wang and W. Kelly, “A novel threat analysis and risk mitigation
approach to prevent cyber intrusions,” Colloquium for Information
System Security Education (CISSE), vol. 3, pp. 157–174, 2015.

[5] S. Wang, A. Ali, and W. Kelly, “Data security and threat modeling for
smart city infrastructure,” 2015, pp. 1–6.

[6] S. P. Wang and R. S. Ledley, Computer Architecture and Security.
Wiley, 2013.

[7] S. Wang, W. Kelly, and J. Zhang, “Using novel video indexing and data
analytics tool to enhance interactions in e-learning,” 2015, pp. 1919–
1927.

[8] S. Wang, A. Ali, J. Zhang, and W. Kelly, “invideo - a novel big
data analytics tool for video data analytics and its use in enhancing
interactions in cybersecurity online education,” vol. 60, 2014, pp. 321–
328.

[9] S. Wang and J. Zhang, “A video data search engine for cyber-physical
traffic and security monitoring systems,” 2014, pp. 225–226.

[10] S. Wang and W. Kelly, “invideo - a novel big data analytics tool for
video data analytics,” 2014, pp. 1–19.

[11] S. Wang and R. Ledley, “Modified neumann architecture with micro-os
for security,” 2007, pp. 303–310.

[12] S. Wang, F. Shao, and R. S. Ledley, “Connputer - A framework of
intrusion-free secure computer architecture,” in Proceedings of the 2006
International Conference on Security & Management, SAM 2006, Las
Vegas, Nevada, USA, June 26-29, 2006, 2006, pp. 220–225.
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Abstract—The popularity of unmanned aerial vehicles, usually
denoted as drones, is increasing these days due to various factors.
Their capability of capturing images from above, allowing new
perspectives of a scene, is for sure one of the most significant. It
gets even more interesting when captured images are processed
using Computer Vision algorithms, creating a powerful technol-
ogy combination with appliances in several areas. In this paper,
we present algorithms under development to process images
captured by drones over parking lots in order to detect parked
vehicles and further estimate occupancy rates or cars parked in
a wrong place. Another application that we are developing is the
monitoring of boats in the Aveiro lagoon. As far as we know, the
processing of low altitude images is still an open problem in the
computer vision community. The preliminary results presented
in this paper show the effectiveness of the approaches under
development.

Keywords–Drones; Image processing; object detection.

I. INTRODUCTION

Aerial videos captured by unmanned aerial vehicles are
becoming popular these days. So called drones are fascinating
as they are capable of getting images from places where it
used to be impossible to put a recording camera.

Introducing interaction between the drone and its camera
creates something much more complex and useful: a device
that can be the key for solving a wide range of problems.
Autonomous flight with a recording device onboard makes
it, for instance, a mobile surveillance camera. But as soon
as image processing is added, this device will be able to
detect suspicious movements around a property or even follow
potential intruders.

Solutions using drones and computer vision are not re-
stricted to security. There is a huge number of possible areas
where these devices might be useful [2] [4]. Although, only a
few commercial drones are able to perform some basic image
processing over obtained images. There is still a long way
to go through on scientific research about this technology
combination. Lately, a few commercial solutions are available
for applications in agriculture mainly used to monitor plants
growth, watering levels and fruit maturation. Some prototypes
are also being tested for save and rescue tasks or fast mail
delivery.

Before the proliferation of drones, monitoring vehicles
from aerial imagery was already possible, making use of
pictures either taken from satellite or from manned aircraft.
For this kind of images there are several approaches regarding
algorithms to detect and extract cars position. This is often
associated with high altitude or satellite imagery [3] [6]. Even

though, as this project assumes the usage of drones in lower
altitude flights (about 10 meters from the ground), most of the
published work does not apply. Thus, the solution was creating
algorithms from scratch for parking lots with three different
types of pavement, assuming to have drone’s altitude and
parking zone location regarding the road as program inputs.

Images were previously captured using a Parrot Bebop
2 [1] flying a selected path over some of the University of
Aveiro parking lots, sampling parking zones built on tar, block
pavement and both. Algorithms were further developed to
detect parked vehicles over each type of pavement identified
before.

The algorithms were tested on an external computer used
for development but were also adapted for further tests in
single boards in order to determine the possibility of having
image processing onboard as the drone moves over the parking
lots.

We present in this paper experimental results showing
the effectiveness of the proposed approach, both in terms of
detection ration as well as in terms of processing time.

The paper is organised as follows. In Section II, we present
the problem studied in this paper. In Section III, we present an
algorithm for car detection in three different type of pavement
parks, namely blocks, tar and mixed pavements. In Section IV,
we present experimental results. Finally, in Section V, we draw
some conclusions.

II. CAR DETECTION IN LOW ALTITUDE IMAGES

To evaluate parking lots capacity the first mandatory task is
image acquisition. Assuming the drone is correctly positioned
regarding the road, a frame should be captured and sent to the
image processing unit. Once there, the image might need to
be corrected in case of heavy distortion effects. After this,
the algorithm should try to detect vehicles, compare them
with others detected in previous images to check if they were
already counted, and finally update the counter. This repetitive
pipeline is presented in a circular graphic in Figure 1.

Vehicle detection is obviously a decisive part of software
but a broad range of cars might appear in a parking lot.
Features as color, size or shape may vary from one to another
making it harder to create a global solution capable of detecting
them all based only on these features. At the same time, it
is necessary to ensure that detected objects are effectively
vehicles, distinguishing them from similar objects that might
appear.
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Figure 1. Algorithm Global Pipeline.

Distinguishing pavement from other objects placed above
the ground could be a possible solution. Even though, this sets
up another challenge. Homogeneous grey concrete or tar might
be easily discarded using a color filter threshold. Nevertheless,
the same technique will not work in a park built in block
pavement.

III. PAVEMENT DETECTION
Distinguishing pavement from other objects placed above

the ground could be a possible solution. Even though, this sets
up another challenge. Homogeneous grey concrete or tar might
be easily discarded using a color filter threshold. Nevertheless,
the same technique will not work in a park built in block
pavement. In this paper, we developed algorithms for three
types of pavement.

A. Block Pavement Detection
Canny Edge Detector algorithm [5] was used as a fast

and optimized method to perform gradient computations and
retrieve the most important edges for each acquired image.
Figure 2 shows a fine mesh, which corresponds to the edges
of each small block that composes the pavement. Cars, on the
other hand, are found in zones of low edge concentration.

Figure 2. At the top, an image of a Block Pavement Parking. On the bottom
the corresponding gradient Image.

It would be possible to simply cluster regions with low
edge density and compare their size to the expected car size

(which estimation would depend on the drone’s altitude). Even
though this would give space to detection errors, either by
including more than one car in a single cluster or by analyzing
uninteresting zones in the surrounding areas. Some gardens
or sidewalks, for instance, feature smooth surfaces making it
harder to distinguish them from parked vehicles.

The solution was finding the road borders to further esti-
mate parking places position. After applying a color filter and
Hough lines detector to locate the grids along the road, it is
possible to establish the interest regions, on the left, right, or
both sides of the road (Figs. 3 and 4).

Figure 3. On the left, the image acquired by the drone, on the right the road
borders detected.

Figure 4. Road is removed as well as unwanted lateral zones. Parking
places’ length is very close to access road’s width, thus interest region is

trunked as presented.

Edge density analysis may now be performed for each one
of the interest regions identified before. Vehicle’s expected
size is compared with the size of detected stains according
to their position on the image. Objects on the top appear
smaller due to the perspective introduced by the Drone used
for image acquiring. To minimize errors edge density analysis
is performed only on the bottom half of the image.

Despite the drone is moving with an almost constant speed,
it is not possible to capture images without any overlay,
meaning that the same vehicle might be present in more than
one frame. To avoid double counting, it is required storing
color, size and position features of vehicles detected in the
last frame to compare them with the vehicles detected at the
moment (Figure 5).

B. Tar Pavement Detection
Images obtained over tar pavement are smoother and lack

of edges when compared to blocks pavement presented before.
Despite that fact, it is still possible to reuse the logic from
the last algorithm, detecting the road using the limit lines and
trunking the interest regions.

As tar is homogeneous either in texture as in colour,
checking if a low edge density zone is free or occupied can

34Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-559-3

SIGNAL 2017 : The Second International Conference on Advances in Signal, Image and Video Processing

                            42 / 75



Figure 5. New and Repeated Vehicles Detected

Figure 6. On the left, the image acquired by the drone, on the right the road
borders detected.

be done using color matching, making sure it is different from
the tar found in the road (Figure 7).

Figure 7. On the left, the image acquired by the drone, on the right the
vehicle detection on tar parkings.

C. Mixed Pavement
Most of the studied parking lots are built on both tar (used

in the access road) and blocks with different configurations
(used in parking places). The algorithm developed for this
type of pavement slightly differs from the others, given the
impossibility of detecting road based on color filters.

In this case, road limits are determined using the same
notion of edge density. Tar zones are not expected to have high
gradient values thus road might be easily detected. Further
vehicle detection is performed as explained for the block
pavement, as well as vehicle repetition check (see Figure 8
and 9).

IV. EXPERIMENTAL RESULTS
This section presents important values measured and anal-

ysed for the studied solutions. These are related to detection
accuracy and processing times.

All tests were performed using an Unix distribution
(Ubuntu 14.04.3) installed on a computer with an Intel Core
i5-3340M CPU @ 2.70GHz 4 processor with 4Gb RAM.
Images captured were recorded as video and split into frames
considering only one frame each half a second. A splitting

Figure 8. Road detection in mixed pavement parking lots. Raster scan
window used to evaluate edge density is variable and affects processing

times and road detection accuracy.

Figure 9. Vehicle detection in mixed pavement parking lots.

tool was also developed to read each video’s frame rate and
save images every 500 milliseconds in a specific directory
previously defined.

Car detection accuracy is evaluated frame by frame com-
paring manual annotation of the number of cars depicted with
detection boxes drawn by the algorithm.

It is crucial to choose a suitable edge detection method
since these operations are performed every time a new image
is processed. It is important to ensure some points regarding
the chosen method:

• Detects low edge concentration over the road pave-
ment (in case the road is made of tar)

• Creates high edge density zones over block pavement,
contrasting with uniform surfaces on vehicles.

• Takes a short period of time to compute all the edges
in an image.

Choosing the most suitable values enables accurate de-
tection of homogeneous regions as shown in some examples
presented in Figure 13.

It is now evident that Canny is an optimised edge detection
method, possible to adapt to different situations by conve-
niently adjusting its parameters. It also features less processing
requisites when compared to Sobel making it the best method
and the one used for the rest of the algorithm tests.

Finding road limits composes a crucial step in the algo-
rithm’s pipeline since this is performed in every park and is
essencial to the location of interest zones. It is not relevant to
have high accuracy in this procedure as the main goal is to
eliminate the major region of the image representing road. It
is not decisive to remove every single pixel from the road and
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Figure 10. Sliding window influence on road detection.

Figure 11. Cars detected on tar parking lot P1.

Figure 12. Cars detected on block pavement parking lot P5.

Figure 13. Two different edge detection algorithms tested with different
parameters. From left to right, top to bottom: Canny Min=10, Max=50,

Sobel X=1, Y=1, Canny Min=2, Max=200, Sobel X=2, Y=2.

preserve all other pixels, what is mandatory is the task to be
quickly executed in every frame captured. Even though, road
detection methods are distinct for different parking lots and
different solutions should be developed for different pavement
types.

On the other hand, vehicle detection based on low concen-
tration of edges over the interest regions should be as accurate
as possible and is applicable with only a few parameters
adjustments to all studied parking lots. The following sections
will detail results obtained for each type of parking lot studied.

Parking Lots in homogeneous kind of pavement are perhaps
the most simple to deal with. Higher detection rates are then
most likely to happen in P1 (Table I and Figure 11).

The block pavement revealed to be a difficult background

TABLE I. RESULTS FOR TAR PARKING LOT.

to extract vehicles from. Despite edge density zones concept
being easier to imagine in this situation, region segmentation
is not easy as there are some homogeneous surfaces in the
parking lot borders.

The technique used to detect road borders in the parking
lot P5 is based on the grids detection, as referred before. This
is very tricky since there is no color differentiation between
pavement and grids, all that changes is edges density. Hough
Lines detector keeps being used to determine border lines and,
as expected, it increases processing time as shown in Table II.
Some detection examples are presented in Figure 12.

TABLE II. RESULTS FOR BLOCK PARKING LOT.

In the parking lots 2 and 3, the pavement is mixed. An
homogeneous tar surface is found on the road, while the rest
is made on block pavement.

Road detection is made based on a sliding window, which
runs from the image center to its borders. This window might
not move pixel by pixel, it may, for instance, jump 10 pixels
every step saving some processing time. On its turn, window
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TABLE III. DETAILED PROCESSING TIME FOR BLOCK PARKING LOT USING A RASPBERRY PI 2 MODEL B.

TABLE IV. DETAILED PROCESSING TIME FOR MIXED PAVEMENT PARKING LOT USING A RASPBERRY PI 2 MODEL B.

size might also be increased, loosing some definition on the
road border found but improving algorithm’s performance.

To evaluate this, several experiments were made in P2 in
order to find a good relation between road borders detection
accuracy and processing requisites as shown in Figure 10 and
Table V.

TABLE V. RESULTS FOR MIXED PARKING LOTS.

Since the goal is the development of fully autonomous
drones, we tested the developed algorithms on several single-
boards (Raspberry Pi 2 Model B, IGEPv2 DM3730 and EPIA-
P910) in order to decide what could be the best hardware
solution. Besides the processing time, presented in Tables III
and IV we also tested other properties like weight and power
consumption. The processing times obviously increase when
running the developed algorithms on these single boards.
However, we observe that it is possible to reduce the speed
of the drone because the images acquired continuously have
a considerable repetition of information. With this in mind,
and evaluating the experimental results obtained, we consider
that Raspberry Pi 2 reaches reasonable values for onboard
processing.

V. CONCLUSION

The algorithms presented in this paper showed promising
results for the detection of vehicles on low altitude images

acquired by Drones, being a solution for parking lots manage-
ment.

The developed algorithms fulfilled the low processing
requirements, which enables the algorithms to process images
every second and allows the drone to move at a reasonable
speed; the accuracy associated to vehicle detection and count-
ing is also high. Furthermore, results obtained for tests made in
three different types of pavement indicated a versatile solution,
adaptable to several contexts achieving good performances
with slight parameter adjustments from park to park.

As future work, we are developing algorithms for boats
detection on water and the preliminaries results were also
satisfactory. We think this work can provide an interesting
contribution to our future smart cities, as a starting point for
monitoring of objects of interest using drones. Moreover, we
are optimising the presented algorithms to be used on board
of the droned in order to have a fully autonomous solution.
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Abstract—Infrared cameras or thermal imaging cameras are
devices that use infrared radiation to capture an image. This kind
of sensors are being developed for almost a century now. They
started to be used in the military environment, but at that time
it took too long to create a single image. Nowadays, the infrared
sensors have reached a whole new technological level and are used
for purposes other than military ones, as happens in this work,
where they are being used for face detection. When comparing
the use of thermal images regarding color images, it is possible to
see some advantages and some limitations, which will be explored
in this paper. This work proposes the development or adaptation
of several methods for face detection on infrared thermal images.
The well known algorithm developed by Paul Viola and Michael
Jones, using Haar feature-based cascade classifiers, is used to
compare the traditional algorithms developed for visible light
images when applied to thermal imaging. In this paper, we present
three different methods for face detection. As far as we know,
there is limited research on this topic so we think this work is
an important contribution to the field. In the first one, an edge
detection algorithm is applied to the binary image and the face
detection is based on these contours. In the second method, a
template matching method is used for searching and finding the
location of a template image with the shape of human head in
the binary image. In the last one, a matching algorithm is used.
This algorithm correlates a template with the distance transform
of the edge image. This algorithm incorporates edge orientation
information resulting in the reduction of false detection and the
cost variation is limited. The results show that the proposed
methods have promising outcome, but the second method is the
most suitable for the performed experiments.

Keywords–Face detection; infrared images;Image processing;
robotics; object detection.

I. INTRODUCTION

In the electromagnetic spectrum, the visible light spectrum
is the only part that the human eye can see. Due to the
fact that infrared radiation is invisible to the human eye,
thermal cameras use infrared sensors to capture that radiation,
transforming it into visible images. Many objects and even
humans emit infrared radiation in function of the temperature:
the higher the temperature, the higher the intensity of the
emitted radiation.

The use of thermal infrared cameras has been increasing in
various scientific areas. A survey providing an overview of the
current applications is presented in [1]. Applications include
animals, agriculture, buildings, gas detection, industrial, and
military fields, as well as detection, tracking, and recognition
of humans. In robotics, for computer vision, thermal image
analysis and processing is in constant development, being used
more often in systems for detection and tracking of objects,
humans, among others.

The camera used in this work, which is shown in Figure
1, is a complete long-wave infrared (LWIR) camera module
that captures infrared radiation input in the wavelength range
from 8 to 14 microns and converts it to infrared thermal image.
Figure 2 shows a thermal image complemented with an image
in the visual spectrum from the same scene (typically a Red,
Green and Blue - RGB - image).

Figure 1. FLIR Lepton thermal camera module with breakout board.

Figure 2. An example of a thermal image and the same scene aquired by a
RGB camera.

In this work, we propose algorithms for face detection
using thermal infrared cameras. The main goals of this work
are the use of these type of sensors in service robots and in
monitoring people attention taking into consideration of the
temperature of the face over time. We are also working on
emotional analysis through thermal images.

This paper is organized as follows. In Section II, we
describe some advantages and limitations of thermal images. In
Section III, we present the techniques that have been proposed
for face detection. In Section IV, we provide experimental
results. Finally, in Section V, we draw some conclusions.

II. THERMAL IMAGES

Thermal cameras are advantageous in many applications
due to their ability to see in total darkness, their robustness to
illumination changes and shadow effects, and less intrusion on
privacy [2]. These cameras, when calibrated, are advantageous
in temperature measurement compared to point-based methods
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since temperatures over a large area can be compared, although
contact methods are more efficient [3]. In this work, the
thermal camera used is not calibrated, so it is not possible
to know the exact temperature in the region of interest.

Some algorithms for face detection using color or grayscale
images currently have a very high efficiency rate but is not
possible to use them directly in the thermal images. In thermal
imaging there are some problems that can reduce this efficiency
significantly using these algorithms such as occlusion of the
face with objects that emit infrared radiation, the uniform
temperature in the face, objects with the shape and same
temperature of the face, among others. For this reason, only
one feature-based algorithm is used, the Haar Cascade [4].

Consequently, with problems regarding face detection, the
temperature becomes unstable over time. The face is one of the
zones of the human body that is more suitable for the body
temperature extraction and posteriorly the emotion analysis.
The face detection in this work is represented on a shape of
a bounding box obtaining the face and also some surrounding
background noise that can affect the detected face for the
next modules. The temperature measurement and emotional
analysis of the face is being developed, not being included in
this current work.

III. PROPOSED APPROACH

In this section, different developed algorithms and methods
for face detection on thermal images are described. The
development of this work was made in C++ programming
language, through the use of the OpenCV library, which is an
open source computer vision and machine learning software
library. The use of these algorithms and methods will be on
real-time systems, therefore it is also described in this section
the equipment used for the acquisition of the thermal image
and the method to obtain these images.

A. Image Acquisition

For thermal image acquisition in real-time, it is used a
FLIR LEPTON Long Wave Infrared (50 shutterless) camera
module, with a focal plane array of 80x60 active pixels. This
camera is a non-radiometric version. This camera is also not
calibrated, therefore it is not possible to obtain temperature
values of each pixel. The output value also changes with the
temperature value of the infrared sensor of the camera and the
temperature of the scene.

It is also used a Raspberry Pi 3 model B for communication
and image processing. For the acquisition of the output values
on the Raspberry Pi 3, Serial Peripheral Interface (SPI) com-
munication is used. It also supports a command and control
interface (CCI) hosted on a Two-Wire Interface (TWI) similar
to Inter-Integrated Circuit (I2C) for software interface [5]. This
image acquisition process is based on a project developed
by the company Pure Engineering [6]. The obtained output
values are received in an 14-bits data, then they are arranged
in an 8-bits with one channel image matrix format provided by
OpenCV. The image on the left presented in Figure 2 shows
an example of a thermal image. Darker areas correspond to
colder regions in the scene.

B. Haar Cascades
Haar Cascades is a machine learning algorithm where a

cascade function is trained from positive and negative images.
This approach uses the Viola and Jones algorithm [4].

Haar Cascades is one of the algorithms implemented by
OpenCV library. This algorithm was studied by Mekyska et
al. [7] showing a machine learning approach for face detection
and it requires a high number of images of the object to be
detected for the cascade training. A similar study was made in
this work, but the results of the face detection are considered
of low accuracy. The thermal images with faces that were used
for the cascade training can be obtained on the online dataset
[8]. The result of the cascade training for Haar Cascade is
shown in the results section.

C. Implementation Details
As far as we know, face detection on thermal images did

not received too much attention on computer vision as the
counterpart on visible light images. There are some possible
ways using some functionalities of OpenCV library. Thermal
image is, on a first stage, segmented and filtered with mor-
phological operators in order to obtain a binary image for the
later use of some methods or algorithms.

Segmentation uses the Otsus method that is a thresholding
binarization method [9] and filtering is performed using mor-
phological operators, such as dilation, erosion, opening and
closing [10]. We developed and implemented the following
algorithms:
• Face Contours - Acquisition and filtering of the

contours in order to obtain the longest contour in the
binary image and detect the face through it [11].

• Template Matching - Technique for finding areas of
an image that match to a template image [12].

• Chamfer Matching - Technique to find the best
alignment between two edge maps [13].

1) Face Contours: Through the binary image is created
an edges map, using the Canny edge detector algorithm [14],
where the contours are found [11]. These contours are filtered
in order that only the contour of larger area are obtained. Due
to the contour of having some parts of the human body that are
not relevant for face detection, for example neck and shoulders,
it is found the highest point of the contour. This point matches
to the highest point on the face. Starting at this point, the
two points that correspond to the largest width of the face are
found. The detection of the face is made with this two points
and the highest point in the face contour.

2) Template Matching: Template Matching is a technique
that uses a template to search and find in an image the best
match of this template. There are different matching methods
to perform the template matching technique. This work uses
the Normalized Cross-Correlation method that remains a viable
choice for some if not all applications [12].

Researchers in [15] use a Image Pyramid to perform the
template matching for objects with different sizes. In this work
it is used image pyramid to detect faces of different sizes
increasing the performance of the template matching. Due to
the image captured by the camera having a reduced resolution,
few levels of the pyramid image are used. Each level of the
image is downsized. A good template is needed to obtain better
results in the template matching.
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Figure 3. In (b) the segmentation of the thermal image (a). The result of applying the morphological operation is presented in (c).

3) Chamfer Matching: The Chamfer Matching algorithm
lies on shape matching using distance transform. This tech-
nique uses an edges image of the image being tested and
the template to create an Distance Transform map [16]. The
value of each pixel in this map is the distance to the nearest
background pixel. After this, chamfer distance map is created
that contains the computed matching cost through the distance
transform maps and the position of the edge orientation con-
tours [13]. The face is detected finding the pixel location of
the minimal chamfer distance.

IV. RESULTS

In this section, we present experimental results to verify the
effectiveness of the developed algorithms. Since our goal is the
real time use of this contribution, the examples were obtained
in real time with the camera connected to the single board
computer. The obtained output values used to form the thermal
images were processed in order to obtain an 8-bit grayscale
image. An example of this type of images is represented in
Figure 3(a).

A. Haar Cascades

The study made by Mekyska et al. [7] used the Viola and
Jones algorithm [4] applied to thermal image. The results of
this study show that in order to obtain a good accuracy, a
large amount of training data is needed. The disadvantage of
this algorithm is also the detection time, which is dependent
on the amount of training data.

In this work, there was an attempt of performing cascade
training for face detection. An example of the application of
this algorithm is presented in Figure 4. However, in comparison
with the study mentioned it has an inferior performance. Face
detection is unstable since it does not detect the face if the
image does not contain the neck and shoulders of the person.

Figure 4. Face detected using Haar Cascades.

B. Proposed Methods for Face Detection
Figures 3(b) and 3(c) show and example of the seg-

mentation obtained in this type of images and the use of
morphological operators, respectively.

The methods and algorithms mentioned in Section 3.3 use
and input the image presented on Figure 3(c).

1) Face Contours: Using Canny algorithm the edge map
presented in Figure 5 is obtained. Figure 6 shows an example
of face detection using contours. These results can be influ-
enced if the contours of the face are discontinued for some
reason. This method is not the most suitable for face detection
since there are some variations in the bounding box of the
detected face.

Figure 5. Edge map obtained from a thermal image.

2) Template Matching: When using template matching a
good template is needed. Figure 9 shows the template used.
This method slides the template over the image of Figure 3(c)
and calculates an error for the match between the template
and the image being tested [15]. A method based on image
pyramids is also used in order to improve the result of template
matching since it takes the scale in consideration. The best
match is found as a global maximum value. Figure 7(b) shows
some examples of application.

3) Chamfer Matching: This algorithm uses the same tem-
plate of Figure 9, but it is converted to an edge using the Canny
edge detector algorithm to be used later in the construction of
the cost image. A distance transform map is created from the
edge image and from the template, which specifies the distance
from each pixel to the nearest edge pixel in the query image.

Figure 10 represents the two images of distance transform
maps. Then a map with the matching cost of each pixel is
created. The pixel location of the minimal cost is the location
of the region of interest. Some results applying the Chamfer
Matching [13] are shown in Figure 8.

C. Processing Time
All experimental results have been obtained in real time

using a Raspberry Pi 3 model B.
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Figure 6. Some examples of face detection in different conditions using contour detection.

Figure 7. Some examples of face detection in different conditions using Template Matching.

Figure 8. Some examples of face detection in different conditions using Chamfer Matching.

Figure 9. Template used for template matching.

Figure 10. Distance Transform image of template (a) and query image (b).

The processing time of Haar Cascade is approximately

72ms.
The average processing time obtained by the proposed

methods applied during an experiment of 70 seconds with a
frame rate limited to 4 frames per seconds are the following:

• Face Contours - 68ms.
• Template Matching - 69ms.
• Chamfer Matching - 257ms.

Chamfer Matching has the highest processing time, because
this method involves several steps which require more pro-
cessing time, for example distance transform, edge orientation,
among others.

V. CONCLUSION AND FUTURE WORK

In this paper, we presented a study regarding the develop-
ment of three different methods for face detection in thermal
images using image segmentation.

Haar Cascade using Viola and Jones algorithm has better
performance and accuracy based on [7]. However, this algo-
rithm needs a large amount of data and time for training to
obtain good results. Face detection in thermal image using
Haar Cascade can be improved using one of the proposed
methods for image segmentation and create a lot of thermal
images that contain only the face for training database.

Face detection through thermal imaging using segmentation
has a good accuracy in single face detection. Comparing the
proposed methods, Template Matching is the most suitable.
Although Face contours has a processing time similar to
Template Matching, the bounding box with the face detected
is more unstable. Chamfer Matching has a similar detection
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to Template Matching but processing time of this method is
almost 4 times slower.

In this work, the thermal camera used is not calibrated,
so it is not possible to know the exact temperature in the
region of interest. As future work, we intend to improve the
developed algorithms for face detection and develop algorithms
for calibration of this sensor in order to measure absolute
temperatures. We are also working on a calibration procedure
for the simultaneous use of this camera and an RGB camera.
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Abstract– The aim of this manuscript is to compare the perfor-

mance of two transmit beamforming approaches with an itera-

tive equalizer for millimeter wave (mmW) systems. At the trans-

mitter, we assume two hybrid beamforming: a sparse beam-

forming approach recently proposed and fixed random beam-

forming which the coefficients are computed independently of 

the instantaneous channel realization. At the receiver, we con-

sider a hybrid iterative block space-time structure to efficiently 

separate the spatial streams. We consider that both the trans-

mitter and the received are equipped with a large antenna array 

and the number of radio frequency (RF) chains is lower that the 

number of antennas. The hardware limitations impose several 

constraints in the analog domain that are considered when the 

transmit beamforming/precoder is generated. Our performance 

results have shown that the performance of the sparse precoder 

is better for low signal-to-noise ratio (SNR) regime while ran-

dom precoder outperforms sparse based one for medium to high 

SNR regime. 

Keywords—massive MIMO, mmWave communications, itera-

tive block equalization, hybrid analog/digital architectures. 

I. INTRODUCTION 

The use of a large number of antennas makes achievable 
higher data rates for future wireless networks [1]. Addition-
ally, the global bandwidth shortage facing wireless carriers 
has motivated the exploration of the underutilized millimeter 
wave (mmW) frequency spectrum for future broadband cel-
lular communication networks [2] and that allows the access 
to more bandwidth. Due to the small wavelength, the use of 
mmW with massive MIMO (mMIMO) is very attractive, 
since the terminals can be equipped with large number of an-
tennas very compacted [3]. 

In mmW, the channel is very correlated that is critical for 
a mMIMO implementation, where propagation tends to be 
line of sight (LOS) or near-LOS. Thus, the use of beamform-
ing to minimize de interference is very important for these 
systems [3]. MmW massive MIMO systems may exploit new 
and efficient spatial processing techniques [4], but the design 
at these techniques should follow different approaches than 
the ones adopted for lower frequencies counterparts, mainly 
due to the hardware limitations [5]. The high cost and power 
consumption of some mmW mixed-signal components, make 
it difficult to have a fully dedicated radio frequency (RF) 
chain for each antenna [6] as in conventional MIMO systems 
[7] and to overcome these limitations, hybrid analog/digital 

architectures were proposed. At these architectures, some sig-
nal processing is done at the digital level and some left to the 
analog domain, as discussed in [8]. 

Some beamforming and/or combining/equalization 
schemes have been proposed for hybrid architectures 
[9]-[13]. A precoding scheme based on the knowledge of par-
tial channel information at both terminals, in the form of an-
gles of arrival (AoA) and departure (AoD), was proposed 
in [9]. The authors in [10] designed a joint digital and analog 
beamforming at the transmitter side, where first a set of fixed 
analog beamforming coefficients is selected and then a digital 
eigenmode based precoder is computed, but they consider a 
fully digital receiver. In [11], a hybrid spatially sparse pre-
coding and combining approach was proposed for mmW 
massive MIMO systems. The spatial structure of mmW chan-
nels was exploited to formulate the single-user multi-stream 
precoding/combining scheme as a sparse reconstruction 
problem. A digitally assisted analog beamforming technique 
for mmW systems was considered in [12], where a digital 
beamsteering system using coarsely quantized signals assists 
the analog beamformer. In  [13], a turbo-like beamforming 
was proposed to jointly compute the transmit and receive an-
alog beamforming coefficients, but the digital processing part 
was not taken into account.  

Nonlinear equalizers are considered to efficiently separate 
the spatial streams in the current MIMO based networks [14]. 
Iterative block decision feedback equalization (IB-DFE) ap-
proach was originally proposed in [15] and it is one of the 
most promising nonlinear equalization schemes [14]. IB-
DFE can be regarded as a low complexity turbo equalizer im-
plemented in the frequency-domain that does not require the 
channel decoder output in the feedback loop. The IB-DFE 
principles can be used in mmW massive MIMO context to 
efficiently separate the spatial streams. However, as dis-
cussed, mmW massive MIMO brings new major challenges 
that prevent a direct plug and play of the iterative equalization 
based solutions developed for conventional fully digital 
MIMO systems. 

In this paper, we evaluate the performance of two transmit 
beamforming strategies combined with an efficient iterative 
block space-time equalizer for hybrid mmW massive MIMO 
systems. In the first strategy, we consider fixed random pre-
coders computed without the knowledge of the channel state 
information (CSI) keeping the transmitter with very low com-
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plexity. In the second one, we assume a sparse transmit beam-
forming recently proposed in [11]. At the transmitter side, a 
space-time encoder structure is employed, before the digital 
and analog precoders, to 1) ensure that the transmit signal and 
consequently the noise plus interference, at the receiver side, 
are Gaussian distributed (which simplifies the receiver opti-
mization), 2) warrant that the signal to interference plus noise 
ratio (SINR) is independent of each spatial stream and time 
slot and 3) increase the inherent diversity of the mmW mas-
sive MIMO system. At the receiver, we design a hybrid iter-
ative block space-time structure to efficiently separate the 
spatial streams. We assume a fully connected hybrid archi-
tecture where each RF chains are connected to all antennas. 
The analog and digital parts of the hybrid equalizer are jointly 
optimized using as a metric the mean square error (MSE) be-
tween the transmitted data vector and its estimate after the 
digital equalizer. The specificities of the analog domain im-
pose several constraints in the joint optimization. To effi-
ciently deal with the constraints the analog part is selected 
from a dictionary based on the array response vectors.  

The remainder of the paper is organized as follows: Sec-
tion II describes the hybrid mmW massive MIMO systems 
model. Section III, presents the random precoder. Section IV, 
starts by briefly describing the iterative space-time receiver 
structure. Then, the fully digital equalizer is presented and fi-
nally the proposed hybrid space-time equalizer is derived in 
detail. Section V presents the main performance results and 
the conclusions will be drawn in section VI.  

Notations: Boldface capital letters denote matrices and 
boldface lowercase letters denote column vectors. The oper-

ation (.)
H  represents the Hermitian transpose of a matrix. 

Consider a vector a  and a matrix A , then diag( )a  and 

diag( )A correspond to a diagonal matrix with diagonal en-

tries equal to vector a  and a diagonal matrix with entries 

equal to the diagonal entries of the matrix A , respectively.

( , )j lA  denotes the element at row j and column l of the 

matrix A . 
N

I  is the identity matrix with size N N× . 

II. SYSTEM CHARACTERIZATION 

In this section, we present the mmW massive MIMO signal 
definition, the transmitter and receiver characterization. We 
consider a hybrid based architecture, as shown in Fig 1. Fur-

thermore, we assume a single-user mmW system with 
t

N  

transmit antennas and 
r

N  receive antennas, where the trans-

mitter sends 
s

N  data streams to the receiver, per time-slot. 

   We considered a clustered channel, r tN N×
∈H ℂ , that is the 

sum of the contribution of 
cl

N  clusters, each of which 

contribute 
ray

N  propagation paths which follows the clus-

tered sparse mmW channel model discussed in [11].  It may 
be expressed as  

 H

r t
=H A ΛA  (1) 

where Λ is a diagonal matrix, with entries ( ),j l  correspond-

ing to the paths gains of the lth ray in the ith scattering cluster. 

1,1 ,
[ ( ), , ( ))]

cl ray

t t

t t t N N
θ θ= …A a a , 

1,1 ,
[ ( ), , ( ))]

cl ray

r r

r r r N N
θ θ= …A a a  are the matrix of array re-

sponse vectors at the transmitter and receiver, whereas ,

r

j lθ  

and ,

t

j lθ  are the azimuth angles of arrival and departure, re-

spectively. The channel path gains and the angles are gener-
ated according to the random distributions discussed in [11]. 
We consider a block fading channel, i.e., the channel remains 
constant during a block, with size T , but it varies inde-
pendently between blocks. 

III. RANDOM PRECODER 

In this section, we present a low complexity transmitter. 
We assume that the transmitter have no access to CSI simpli-
fying the overall system design. The transmitter processing is 
decomposed into two parts, the digital baseband and the ana-
log circuitry that are modeled mathematically by precoder 

matrices 
RF

t tN N

a

×
∈F ℂ  and

RF
t sN N

d

×
∈F ℂ , respectively. The 

digital part has RF

t
N transmit chains, with RF

s t t
N N N≤ ≤ . 

Due to hardware constraints, the analog part is implemented 
using a matrix of analog phase shifters, which force all ele-

ments of matrix 
a

F to have equal norm 2 1
(| ( , ) | )

a t
i l N

−
=F . As 

such the analog precoder matrix is generated randomly ac-
cordingly to 

 ,2

,1 1
[e ,]n p

RF
t t

a n N N

j

p

πφ

≤ ≤ ≤ ≤
=F  (2) 

where  
,n pφ , {1, , }

t
n N∈ … , {1, , }RF

t
p N∈ …  are i.i.d uni-

form random variables with support 
, [0,1]n pφ ∈ . 

We assume that all RF resources are used by transmitter, 

i.e.,  RF

s t
N N= , and then we can assume that digital precoder 

is equal to identity matrix, 
sNd =F I . The transmitter total 

power constraint is 2|| ||
F s

TN=X . The transmit signal is given 

by 

 ,
a d

=X F F C  (3) 

where 
1[ , , ] sN T

T

×
= … ∈C c c ℂ  denotes a codeword con-

structed by using a space-time block code (STBC) that can be 
mathematically described by  

 ,
t t

=z Sf  (4) 

 ,
t t t

=c Π z  (5) 

where 1, ,t T= … denotes the time index, T

t
∈f ℂ denotes col-

umn t  of a T -point DFT matrix 
1

( [ , , ])
T T

= …F f f , 

, 1, ,s sN N

t t T
×

∈ = …Π ℂ  is a random permutation matrix, 

known both at the transmitter and receiver sides and 

, 1 ,1[ ] s

s

N T

s t s N t T
s

×

≤ ≤ ≤ ≤= ∈S ℂ , with 
, ,

t s
s {1, , }t T∈ … , 

{1, , }
s

s N∈ … denoting a complex data symbol chosen from 

a QAM constellation with 
2 2

,[| | ]s t ss σ=E , where 

2

1

sN

s ss
Nσ

=
=∑ . For the sake of simplicity and, without loss of 

generality, in this work we consider only QPSK constella-

tions. To compute codeword C  we need to apply an FFT 
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transform to the rows of the symbol matrix S  (see (4)) and 

then permute each of the resulting T  columns with a random 

permutation , 1, ,
t

t T= …Π  (see (5)). 

IV. HYBRID ITERATIVE SPACE-TIME RECEIVER DESIGN 

In this section, we derive the hybrid iterative block space-
time feedback equalizer shown in Fig. 2. We start by design-
ing the fully digital receiver, that can serve as lower bound 
for the hybrid one and then a detailed formulation of the iter-
ative approach is presented. The received signal is given by  
 ,= +Y HX N  (6) 

where 
1[ , , ] rN T

T

×
= … ∈Y y y ℂ  denotes the received signal 

matrix, 
1[ , , ] tN T

T

×
= … ∈X x x ℂ  is the transmitted signal and 

1[ , , ] rN T

T

×
= … ∈N n n ℂ  a zero mean Gaussian noise with 

variance 2

n
σ . The received signal is firstly processed through 

the analog phase shifters, modeled by the matrix 
RF
r rN N

a

×
∈W ℂ , then follows the baseband processing, com-

posed of RF

r
N  processing chains. All elements of the matrix 

a
W must have equal norm 2 1(| ( , ) | )

a r
j l N −=W . Specifically, 

the baseband processing includes a digital feedback closed-
loop comprising a forward and a feedback path. For the for-
ward path the signal first passes through a linear filter 

RF
s rN N

d

×
∈W ℂ , then follows the decoding of the STBC (de-

modulation included). In the feedback path, the data recov-
ered in the forward path is first modulated and encoded using 
the STBC, then it passes through the feedback matrix 

s sN N

d

×
∈B ℂ . The encoding of the STBC follows (4) and (5), 

and its decoding obeys 

 
1 1[ , , ] ,H H

T T
= …Z Π c Π cɶ ɶ ɶ  (7) 

 .
H

T
=S ZFɶ ɶ  (8) 

The feedback and feedforward paths are combined by sub-
tracting the signal output of the feedback path from the fil-

tered received signal 
d a

W W Y . At the ith iteration the re-

ceived signal at the tth time slot, after the de-interleaver, is 
given by 

 
( ) ( ) ( ) ( ) ( 1)

, , ,
ˆ( ) ,

i H i i i i

t t d t a t t d t t t

−= −z Π W W y B Π zɶ  (9) 

 ( 1) ( 1)ˆˆ ,i i

T

− −=Z S F  (10) 

where s sN NH

t

×
∈Π ℂ is the de-interleaver matrix and

( 1) ( 1) ( 1)

1
ˆ ˆ ˆ[ , , ] sN Ti i i

T

×− − −= … ∈Z z z ℂ is the DFT of the detector 

output ( 1)ˆ i−
S . The matrix ( ) ( ) ( )

1 1
ˆ ˆ ˆ[ , , ]

i i i

T T
= …C Π z Π z  is the 

hard estimate of the transmitted codeword C  and 

( )( ) ( )ˆ signi i=S Sɶ  the hard decision associated to QPSK data 

symbols S , at iteration i.  

From the central limit theorem the entries of vector
t

z , 

{1, , }t T∈ …  are Gaussian distributed, then as the input-out-

put relationship between variables 
t

z  and ( )ˆ i

t
z , {1, , }t T∈ …

is memoryless, follows 

 ( ) ( ) ( )ˆ ˆ , {1, , } ,
i i i

t t t
t T= + ∈ …z Ψ z ε  (11) 

where ( )i
Ψ  is a diagonal matrix given by 

 ( )( ) ( ) ( ) ( )

1diag , , , , ,
s

i i i i

s N
ψ ψ ψ= … …Ψ  (12) 

 

( ) *

( )

2

ˆ ( ) ( )
, {1, , } ,

| ( ) |

i

t ti

s s

t

s s
s N

s
ψ

  
= ∈ …

  

z z

z

E

E

 (13) 

and ( )ˆ i

t
ε  is a zero mean error vector uncorrelated with 

t
z , 

{1, , }t T∈ … , with ( )2
( ) ( ) ( ) 2ˆ ˆ

H

s

i i i

t t N s
σ  = −

 
I ΨE ε ε , and then 

it can be proven that the average error power is given by 
( ) ( ) 2

2
( ) ( ) ( 1) 2

, ,

2 2
( ) ( 1) 2 1/ 2 2 ( ) 2

, ,

MSE [|| || ]

( ) ( )

( ) ( | | ( )) ,

s

s

i i

t t

i i i

ad t t N d t s
F

i i i

d t N s ad t
F

t

n
F

σ

σ σ

Π Π Π −

Π − Π+

= −

= − −

+−

z z

W H B Ψ

B I Ψ W

I

ɶE

 (14) 

where 
t a d t

Π =H HF F Π , ( ) ( )

, ,( )i H i

d t t d t t

Π =W Π W Π , 

( ) ( )

, ,( )
i H i

a t t a t

Π
=W Π W , 

( ) ( ) ( )

, , ,( ) ( ) ( )
i i i

ad t d t a t

Π Π Π
=W W W  and 

( ) ( )

, ,( )
i H i

d t t d t t

Π
=B Π B Π . 

A. Design of Digital Iterative Space-time Receiver 

Firstly, we design the fully digital iterative space-time re-
ceiver based on the IB-DFE principles. The performance of 
this approach can be regarded as a lower bound for the hybrid 
iterative block equalizer designed in the next section. The 
equalizer is designed by minimizing the MSE  

 

( )( ) ( ) ( )

, ,

( )

1

,

( ) , ( )

diag(( )

arg min MS

s  ) .

E

.t.
s

i i i

ad t opt d t opt t

T

t

i

ad t t NT
=

Π Π

Π Π =

=

∑

W B

W H I
 (15) 

In this case, the number of receiver RF chains is equal to the 
number of receiver antennas, and thus we only have a digital 

 

Fig 1. Transmitter block diagram. 
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linear feedforward filter referred as ,ad t
W  and a feedback fil-

ter ,d t
B . The solution to the optimization problem (15) is  

 ( )
1

( ) ( 1)

,( ) ( ) ,
i i H

ad t opt t t

−
Π − Π=W Ω R H  (16) 

 ( ) ( )( ) ( ) ( 1)

, ,
( ) ( ) ,

s

H
i i i

d t opt ad t opt t N

Π Π Π −= − ΨIB W H  (17) 

 ( )( )
1

1
( 1)

1

diag ( ) ,
i H

t t

t

t

T

T

−
−

− Π Π

=

 
=  

 
∑Ω R H H  (18) 

 
( 1) ( 1) 2 2 2|( |) ( ) .

ss

i H i

t t t N n s N
σ σ− Π Π − −= − +R H H I Ψ I  (19) 

B. Design of Hybrid Iterative Space-time Receiver 

In this section, we design the hybrid iterative block space-
time receiver. Clearly, the previous optimization problem 
of (15) does not take into account the analog domain con-

straints. Let us denote by 
a
W  the set of feasible RF equaliz-

ers, i.e., the set of RF

t t
N N×  matrices with constant-magni-

tude entries, then the reformulated optimization problem for 
the hybrid iterative equalizer is as follows  

 

( )( ) ( ) ( ) ( )

,

1

, ,

( ) ( )

, ,

( )

,

, arg min MSE

s

( ) ( ) , ( )

diag(( ) (. )

( ) .

t. )
s

i i i i

a t opt

T

t

d t opt d t opt t

i i

d t a t t N

i

a t a

T
=

Π Π Π

Π Π Π

Π

=

∈

=

∑

W W B

W W H I

W W

 (20) 

Due to the digital nature of the feedback equalizer ( )

,( )
i

d t

Π
B  

and since the new constraint does not impose any restriction 
on this matrix, the feedback equalizer for the hybrid iterative 
equalizer is similar to the fully digital iterative equalizer dis-
cussed in the previous section, and thus given by  

 ( )( )( ) ( ) ( ) ( 1)

, , ,
( ) ( ) ( ) .

s

H
i i i i

d t opt d t opt a t opt t N

Π Π Π Π −= −B W W H ΨI (21) 

From (14) and (21), the MSE expression simplifies to is equal 
(up to a constant) to   

( ) ( )
2

1/2( ) ( )
( ) ( ) ( 1)

,, ,MSE ( ) ( ) ,) (
i i

i i i
t ad td t a t opt t

F

Π Π Π −= −W W W Rɶ  (22) 

 ( 1) ( 1) 2 2 2
( )( ) ,| |

s r

i i H

t t N t n Ns
σ σ− Π − Π −

+−=R H I Ψ H Iɶ  (23) 

 
( )

( 1) 2 1 ( )
, ,( | | ) ( )( ) ,

s

i
i i

ad t opt N ad t opt

Π − − Π= −W I Ψ Ω W  (24) 

where 
( )

,( )
i

ad t opt

Π
W  and 

( 1)i

t

−
Rɶ  denote a non-normalized ver-

sion of the optimum fully digital feedforward matrix and the 
correlation of the ISI plus channel noise. 

Due to the non-convex nature of the feasible set 
a
W , an 

analytical solution to the problem (20) is difficult to obtain, if 
not impossible. Nevertheless, we find an approximate solu-

tion to problem (20) by assuming that the matrix 
( )

,( )
i

a t

Π
W  is 

a RF

r
N sparse linear combination of vectors ,

, ,( )
r u

r u j lθa or 

equivalently a RF

r
N sparse linear combination of the columns 

of matrix 
,1 ,[ , , ]

r r t U
= …A AA . We may say that ( )

,( )i

a t

ΠW  has 

a RF

r
N term representation over the dictionary 

r
A . Therefore, 

optimization problem can be approximated as follows 

( )( )

( )

,

2
1/ 2( )

( ) ( 1)
,,

( )

,

( )

,

1

( )

, 0

( )

( )

diag(( )

diag( ( ) ( )

arg min ( )

s.t. )

( ) ) ,

s

i

d t opt

i
i H i

ad td t r opt t
F

i H

d t

T

r t N

i H i RF

d t d

t

t t

T

N

Π

Π Π −

Π Π

Π Π

=

−=

=

=

∑

A

A

W

W W R

W H I

W W

ɺɺɺ

ɺɺɺ ɶ

ɺɺɺ

ɺɺɺ ɺɺɺ

 (25)  

where ( ) ( )

, , 0
diag((( ) ) ( ) )

i H i RF

d t d t tN
Π Π =W Wɺɺɺ ɺɺɺ  represents the 

sparsity constraint and enforces that only RF

r
N  columns of 

matrix ( )

,( )i

d t

ΠWɺɺɺ are non-zero. The optimum digital feedfor-

ward matrix ( )

,( )
i

d t opt

Π
W  is obtained from 

( ) ( ) ( )

, ,( ) ) ]([ ,
i i i

d t opt d t opt

Π=W W 0ɺɺɺ  by removing the zero columns and 

the optimum analogue feedforward matrix ( )

,( )i

a t opt

ΠW  is ob-

tained from H

r
A  by selecting the rows corresponding to the 

non-zero columns of 
( )

,( )
i

d t

Π
Wɺɺɺ . 

From optimality condition (associated Lagrangian equal to 

zero), we obtain 
( )

,

i

res tW  that is the residue matrix that is given 

by 

 

Fig 2. Receiver block diagram. 
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( )( )

( )

,

( )
( ) ( 1)

,, (( ) () .)

i

res t

i
i H i H

ad td t r opt t d t

Π Π − Π−= +

W

W A W R U Hɺɺɺ ɶ
 (26) 

From the definition of matrices ( 1)i

t

−
Rɶ , ( 1)i

t

−R ,
( )

,( )
i

ad t opt

ΠW  and

( )

,( )
i

ad t opt

Π
W  equation (26) simplifies to  

 
( ) ( ) ( 1)

, ,
( ,) )(i i H i H

res t d t r t d t

Π − Π−=W W A R Ω Hɺɺɺ ɶ  (27) 

where 
( 1) 2| |

s

i

d N d

− +−=Ω I Ψ U  denotes a redefined Lagran-

gian multipliers matrix, that must be selected so that the con-
straint of the optimization problem  (25) is respected. The 

matrix 1diag( , , )
sd Nµ µ= …U  is a diagonal matrix where 

, {1, , }
s s

s Nµ ∈ …  are the Lagrange multipliers. 

To enforce the sparsity constraint, the best columns of the 

dictionary 
r

A  are selected using an iterative greedy method. 

At each iteration the column of 
r

A  that is most correlated 

with the actual value of the residue ( )

,

i

res tW  is selected. In the 

first iteration, the residue is set to the trivial value 

( )
( )

( ) ( 1)
,, ( )

i
i i

ad tres t opt t

Π −= −W W Rɶ . Then, after identifying a set of 

columns of the matrix 
r

A  (one column per iteration) to form 

the analog feedforward equalizer matrix 
( )

,( )
i

a t opt

Π
W , we obtain 

the optimum digital feedforward equalizer matrix 
( )

,( )
i

d t opt

Π
W  

using the orthogonality condition. It can be proven that the 
optimum digital feedforward matrix is 

 ( ) ( )
1

( ) ( ) ( 1)

, , ,( ) ( ) ,
H

i i i

d t opt d a t opt t d t

−
Π Π Π −=W Ω W H R  (28) 

where 
( 1) ( ) ( 1) ( )

, , ,
(( ) )( )i i i i H

d t a t opt t a t opt

− Π − Π=R W R Wɶ and to respect the 

constraint of problem (25) 
d

Ω is given by  

 
( ) ( )(

))

1
( ) ( 1

1

)

, ,

1
( )

,

d

(

i )

,

(

)

ag
H

i i

d a t o

T

t

pt t d t

i

a t opt t

T
−

Π Π −

−
Π Π

=


=



×

∑Ω W H R

W H

 (29) 

After obtaining the optimum value of the digital feedfor-

ward matrix 
( )

,( )
i

d t

Π
W  the residue matrix (26) is updated. The 

previous steps iterate on the updated residue value to obtain 

the RF

r
N  index set to index the dictionary 

r
A .  

The proposed iterative hybrid space-time equalizer is iden-
tical to the equalizer proposed in [11] when the block length 

is equal to one ( 1)T =  and for iteration one ( 1)i = . 

V. PERFORMANCE RESULTS 

In this section, we access the performance of the two trans-
mit beamforming approaches combined with the iterative 
space-time equalizer. We consider a clustered channel model 

with 8
cl

N =  clusters, each with 10
ray

N =  rays, with Lapla-

cian distributed azimuth angles of arrival and departure. The 

average power of all 
cl

N clusters is the same and the angle 

spread at both the transmitter and receiver is set to 8 degrees. 
We assume that the transmitter’s sector angle is 60º wide in 
the azimuth domain and the receiver antenna array has omni-
directional antenna elements. The antenna element spacing is 
assumed to be half-wavelength. The channel remains con-
stant during a block, with size 32T = , and takes independent 

values between blocks. 
We present results for a scenario whose the parameters are

32
r

N = , 128
t

N = , 8
s

N = , 8RF RF

r t
N N= = . These results 

are presented for iteration 1, 2 and 4 of the digital and hybrid 
iterative space-time receivers, which are referred as digital 
and hybrid, in the following. 

The performance metric considered is the BER, which is 

presented as a function of the 
0/

b
E N , with 

b
E  denoting the 

average bit energy and 
0N  denoting the one-sided noise 

power spectral density. We consider 
2 2

1
, 1

sN
σ σ= … = =  and 

then the average 
0/

b
E N  is identical for all streams

{1, , }
s

s N∈ … . 

From Figs. 3 and 4 we can see the performance improves 
as the number of iterations increases as expected. Further-
more, the proposed hybrid equalizer is quite close to the dig-
ital counterpart for the 2-4th iterations. From these results, we 
verify that the gaps from the 1st to the 2nd iteration are much 
higher than from the 2nd iteration to the 4th.This larger gap 

 

Fig 3. Performance for sparse precoder. Fig 4. Performance for hybrid random precoder. 
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is mainly due to the removal of the residual ISI which enables 
the added benefit of a larger diversity. From the 2nd to the 
4th iteration there is also a benefit from ISI removal, but the 
gains are smaller since most of the ISI is removed in the 4nd 

iteration. At iteration 1, the BER target of 310−  is achieved 

for an 
0/

b
E N  of 6 and 2dB, for sparse precoder and random 

precoder, respectively. However, at iteration 4, the BER tar-

get of 310−  is achieved for an 
0/

b
E N  of -15.4 and -4.5dB, 

respectively. Therefore, the random precoder get a better per-
formance for iteration 1, but the gain for sparse precoder was 
higher and the sparse precoder has a better performance than 
random precoder at iteration 4. This happens because the 
mmW massive MIMO are very correlated. The random 
precoder deals better with interference, but we get a higher 
beamforming gain with sparse precoder that despite dealing 
worse with interference, this one can be mitigated with an ef-
ficient non-linear equalizer. 

VI. CONCLUSION 

In this paper, we compared the performance of two hybrid 
transmit beamforming approaches, with different levels of 
CSI knowledge, combined with a hybrid iterative space-time 
equalizer for mmW massive MIMO systems. The analog part 
considers the specific hardware limitation inherent to the an-
alog domain processing. A space-time encoder was used, be-
fore the analog precoders, to ensure transmit Gaussian based 
signals, which allowed to simplify the receiver optimization 
and to increase the system diversity. 

The results have shown that the sparse precoder with a hy-
brid iterative space-time receiver achieved the best perfor-
mance, mainly for low SNR regime, with a very few number 
of iterations. This happens because a larger beamforming 
gain can be achieved with sparse precoder and the interfer-
ence can be efficiently removed with the iterative receiver 
structure. On the other hand, the random precoder explores 
the diversity and overcomes the problem of very correlated 
mmW massive MIMO channels. Therefore, the random pre-
coder achieved the best performance for a linear equalizer 
(single iteration), because the signal at receiver suffers of less 
interference. Thus, we can conclude that the random precoder 
based transmitter structure is interesting for practical mmW 
massive MIMO based systems, where the channels are very 
correlated and it does not require CSI. 
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Abstract—Video streaming over wireless networks has 

been continuously increasing, which results in significant 

energy consumption and growing security concerns, 

especially for safety-related services such as video 

surveillance. Advanced transmission and security 

mechanisms are required to improve video quality, 

protect video transmissions, and in the same time 

achieve energy efficiency. One of the promising solutions 

is to exploit network coding. In this research paper, we 

provide network coding aided transmission as well as 

security mechanisms, and compare them to non-network 

coding schemes. It is proved that using network coding is 

capable of significantly improving the achievable video 

quality, and reducing the computation complexity as 

well as signaling overhead for data encryption. 

Keywords- secure video streaming; network coding; 

SVC. 

I.  INTRODUCTION 

Media Applications such as broadcasting IPTV video and 
video on demand (VoD) services have become extremely 
popular to both service providers that perceive them as a 
mean to expand their revenues and market share, and 
subscribers that can have access to all-IP based services and 
traditional TV on any device, through the Internet. The 
H264/SVC (Scalable Video Coding) as specified in Annex G 
of H.264/AVC allows the construction of bit-streams that 
contain sub-bit streams that conform to H.264/AVC [1].  

Network Coding is a promising technique that could be 
used for network content distribution. The concept behind 
network coding relies on XOR/linear combination among the 
packets in order to optimize throughput [2]. However, one of 
the constraints is because it necessitates considering coding 
distortion conveyed in a video packet in order to construct 
the network information flows in an efficient way [3]. 

The wireless media but other hand, is vulnerable for a 
wide range of attacks because of its broadcasting nature, 
which motivates a continuous research interest in this area 
[4][5] with the objective of providing sufficient security 
protection in an resource efficient manner. 

This paper examines the use of secure network coding for 
video applications over wireless environments. It is proved 
that using network coding is capable of achieving the max-

min-cut network capacity [6], and providing weak 
information-theoretical security [7]. 

The rest of the paper is organized as follows. The target 
scenario is introduced in section II, followed by a brief 
introduction of scalable video coding and network coding in 
section III. Video transmission schemes on multi-hop 
wireless network with and without network coding are 
detailed in section IV. In section V, two network coding 
assisted security mechanisms are described. The simulation 
results are demonstrated in section VI, followed by 
conclusion and future work in section VII. 

II. TARGET SCENARIO 

We are interested in considering an ad-hoc network, 
where nearby nodes are organized into clusters. One of the 
trustworthy nodes such as a desktop/router is selected as the 
cluster head. This cluster head is responsible of connecting to 
other cluster heads or severs. The example two-hop network 
as shown in Figure 1 consists of one source node (Node-S), 
three relay nodes (Node-R1, Node-R2 and Node-R3), and 
two destination nodes (Node-A and Node-B). The wireless 
links are denoted in dashed lines, which results in three 
disjoint paths from source node to each destination node via 
three different relay nodes. All the nodes are connected to 
other clusters or servers via the cluster-head R2. 

 
Figure 1.  Target scenario example: a two-hop wireless ad-hoc network 

consisting of five nodes. 
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Besides serving as a portal, the cluster-head is also 
evolved in key management. At the beginning of clustering, 
the cluster head broadcasts its presence. Each member node 
responses with a joining request, and negotiate a shared key 
using Diffie-Hellman key exchange algorithm [8]. 

Our target is to multicast a video sequence within this 
network in an efficient and secure manner. Without loss of 
generality, we focus on the communication within a single 
cluster. As shown in Figure 1, a H.264/SVC encoded video 
sequence is generated at Node-S, and transmitted to Node-A 
and Node-B. We will demonstrate in the rest of the paper 
that network coding could be applied in both transmission 
and security mechanisms so as to improve the efficiency. 

III. NETWORK CODING AIDED TRANSMISSION 

MECHANISMS 

In this section, we start introducing some preliminary 
concepts, followed with introducing the common procedure 
of video transmission. Then we detail in single hop scenario, 
how the video packets are transmitted without and with 
network coding. After that, we discuss the additional benefits 
of using network coding in a multi-hop scenario. 

A. Scalable Video Coding and Network Coding concepts 

There are different ways of introducing scalability in 
H.264 SVC. The bit stream supports the following scalability 
modes: Coarse-Grain Scalability (CGS: the transform 
coefficients are encoded in a non-scalable way), Medium 
Grain Scalability (MGS the transform coefficients can be 
split in several fragments) and Fine-Grain Scalability (FGS: 
the transform coefficients are arranged as an embedded bit 
stream). Without loss of generality, MGS has been used in 
this research work. 

Network coding is a revolutionary idea proposed in [6], 
which considered information bits as flow instead of 
commodity. It allows intermediate nodes in the network to 
store-recode-forward received information, instead of simply 
store-forward. Network coding algorithms can be classified 
according to various criteria [9]. Based on the present/absent 
of network topology knowledge, there are state-
aware/stateless network coding algorithms. 

The delay-sensitive nature of video streaming requires 
fast en-/decoding operation. Considering these two factors, 
stateless random linear network coding (RLNC) and the 
simply XOR operation have been widely recognized as good 
candidates [3,5,9] for video multicast over wireless network, 
which are also deployed in this paper. 

B. Common video transmission procedure  

A general video transmission involves three entities: 
source node, network, and sink node. Video is sampled at the 
source node frame by frame with a constant sampling 
interval Tf(s). Each frame is compressed and encoded into a 
sequence of packets. As demonstrated in Figure 2, each 
frame is encoded into two layers of packets, a base-layer (l = 
1) and an enhancement layer (l = 2) (Without loss of 
generality, we assume 2 layers generated using MGS). It is 
crucial for all destinations to receive base-layer packets. The 

enhancement layer packets are optional and not decodable 
without receiving the base-layer. 

 

Figure 2.  Illustration of video transmission and data encryption 1) 

without network coding; and 2)with network coding in a single-

hop scenario. 

It is essential for a sink node to buffer a few packets or 
frames before replaying the video. At a certain time slot, 
source node is in the process of compressing and encoding 
the k -th frame. Concurrently, packets belonging to the (k 
−1) -th video frame are transmitted and retransmitted over 
the network, and buffered at sink nodes. In the meantime, the 
(k − 2) -th video frame is displayed. As a result, the total 
transmission and retransmission time for each frame is equal 
to Tf. 

The H.264 SVC bit stream is organized in autonomous 
entities called NAL Units. Each NAL Unit contains a header 
and payload. NAL units are encapsulated in RTP packets. 
IETF has specified different modes of encapsulating NAL 
Units in RTP packets namely: Single NAL Unit (SNU), 
Aggregating NAL Unit from one frame to RTP (STAP), 
Aggregating NAL Units from different frames to RTP 
(MTAP), Fragmenting NAL Units to Multiple RTP Packets. 
There are 3 transmission modes for SVC namely: Single 
Session Transmission (SST), Multi-Session Transmission 
(MST) and Media-Aware Network Element (MANE). 
Without loss of generality, we use SNU for each layer and 
MST SVC Transmission Mode (Each layer sends 
independently its packets). We are interested in using 
network coding to reduce the packet loss ratio of RTP video 
packets, in order to improve the video quality. 

C. Single-hop scenario 

The transmission in a single-hop scenario is illustrated in 
Figure 2 without and with network coding. 
 

Without network coding scheme (WoNC): In the absent of 

network coding, the RTP video packets capsulated into IP 

packets by appending the IP header, and then pass to media 

access control (MAC) layer. Whenever a mobile node seizes 

an opportunity to transmit, adaptive modulation and coding 

is applied on the MAC layer packets based on the channel 
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condition. An acknowledgement is fed back to the 

transmitter when a packet is received. Otherwise, this MAC-

layer packet is marked as lost, and will be retransmitted 

later. Note that although end-to-end retransmission is 

forbidden in RTP/UDP/IP protocols, single-hop 

retransmission at MAC layer is allowed. 

 

With RLNC: When we have equal length data packets, 

RLNC scheme logically re-organized the original packets { 

p1, p2,... } at source nodes into generations, each of which 

is a set of packets with adjacent packet-ids. We use a pair of 

parameters (gid , gsize) to denote a generation to which 

packets with packet-ids equal to or larger than (gid -1)*gsize , 

and smaller than gid gsize . A coded packet is generated by 

linear combination, where ek is an element in a certain finite 

field F. In the header of a coded packet, the encoding vector 

e = (e1, K, esize) as well as gid is stored for later decoding at 

the receivers. A destination must receive equal or more than 

gsize number of linear independent coded packets in order to 

decode the original packets via Gaussian elimination. 

 

However, SVC video packets have several features very 

distinct from non-real-time data packets. First of all, the 

video packets do not have equal length, but varies from 

several bytes to 1000 bytes according to frame type and 

scene complexity. Simple padding will introduce a 

significant amount of overhead. Second, video service is 

sensitive to delay, which could not tolerant a big generation 

size. Third, some video packets are more important than 

others. For example, base-layer video packets are more 

important than enhancement-layer ones. Mixing those 

packets with different importance may introduce video 

quality degradation. 

 

Considering the aforementioned video features, we improve 

the network coding algorithm proposed in [3][10][11], and 

propose the following alterations:  

 Base-layer video packets are first transmitted 

without using network coding. 

 During base-layer packet retransmission, RLCN is 

applied over several packets. Supposed that four 

packets {p1,p2,p3,p4} are transmitted from Node-S. 

Only p2 is lost at Node-R1, and p3 is lost at Node-

R2. Both nodes can recover their lost packet if 

Node-S retransmits one coded packet  

 

 Enhancement layer video packets are transmitted 

and retransmitted using RLCN, since they usually 

have a longer packet length and smaller variation. 

 Enhancement layer video packets can be encoded 

with base layer video packets so as to provide 

higher protection to base-layer packets. Packet 

length variation is coped with the generation size 

allowed to change.  

 

As we demonstrate in the simulation section, the proposed 

RLNC scheme reduces the Packet Loss Ratio (PLR) 

compared to WoNC scheme, and improves the video 

quality. 

D. Multi-hop scenario 

Using network coding provides an additional benefit in a 
multi-hop scenario. More explicitly, RLNC provides a nature 
way to exploit multiple paths from the source to the 
destinations. This is because that coded packets are mixture 
of original packets. All relay nodes are free to send several 
coded packets, which will all be useful for decoding at the 
sink node. The CodeCast protocol proposed based on RLNC 
in [11] demonstrates benefits in terms of throughput and 
robustness improvement. By contrast, without network 
coding, relay nodes must be careful to avoid sending 
redundant packets, which results in a more complicated and 
less efficient routing protocol. 

IV. NETWORK CODING ASSISTED SECURITY 

MECHANISMS 

As shown in last section, network coding can be applied 
on video transmission for higher throughput. It can also be 
used in synergy with security mechanism [5] [12] [13]. In 
this section, we explain network coding assisted security 
mechanism in two aspects: video data encryption and 
multicast group key agreement.  

A. Lightweight encryption algorithm  

WoNC: In the absent of network coding, the data payload 
must be encrypted in order to protect data confidentiality 
against eavesdropping attack. Assuming that only the 
legitimate sink nodes have the decryption key, any 
intermediate node is not able to interpolate the video content 
based on the received encrypted packets. A comprehensive 
encryption methods for H.264 video can be found in [4]. 

 
RLNC: Network coded packets using RLNC are linear 

combinations of several original packets. If an intermediate 
node is not able to decode network code packets, it is not 
capable of interpolating the video content, which provides 
some degree of security. It also provides a lightweight 
solution as suggested in [12]. In this scheme, the network 
coding coefficients are encrypted using a secrete key at 
source node, then the encrypted coefficients becomes a part 
of the payload. Normal RLNC is further applied at relay 
nodes. The sink nodes who have the secrete key will first 
decode the coded packets using Gaussian elimination, then 
decrypt the source-node coding coefficients using the secrete 
key, and finally obtain the original video data by using 
Gaussian elimination again. The video content is protected at 
relay nodes who do not have the knowledge if the encryption 
key. Since the coding coefficient is significantly less than the 
payload, this mechanism significantly reduce the amount of 
encryption data. 

 
We illustrate the above-mentioned encryption methods in 

Figure 2. Due to the adjustment explained in Section 6-B, 
RLNC is not applied on layer-1 video packets. Hence, the 
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reduction using the lightweight encryption algorithm of [12] 
can only be achieved for enhancement layer video packets. 
In some use-cases, enhancement layer video packets also 
need to be encrypted. For example, in video-on-demand 
services, higher video quality is offer only to those users 
subscribe to this service. 

B. Efficient multicast group key agreement 

Aided with a trustworthy cluster-head as well as the 
connected authentication server (if available), it is possible to 
set up pair-wise keys between each cluster member node and 
the cluster head. We have explained this in Section II. 
However, for video multicast, a common group key is 
required between source node and all sink nodes. The 
management of group key is a difficult problem. Each time a 
new member is added or an old member is evicted from the 
group, the group key must be changed to ensure backward 
and forward security, which means a new member cannot 
figure out any past group key, and an evicted member is not 
able to guess any new group key neither. 

Many algorithms have been proposed for group key 
management [8]. One of them is called One-way function 
tree (OFT) assuming the presence of a centralized trust 
framework. Taking the example scenario shown in Figure 1, 
we illustrates the conventional OFT algorithm in Figure 3. 
More explicitly, the cluster-head Node-R2 is serves as a 
central trust point. At the beginning, Node-S, Node-A and 
Node-B have an individual symmetric key with the cluster-
head Node-R2 denoted as Ks, KA and KB, respectively. 
Then, these group members are divided into subgroups of 
size 2, and a new shared key between these two members is 
derived. For example, a new shared key between Node-S and 
Node-A is calculated as 

 

where h(.) is a one-way hash function, and f (.) is a mixing 
function such as concatenation. These new shared keys are 
further divided into subgroups of size 2, and a higher-level 
shared key is agreed using the same method. This process 
continues until a single shared key is agreed among all 
member nodes. Since the cluster head have all the individual 
keys, this shared key could be calculated at cluster head. 
However, for better security, it is not a good idea to directly 
transmit this group key to each member nodes. Instead, the 
cluster head encrypts the one-way hash value using 
individual secret keys, and distribute them to group member 
nodes, so that the group key could be derived locally at each 
member node. For example, the cluster head transmits two 
encrypted message to Node-A E_(K_A ) (h(K_S )) and 
E_(K_A ) (h(K_B )) where E_(K_A ) (.) represents 
encrypting a message using Node-A’s symmetric key KA 
.Similarly, the cluster-head must transmit 2 encrypted 
messages to Node-B and Node-S, which results in 6 
messages in total. The reason of having a tree structure is to 
facilitate updating or regeneration of new keys when the 
group membership changes [8]. 

The above-mentioned communication overhead for 
group key initialization could be reduced by using a simple 
XOR network coding operation. Instead of transmitted two 
messages E_(K_A ) (h(K_S )) and E_(K_A ) (h(K_B )) to 
Node-A and Node-B respectively, the cluster-head could 
simply broadcast one message XOR (h(K_A ),h(K_S )) to 
both Node-A and Node-B. Since they already have the hash 
value of its own key, it is easy to obtain the hashed value of 
the other key using XOR. Although the message is not 
encrypted, it is secure since only Node-A has the knowledge 
of its own key. As a result, this XOR-aided OFT algorithm 
could reduce 50% of the communication overhead in group 
key initialization process.  

V. SIMULATION RESULTS 

A. Simulation Setup  

An end-to-end test-bed platform has been used for the 
experiments comprising video encoder, streamer, network 
emulator and decoder. The test-bed has been used to evaluate 
video quality of two video sequences. The video encoder 
uses an H.264/SVC encoder configured to create two 
Medium Grain Scalability (MGS) layers of one base and one 
enhancement layer. More specifically, two video sequences 
namely Crew and Soccer with 4-CIF (704x576) resolution 
has been used during the experimentation phase. The frame 
rate is 60 fps, and there are 600 frames lasting for 10 
seconds. The intra period is set to 8 frames. The quantization 
parameters are set to 36-30 for both layers. 

An H.264/SVC Streamer/Receiver has been implemented 
in order to transmit and receive each video sequence through 
the network using RTP/UDP/IP protocol stack. Each 
generated packet of the streamer has a single Network 
Abstraction Layer Unit (NALU) with a total size of 1400 
bytes. Also an additional path is responsible for the 
transmission of the Parameter Sets (PS) to the client through 
a TCP/IP connection for more reliability because of their 
importance. 

Between the streamer and the client, we consider the 
two-hop network shown in Figure 1. Video packets are 
generated at Node-S, relayed by Node-R1, Node-R2 and 
Node-R3. Node-A and Node-B are destination nodes. The 
whole experiment has been repeated quite a few times in 
order to be statistically correct. 

B. Simulation Results 

Figure 4 illustrates the PSNR versus time for both RLNC 
and WoNC schemes. For low packet loss rates, RLNC 
provides better robustness as opposed to WoNC in terms of 
PSNR variations. As packet loss rate increases above 5% the 
two schemes starting to converge. 

Table 1 compares the amount of data needs to be 
encrypted using WoNC and RLNC scheme propose in 
Section VI. B and Section V.A. In both schemes, the payload 
in base-layer video packets needs to be encrypted. For 
enhancement-layer video packets, WoNC scheme encrypts 
all the payload, while RLNC scheme only encrypts the 
coding coefficients. We have set Galois Filed size equal to 8 
2 , and variable generation size with three options 2, 3 and 4. 
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For both video sequence Crew and Soccer, about 50% 
reduction is achieved using RLNC scheme. 

TABLE I: AMOUNT OF ENCRYPTION DATA FOR TWO VIDEO SEQUENCES 

USING 1) WONC SCHEME AND 2) RLNC SCHEME, AS WELL AS THEIR RATIO. 

  
WoNC 

(Bytes) 

RLNC 

(Bytes) 

(RLNC/WoNC) 

% 

Crew 

Layer-1 3823027 3823027 100% 

Layer -2 3477276 3419 0.09% 

Total 7300303 3826446 52.41% 

Soccer 

Layer-1 3757378 3757378 100% 

Layer-2 3226585 3418 0.1% 

Total 6983963 3760796 53.8% 

 

VI. CONCLUSIONS AND FUTURE WORK 

In this paper, we have explored the idea of using network 
coding for video multicast over wireless ad-hoc networks. 
We have examined three schemes: network coding aided 
video transmission, network coding aided encryption, and 
XOR-aided one-way-function tree group key initialization. 
The simulation results using two video sequences have 
proved that network coding significantly improves the video 
quality because of its capability of utilizing multi-paths and 
retransmission efficiency. Using network coding also 
reduces about 50% of the amount of data for encryption, as 
well as 50% of the communication overhead in group key 
initialization. We could conclude that network coding is a 
promising energy efficient solution for video multicast in 
future network. In summary, using network coding for 
secure video multicast over wireless ad-hoc network is a 
promising technical, and worth further in-depth 
investigation. 
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Abstract—This paper presents a resource allocation algorithm
for multi-user wireless networks affected by co-channel interfer-
ence. The analysis considers a network with one base station
(BS) that uses a multiple antenna transmitter (beamformer) to
schedule (in a time-division manner) transmissions towards a
set of J one-antenna terminals in the presence of K persistent
interferers. The transmitter is assumed to employ Maximum-
Ratio Combining (MRC) beamforming with spatially-correlated
branches and channel envelopes modelled as Rayleigh-distributed
processes. The BS has access to an imperfect (outdated) copy
of the instantaneous Channel State Information (CSI) of each
terminal. Based on this CSI at the transmitter side (CSIT), the BS
proceeds to select (at each time interval or time-slot) the terminal
with the highest channel strength for purposes of transmission.
This imperfect CSIT is also used to calculate the coefficients of the
beamformer that will be used to transmit information towards the
scheduled terminal, as well as for selecting the most appropriate
modulation format (threshold-based decision). In addition, the
transmission towards each scheduled terminal is assumed to
experience persistent co-channel interference that will degrade
the quality of the information reception process. The main merits
of this work are the following: 1) joint analysis of MRC-based
beamforming, terminal scheduling based on maximum channel
strength, and modulation assignment, and 2) joint modelling
of the effects of spatial correlation, co-channel interference
and imperfect CSIT. Results suggest that scheduling helps in
rejecting co-channel interference and the degrading effects of
imperfect CSIT. Spatial correlation could some times lead to
better performance than the uncorrelated case, particularly in the
low SNR (Signal-to-Noise Ratio) regime. Conversely, uncorrelated
branches always outperform the correlated case in the high SNR
regime. The use of higher numbers of antennas also improve
performance of the system. However, spatial correlation tends
to accumulate over the antenna array thus leading to a more
noticeable performance degradation and more allocation errors
due to the outdated CSIT assumption.

Keywords–Beamforming; Scheduling; Resource allocation, Im-
perfect CSIT, Maximum Ratio Combining (MRC)

I. INTRODUCTION

Multiple antenna systems (also known as MIMO or
Multiple-Input Multiple-Output systems) are expected to pro-
liferate in the coming years, particularly in the context of
5G or fifth generation of mobile systems [1]. The growing
demand for wireless connectivity, the limited transmission
resources, and the outdated spectrum allocation paradigm
have created the need for more efficient and higher capacity
transmission systems. MIMO technology offers considerable
capacity growth that escalates with the number of transmit-
receive antenna pairs. In addition to this, MIMO also offers
improved energetic efficiency and reduced interference with
minimum spectrum expenditure [2].

From the many different types of multiple antenna sys-
tems, perhaps beamforming technology represents the option
with higher potential for commercial solutions, mainly due to
its maturity, flexible implementation, and low computational
costs. Beamforming refers to the ability to dynamically steer
the phases of an antenna array and change the directionality
properties of the resulting radiation beams. This enables a wide
set of applications in multi-user settings, such as: interference
rejection/management [3], spatial multiplexing [4], and more
recently (with a few modifications) 3D beamforming with mas-
sive MIMO in 5G [5], beam-division multiple access [6], and
interference alignment [7]. In future networks, beamforming
will be key for efficiently organizing spectrum resources in
dense small cells, as well as minimizing energy expenditure,
reducing leakage and/or interference to adjacent cells or termi-
nals, and also for improving security against potential attacks
of signal jamming or eavesdropping in the network.

All these recent advances in the physical layer of mul-
tiple antenna systems need to be integrated with upper layer
algorithms. This has opened several issues regarding the cross-
layer design and optimization of beamforming and in general
multiple-antenna systems. One particularly important topic in
this field is the modelling of the underlying multiple antenna
signal processing tools to be used in resource allocation and
system-level evaluation frameworks. In large network set ups
with tens or hundreds of BSs and hundreds or thousands
of terminals, all the details of the PHYsical (PHY) layer
cannot be usually included in full detail in the analysis or
simulation loop. Therefore, a trade-off must be found between
the accuracy of the model that represents the underlying PHY-
layer and its flexibility for purposes of resource allocation and
optimisation at the system-level.

This paper attempts to partially fill these gaps by ad-
dressing the link-layer interface modelling in Rayleigh fading
correlated channels of an adaptive wireless multi-user network
using Maximum-Ratio Combining (MRC) beamforming and
terminal scheduling based on limited (outdated) feedback.
The transmitter selects the most adequate Modulation and
Coding Schemes (MCSs) and beamforming vectors based on
an estimated Channel State Information (CSI). This imperfect
CSI at the transmitter side (i.e., CSIT) is assumed to have
been initially collected by the receiver (perfect estimation), and
subsequently reported back to the transmitter via a feedback
channel affected by delay. This paper presents the analysis
of the statistics of correct reception process conditional on the
decision made by the transmitter (modulation format selection,
beamforming and scheduling) based on the inaccurate CSIT.
Link-layer throughput is evaluated by means of an interface
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model based on an instantaneous Signal-to-Interference-plus-
Noise Ratio (SINR) adaptive switching threshold scheme
for modulation assignment. This model aims to provide an
accurate but flexible representation of the underlying PHY-
layer suitable for upper-layer design. In the proposed model,
a packet transmission using a given MCS is considered as
correctly received with given values of BLock-Error Rate
(BLER) and spectral efficiency whenever the instantaneous
SINR exceeds the reception threshold of the selected MCS.
The reception parameters of each MCS are obtained from
Look-Up-Tables (LUTs) previously calculated via off-line
PHY-layer simulation. The main contribution of this work is
the joint analysis of spatial correlation, imperfect CSIT and co-
channel interference in link adaptation and terminal scheduling
for MRC-based multiple antenna beamforming systems.

This paper is organized as follows. Section II describes
previous works and the achievements of this paper with respect
to the state of the art. Section III describes the system model
and the assumptions of the paper. Section IV presents the link-
layer interface model. Section V deals with the statistics of
the estimated SNR and the instantaneous SINR. Section VI
presents analytic results and sketches of the statistics of packet
reception using different network assumptions. Finally, Section
VII presents the conclusions of this paper.

II. PREVIOUS WORKS

The simplest multiple antenna system is the MRC
transceiver, which provides a relatively flexible framework for
statistical analysis and interface modelling. The literature of
MRC transceivers has focused on the derivation of outage
and bit error probability distributions (see [18]-[26]). The
effects of imperfect channel knowledge on the performance of
MRC receivers in Rayleigh fading correlated channels can be
found in [18]-[19] following the analysis with perfect channel
estimation presented in [20]. A series expansion of the statistics
of MRC systems with correlated Rician channels is given
in [21]. A unified approach for analysis of two-stage MRC
systems with hybrid selection in generalized Rice correlated
channels was proposed in [22]. Extensions to the case of co-
channel interference are given in [23]-[26].

The present work considers the extension of outage prob-
ability analysis of MRC transmitters (beamformers) to the
study of Adaptive Modulation and Coding (AMC) in Rayleigh
fading correlated channels with imperfect/outdated CSIT and
co-channel interference. To the best of our knowledge, this is
the first attempt in the literature that addresses these issues
under the same framework. This work attempts to extend the
analysis of MRC systems towards including resource allocation
aspects which are typical of upper layer design (radio resource
management). In addition, network design and in particular
resource allocation for multiple antenna systems is usually
conducted under the assumption perfect CSIT. Imperfect CSIT
has been addressed in [27] for distributed systems and in [28]
for energy efficient MIMO link adaptation. In comparison with
these works, which are focused on numerical evaluation of
imperfect CSIT, this work provides an analytic framework
for obtaining the statistics of errors in MCS assignment for
correlated MRC transmitters.

A related topic is the analysis of the effects of limited
feedback in adaptive modulation for beam-forming and mul-
tiple antenna systems. The work in [29] provides a review

of the state of the art of limited feedback in adaptation
schemes for MIMO systems. The work in [30] presents the
analysis of adaptive modulation for two-antenna beam-formers
considering mean CSI at the transmitter side. The work in [31]
addressed the impact of outdated feedback on AMC and user
selection diversity systems for MIMO systems in Rayleigh
uncorrelated channels. Other works with limited feedback
for different types of system can be found in [33]-[35]. All
these previous works consider uncorrelated MIMO channels.
This work goes beyond this assumption searching for a joint
analysis of limited feedback and spatial correlation for adaptive
MRC transmitters with co-channel interference.

Notation: Bold lower case letters (e.g., x) denote vector
variables, bold upper case letters (e.g., A) denote matrices,
(·)T is the vector transpose operator, E[·] is the statistical
average operator, (·)∗ is the complex conjugate operator, fz
, Fz and F̄z denotes, respectively, the Probability Density
Function (PDF), Cumulative Density Function (CDF) and
Complementary Cumulative Density Function (CCDF) of any
random variable z, Z+ denotes the set of positive integers,
Re(·) denotes the real part operator, 0N is the vector of N

zeroes, IN is the identity matrix of order N , and
(
J − 1

l

)
=(

J − 1
l0, l1, . . . lN

)
= (J−1)!

l0!l1!,...lN
is the multinomial combinato-

rial number of J − 1 and N coefficients l0, l1, . . . lN arranged
in the vector l = [l0, l1, . . . , lN ]T .

III. SYSTEM MODEL AND ASSUMPTIONS

Consider the network depicted in Figure 1 with one Base
Station (BS) scheduling transmissions towards J terminals (in
a time-division fashion), each one with one receiving antenna,
and a set of K persistent single-antenna interferers. The BS
uses an N -antenna Maximum-Ratio Combining (MRC) beam-
former that is used to transmit information to a given terminal
at specific time slots. The channel vector between the BS and
the jth terminal is denoted by hj = [hj(1), hj(2), . . . hj(N)]T .
All instantaneous channel variables will be modelled as zero-
mean complex circular Gaussian random variables with vari-
ance γ: hj(n) ∼ CN (0N , γIN ) . The estimated channel
variable available at the transmitter side is given by ĥj =
[ĥj(1), ĥj(2), . . . ĥj(N)]T . This information is used by the BS
for purposes of beamforming, terminal scheduling and resource
allocation (modulation format assignment). The channel be-
tween the interferer k towards terminal j is denoted by hk,j
and is modelled as a zero-mean complex circular Gaussian
random variable with variance λ: hk,j ∼ CN (0, λ).

The transmitter selects one of M modulation formats,
which are arranged in increasing order according to their
target Signal-to-Interference plus Noise Ratio (SINR). The
target SINR of the mth MCS will be denoted by βm. The
variables θm and ηm will denote, respectively, the BLER and
spectral efficiency (in bps/Hz) considering operation at the
target SINR of the mth MCS. It is assumed that the receiver
monitors the quality of the channel and reports it back to the
transmitter. Based on this collected Channel State Information
(CSI), the transmitter selects the most appropriate MCS using
a correction for the decision thresholds denoted here by β̂m.
This paper considers perfect channel estimation at the receiver
side and imperfect channel state information at the transmitter
side (CSIT). Imperfect CSIT is assumed to be mainly due to a
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Figure 1. Wireless network with one transmitter using imperfect CSIT for
scheduling, modulation assignment and beamforming information to a set of

terminals in the presence of co-channel interference.

feedback channel affected by delay. The beamforming vector
is denoted by wj = [wj(1), wj(2), . . . , wj(N)]T , which using
the MRC criterion is given by wj = h∗j . Therefore, the signal
received by the scheduled terminal can be mathematically
written as follows

rj = wT
j hjsj +

K∑
k=1

hk,j šk + vj , (1)

where sj is the information symbol transmitted towards ter-
minal j, šk is the symbol transmitted by interferer k, and vj
is the additive white Gaussian noise experienced by terminal
j with variance σ2

v : vj ∼ CN (0, σ2
v). Considering the symbol

transmit power constraint E[s∗jsj ] = P , the estimated SNR at
the transmitter side from(1) is given by:

X̂j =
ĥHj ĥjE[s∗jsj ]

σ2
v

=

∑N
n=1 P |ĥj(n)|2

σ2
v

. (2)

Note that in this paper it is assumed that an estimate of
interference Ij =

∑K
k=1 hk,j šk in (1) is not available at

the transmitter. Therefore, all decisions will be based on an
estimate of the SNR in (2). The estimated channels will be
generated using the following linear correlation model:

ĥj(n) =
√

1− ρZj(n) +
√
ρGj , (3)

where ρ is the spatial correlation coefficient and the terms
Zj(n) and Gj are the zero-mean complex circular Gaus-
sian variables with variance γ. Note that this correlation
model complies with E[ĥj(n)∗ĥj(ñ)] = ργ, n 6= ñ, and
E[ĥj(n)∗ĥj(n)] = γ. This correlation model constitutes an ap-
proximation of real-life settings by assuming that all elements
experience the same correlation with each other. In real-life
systems, antennas farther apart from each other experience less
correlation than contiguous elements. The correlation model
for imperfect CSIT is given by:

hj(n) = ρcĥj(n) +
√

1− ρ2
cYj(n), (4)

TABLE I. LIST OF VARIABLES.

Variable Meaning

N Number of antennas at the transmitter side

ρ Spatial correlation coefficient

ρc Temporal correlation coefficient

P Transmit power

σ2
v Noise variance

γ Channel variance

λ Interferer channel variance

J Number of terminals

M Number of modulation formats

hj Channel vector of terminal j

wj Beamforming vector for terminal j

ĥj Estimated channel vector

X̂j Estimated SNR for terminal j

Γj Instantaneous SINR of terminal j

Ij Interference experienced by terminal j

hk,j Channel between interferer k and terminal j

K Number of persistent interferers

sj Symbol transmitted towards terminal j

šk Symbol transmitted by interferer k

βm Reception SINR target threshold for modulation format m

θm BLER for modulation format m @ βm

ηm Spectral efficiency of modulation format m @ βm

T Link Layer throughput

β̂m Selection SNR threshold of modulation format m

where ρc is the temporal correlation coefficient that describes
the accuracy of the CSIT. This correlation model complies with
E[hj(n)∗hj(n)] = ρcγ. The instantaneous SINR is given by:

Γj =
Re(P ĥHj hj)

Ij + σ2
v

(5)

where Ij =
∑K
k=1 P |hk,j |2 is the interference created by K

co-channel persistent interferers. Table I presents a list of the
main variables used throughout this paper.

IV. LINK LAYER MODEL

The probability of selection of a modulation format m is
given by the probability that the estimated SNR X̂j at the
transmitter side lies within the interval [β̂m, β̂m+1]:

Pr{β̂m ≤ X̂j < β̂m+1} (6)

Link-layer throughput (denoted by T ) will be expressed as a
linear contribution of all possible MCSs with their respective
selection probabilities from (6) and conditional reception prob-
abilities, each one weighted by their conditional throughput
performance (Tm):

T =

M∑
m=1

EΓj∗ [Tm(Γj∗)|β̂m ≤ X̂j∗ < β̂m+1]

Pr{β̂m ≤ X̂j∗ < β̂m+1}Pr{j∗ = arg max
j
X̂j}, (7)

where Tm(Γj) indicates of the link-layer throughput of termi-
nal j when using the mth MCS conditional on a given value
of the operational SINR Γj in (5) of the selected terminal. In
this paper, we consider a simplification of this expression, by
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assuming that the term Tm(Γ) in (7) is a step function defined
by a switching SINR threshold βm above which all packet
transmissions are assumed to be correctly received with a given
BLER θm and spectral efficiency ηm. The simplification can
be expressed as follows:

T =

M∑
m=1

∆BWηm(1−θm)Pr{Γj∗ ≥ βm|β̂m ≤ X̂j∗ < β̂m+1}

Pr{β̂m ≤ X̂j∗ < β̂m+1}Pr{j∗ = arg max
j
X̂j} (8)

where ∆BW is the operational bandwidth in Hz, Pr{j∗ =
arg maxj(X̂j)} is the probability of terminal to experience
the highest estimated SNR and therefore being scheduled for
transmission by the BS, and Pr{Γj∗ ≥ βm|β̂m ≤ X̂j∗ <
β̂m+1} is the probability of the instantaneous SINR Γj∗ to
surpass the threshold βm provided the estimated SNR X̂j∗

(used for MCS selection and terminal scheduling) lies in the
range [β̂m, β̂m+1].

Note that this last conditional probability term captures
the effects of imperfect CSIT on the performance of the
beamforming, scheduling and adaptation scheme. In the case
of perfect CSIT (ρc → 0), correct reception occurs with proba-
bility one. Also, note that the link-layer throughput expression
in (8) represents only an approximation (compression) of the
real performance of the system. The simplified model in (8)
assumes packets are erroneous when the instantaneous SINR
drops below the reception threshold βm, when in practice there
might be some cases where correct reception can still occur.
Conversely, some cases with higher instantaneous SNR than
the reception threshold could also lead to erroneous packet
transmissions. This type of compression/abstraction model as
in (8) has been proved accurate for system-level simulation
of networks with considerable excursions of path-loss values,
which are typical of cellular systems where terminals lie at
different distances from the access point.

V. PERFORMANCE ANALYSIS

The following subsections present the derivation of analytic
expressions of the different terms of the link-layer throughput
model in (8) . For convenience, it is useful to derive the
statistics of the estimated SNR (presented in Section V-A)
and then deal with the statistics of the instantaneous SINR
(presented in Section V-B) conditional on the MCS selection,
terminal scheduling, and beamforming processes.

A. Statistics of estimated SNR

Let us now substitute the correlation model described by
(3) in the expression of the estimated SNR in (2), which yields:

X̂j =

∑N
n=1 P |ĥj(n)|2

σ2
v

=

N∑
n=1

P |
√

1− ρZj(n) +
√
ρGj |2

σ2
v

.

(9)
The statistics of the estimated SNR have been investigated
in our previous work in [36]. The sub-index j is dropped
in subsequent derivations due to the symmetrical network
assumption. The probability density function (PDF) and com-
plementary cumulative distribution function (CCDF) are given,

respectively, by [36]:

fX̂(y) =
A

γ̌
e−

y
γ̌ + e−

y
γ̃

N−1∑
n=1

Bny
n−1

γ̃n(n− 1)!
, (10)

and

F̄X̂(y) = Ae−
y
γ̌ + e−

y
γ̃

N−1∑
n=1

n−1∑
u=0

Bny
u

γ̃uu!
=

= Ae−
y
γ̌ + e−

y
γ̃

N−2∑
u=0

yu

γ̃uu!

N−1−u∑
n=1

Bn, (11)

where γ̃ = P (1−ρ)γ
σ2
v

, γ̌ = αγ + γ̃, α = PNρ
σ2
v

, A =(
1− γ̃

γ̌

)1−N
and Bn =

(
− γ̃γ̌
)(

1− γ̃
γ̌

)n−N
. The effects of

terminal scheduling on the statistics of the estimated SNR will
be obtained via the theory of order statistics. The statistics of
the random variable with maximum value are given by the
following formula [37]:

fX̂∗(y) = JfX̂(y)FX̂(y)J−1. (12)

By substituting the expressions for the PDF and CDF of X̂∗ in
(12) and using the formula for multinomial theorem we obtain
the following expression:

fX̂∗(y) =
∑

l;
∑N
t=0 lt=J−1

α̃le
−µ̃lyyτ̃l

+
∑

l;
∑N
t=0 lt=J−1

αle
−µly

N−1∑
n=1

Bny
τl,n (13)

where

αl = J

(
J − 1

l

)
(−A)lN−1

N−2∏
t=0

(
N−1−t∑
u=1

−Bu
t!

)lt
, (14)

α̃l =
αlA

γ̌γ̃ τ̃l
, (15)

µ̃l =
τ̃l
γ̃

+
lN−1 + 1

γ̌
, (16)

τ̃l =

N−2∑
t=0

tlt, (17)

µl =
1 + τ̃l
γ̃

+
lN−1

γ̌
, (18)

τl,n = n− 1 + τ̃l, (19)

B̃n =
Bn

γ̃n+τ̃l(n− 1)!
, {lt, t} ∈ Z+, 0 ≤ t ≤ N (20)

For details of this derivation please see the Appendix.

B. Statistics of instantaneous SINR
Let us now substitute the correlation model described by

(4) into the expression of the instantaneous SINR in (5):

Γj =
Pρcĥ

H
j ĥj +Re[P

√
1− ρ2

c

∑N
n=1 ĥj(n)∗Yj(n)]

Ij + σ2
v

.

(21)
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Since we are interested in the reception probability term
Pr{Γj > βm} we can use (21) to express the term Pr{Γj >
βm}as follows:

Pr{Γj > βm} =

Pr

{
Pρcĥ

H
j ĥj +Re[P

√
(1− ρ2

c

∑N
n=1 ĥj(n)∗Yj(n)]

Ij + σ2
v

> βm

}
By rearranging the terms of the inequality we obtain:

Pr{Γj > βm} =

Pr{PρcĥHj ĥj +Re[P
√

(1− ρ2
c)

N∑
n=1

ĥj(n)∗Yj(n)]− βmIj

> βmσ
2
v} = Pr{ψj > σ2

v}.

The characteristic function of ψj conditionally on a particular
value of ĥj is the addition of two random variables: a Gaussian
process with mean PρcXj and variance P

√
(1− ρ2

c)Xj/2 and
a chi-square random variable with K degrees of freedom and
parameter −βλ. This can be mathematically written as follows:

Ψψj |hj (iω) =
ejPρcXj+ω

2P
√

(1−ρ2
c)Xj/2

(1 + iωβmλ)K
.

The CF conditional on the decision made by the transmitter
can be obtained as follows:

Ψψj |βm<Xj<βm+1
(iω) =

∫
βm

Ψψj |Xj (iω)f(Xj)dXj .

This term will be evaluated numerically and then transformed
into the PDF domain to obtain the statistics of instantaneous
SINR conditional on the decion made by the transmitter.

VI. RESULTS

This section presents graphical results of the statistics of
the MRC beamformer with adaptive modulation, scheduling
and co-channel interference with imperfect CSIT. Figure 2
displays the results of the Cumulative Distribution Function
(CDF) of the SNR of the scheduler conditional on the decision
made by the transmitter based on imperfect CSIT using a
hypothetical MCS selection threshold equal to (β̂ = 2). The
results in Figure 2 have been obtained using fixed transmit
power settings (Pγ/σ2

v = 1) assuming no interference with
different numbers of antennas (N = 2, N = 4) and different
values of correlation coefficients (ρ = 0.2, ρ = 0.95, ρc = 0.2
and ρc = 0.95).

Figure 3 shows the results for the CDF of the SNR using
the same settings as in the previous example, except for the
transmit power which is now set to Pγ/σ2

v = 5. The objective
of investigating the conditional CDF is to observe the effects
of imperfect CSIT on the instantaneous SNR experienced by
the scheduled terminals. The results show the heavy influence
of imperfect CSIT on the characteristics of the CDF. Low
values of the correlation coefficient ρ→ 0, see a considerable
degradation on the probability of correct reception. Note that
all curves of the CDF depart from the hypothetical decision
threshold set to β̂ = 2. This departure to the left-hand side
of the figure is a measure of the incorrect reception due to
imperfect CSIT. All the curves at the top left of the figure are
indeed the curves with worse CSIT conditions. It is observed

TABLE II. SINR(dB) vs BLER FOR WiMAX MODULATION AND
CODING SCHEMES [39].

QPSK 1/3 QPSK 1/2 QPSK 2/3
SINR BLER SINR BLER SINR BLER
-1.14 4.10e-3 1.32 4.13e-3 3.47 6.50e-3

QPSK 3/4 QPSK 4/5 16 QAM 1/3
SINR BLER SINR BLER SINR BLER
4.78 3.30e-3 5.46 4.97e-3 3.66 7.15e-3

16 QAM 1/2 16 QAM 2/3 16 QAM 3/4
SINR BLER SINR BLER SINR BLER
6.52 5.70e-3 9.37 3.80e-3 10.98 1.57e-3

that spatial correlation degrades performance at high values
of SNR, but it could be beneficial in the low SNR regime.
In some cases, spatial diversity provided by higher numbers
of antennas can even compensate for the effects of imperfect
CSIT, particularly at with low values of spatial correlation. In
all cases in both figures, it is observed that the performance of
the CDF is superior with higher numbers of terminals in the
scheduler, but this gain is more noticeable in channels with low
spatial correlation. It can be also observed that user scheduling
reduces the effects of spatial correlation. Spatial correlation
reduces the diversity gains of the combining beamformer, and
it can be accumulated over the several antennas resulting in a
more noticeable performance reduction. User scheduling pro-
vides extra diversity gains that can compensate this reduction.

The results presented in Figure 3 and Figure 4 have been
obtained using the same settings used in the previous two
examples, except for the interference assumption. The channel
power settings of the K = 2 persistent interferers were all set
to λ/γ = 0.1. The results show the CDF of the instantaneous
SINR instead of the SNR. The CDF results show how affected
the system becomes by the presence of interference. It becomes
evident that the presence of interference affects also how
the spatial correlation plays a role on the performance of
the system. This will become more evident in the results of
throughput presented in the following figures.

To test the performance of the algorithm in a full wireless
transmission system with different modulation formats, we
have used the settings of the WiMAX standard and its different
modulation schemes (see Table II). The results in Figure 4 and
Figure 5 present the overall throughput for a network with
different numbers of users included in the scheduler versus
different values of transmit average SNR. Figure 4 shows the
results with no interference, while Figure 5 shows the results
with K = 2 interferers using set to λ/γ = 0.1. The results
with interference show several changing patterns due to the
complex relation between interference and the received signal
by the terminals. Surprisingly at high values of transmit SNR
some of the curves with low spatial correlation tend to perform
worse that the correlated cases, which can only be explained
by the increased importance of the interference term and the
parameters of the modulation formats used in the simulation.

VII. CONCLUSIONS

This paper has presented an analytical framework for the
study of joint MRC beamforming, terminal scheduling and
resource allocation (modulation assignment) algorithms for
multiuser networks in the presence of persistent co-channel
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Figure 2. CDF of instantaneous SNR conditional on the estimated SNR
being above the threshold β̂ = 2 with fixed Tx power settings

(Pγ/σ2
v) = 5) without interference and different vales of antennas and

correlation coefficients.

Figure 3. CDF of instantaneous SNR conditional on the estimated SNR
being above the threshold β̂ = 2 with fixed Tx power settings

(Pγ/σ2
v) = 5) without interference and different vales of antennas and

correlation coefficients.

interference. The results show that co-channel interference can
considerably affect the performance of beamforming, being
counteracted by the effects of scheduling and higher degree
of accuracy of channel state information at the transmitter
side. The number of antennas tends to reduce the effects of
imperfect CSIT and interference. However, channel correlation
can affect these gains, particularly in the high SNR regime.
Conversely, in the low SNR regime it seems that channel
correlation can outperform the case on uncorrelated channels.
Spatial correlation effects tend to be accumulated when the
number of antennas increases and therefore its effects will be
more clearly observed in the high SNR regime.

Figure 4. CDF of instantaneous SINR conditional on the estimated SNR
being above the threshold β̂ = 2 with fixed Tx power settings

(Pγ/σ2
v) = 1) in the presence of cochannel interference

(K = 2, λ/γ = 0.1) and different vales of antennas and correlation
coefficients.

Figure 5. CDF of instantaneous SINR conditional on the estimated SNR
being above the threshold β̂ = 2 with fixed Tx power settings
(Pγ/σ2

v) = 5) in the presence of co-channel interference
(K = 2, λ/γ = 0.1) and different vales of antennas and correlation

coefficients.
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Figure 6. Throughput vs. transmit SNR for the MRC beamforming,
scheduling and resource allocation algorithm without interference and

different vales of antennas and correlation coefficients.

Figure 7. Throughput vs. transmit SNR for the MRC beamforming,
scheduling and resource allocation algorithm in the presence of cochannel
interference (K = 2, λ/γ = 0.1) and different vales of antennas, numbers

of terminals and correlation coefficients.
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APPENDIX

Derivation of order statistics of estimated SNR in (2)

Using the multinomial theorem, it is possible to obtain a
formula for the term FX̂(y)J−1 considering the expression in
(11):

FX̂(y)J−1 =
∑

l0,l1,...lN=J−1

(
J − 1

l

)
(−A)lN−1e−

lN−1y

γ̌

N−2∏
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e−yγ̃
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γ̃tt!

N−1−t∑
u=1

−Bu

)lt
where lt is the exponent index of the t-th element of the
multinomial expression(x0 + x1 + x2 + xt + xN )J−1 , con-
sidering that xt = e−yγ̃ yt

γ̃tt!

∑N−1−t
u=1 −Bu, 0 ≤ t ≤ N − 2,

xN−1 = −Ae−
y
γ̌ , xN = 1. The previous expression can be

reorganized as follows:

FX̂(y)J−1 =
∑

l0+l1+lN=J−1

(
J − 1

l

)
(−A)lN

e
−y
(∑N−2

t=0 lt
γ̃ +

lN−1
γ̌

)(
y

γ̃

)∑N−2
t=0 tlt N−2∏

t=0

(
N−1−t∑
u=1

−Bu
t!

)lt
By substituting the previous expression back in (12) we

then obtain:

fX̂∗(y) = J
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which can be rewritten as follows
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A further modification of this expression leads to:

f∗
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. This can be rewritten as the intended

expression in (13), which finalizes the derivation.
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Abstract—This paper proposes two strategies for retransmission
control of backlog traffic in the family of algorithms known
as Network Diversity Multiple Access (NDMA). This type of
algorithm has been shown to achieve (in ideal conditions) the
following aspects: 1) collision-free performance for contention-
based traffic, 2) low latency values, and 3) reduced feedback
complexity. These features match the machine-type traffic, real-
time, and dense object connectivity requirements in 5G. This
makes NDMA a candidate for contention traffic support in 5G
systems. However, existing analysis ignores the effects of backlog
traffic generated by the imperfect detection conditions that arise
in settings with finite Signal-to-Noise Ratio (SNR). This paper
aims to partially fill this gap, by providing analytic expressions for
the performance of symmetrical training-based NDMA protocols
with two different types of backlog traffic retransmission schemes.
In the first strategy, all terminals involved in an unsuccessful reso-
lution period retransmit immediately in the subsequent resolution
periods or epoch slots. This procedure is repeated continuously
(persistent retransmission) by inducing the same collision event
under different channel outcomes until all the contending signals
are correctly detected and received. In the second retransmission
strategy, the terminals in backlog state retransmit at a randomly
selected time-slot with a probability that that is assumed (for
simplicity) to match the transmission rate of the system. In
both strategies, expressions are here obtained of the maximum
stable throughput and the average delay experienced by any
packet to be correctly received by the destination. This allows
us to determine the capabilities of NDMA for achieving low-
latency, reduced feedback complexity, as well as highly stable
and real-time throughout performance. The results shown here
suggest that NDMA can achieve attractive low latency and high
throughput figures mainly at high SNR values and moderate
traffic loads.

Keywords–Multiple Access in 5G; Retransmission Diversity; Sig-
nal Processing; Multi-User Detection; Cross-layer Design; Random
Access; Multi-Packet Reception.

I. INTRODUCTION

Some of the main requirements in future 5G systems are
the following: 1) low latency for real-time and machine-type
communications, 2) increased spectral efficiency and through-
put performance for broadband high speed and industrial
applications, and 3) reduced signalling load and feedback
complexity to cope with the large number of objects and
terminals that will be competing for access to network re-
sources. Network Diversity Multiple Access or NDMA is the
family of signal-processing-based random access algorithms
originally proposed in [1] that represent a good candidate
to achieve the main goals of contention-based access in 5G
networks. In NDMA, adaptive retransmissions are used to
resolve collisions of variable size. For example, if a collision of

K terminals occurs, then the system attempts to induce enough
diversity via retransmissions to create K or more degrees of
freedom. These degrees of freedom or sources of diversity
will allow the system to recover the signals of the colliding
terminals via multi-user detection tools. NDMA is the perfect
example of cross-layer interactions: PHY (PHYsical) layer
diversity is created explicitly by retransmissions induced by
MAC (Medium Access Control) layer processes.

Training-based NDMA protocols have been proposed in
[1] and [2] for non-dispersive and dispersive channels, respec-
tively. Blind versions based on rotational invariance techniques
and Independent Component Analysis (ICA) were proposed
in [3] and [4], respectively. More recently, a combination
of NDMA, Multi-Packet Reception (MPR) and Successive
Interference Cancellation (SIC) was shown in [7] to potentially
break the barrier of M packets per time-slot, where M is the
number of antennas at the receiver. This is the highest through-
put potentially found in random access theory. Performance of
NDMA combined with Automatic Repeat reQuest (ARQ) has
been investigated in [8]. NDMA is expected to be an attractive
solution for future 5G systems, mainly because it achieves (in
ideal conditions) an almost collision-free throughput perfor-
mance with low values of latency or access delay and reduced
signalling feedback complexity.

There are several open issues that need to be solved in the
design of NDMA systems, particularly related to stability. Sta-
bility of asymmetrical NDMA systems under perfect detection
and reception conditions using the Foster-Lyapunov criterion
and the Loynes’ theorem were presented in [5]. Stability of
symmetrical NDMA protocols with finite SNR using a Markov
model for backlog states of the system was presented in [6].
Stability is loosely defined here as the ability of a network
to deal with the traffic requests of all the terminals within
a finite period of time. Stability is often more important but
also more difficult to investigate than throughput or delay.
Exact stability boundaries of NDMA in the case of imperfect
collision multiplicity estimation have not yet been obtained in
the literature.

This paper attempts to partially fill this gap, by obtaining
more accurate predictions of the stable throughput of conven-
tional NDMA systems considering backlog traffic with two
different types of retransmission strategy. In the first strategy,
also called persistent retransmission strategy, the backlogged
terminals immediately engage in a new resolution period in
an attempt to correctly decode the colliding packets. This
procedure is repeated until the conflict has been successfully
resolved. In the second retransmission strategy, backlogged ter-
minals retransmit randomly in future time slots assuming, for
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convenience, a retransmission probability that exactly matches
the transmission rate of the system. For both cases, the stability
condition is evaluated by means of a balance traffic equation
which is the result of a particular application of Loynes’
theorem of stability in queuing systems. Delay is evaluated
by means of the M/G/1 queue analytical framework, which is
commonly used in the literature of NDMA to estimate average
delay. The results show that NDMA is capable to surpass by a
significant margin its ALOHA counterparts, and when the SNR
is high enough and with moderate traffic loads, low latency
values and high throughput performance could be attractive
for future 5G networks.

The organisation of this paper is as follows. Section II
presents the system assumptions and definitions. Section III
presents the details of the first retransmission strategy (also
called here persistent retransmission strategy) where back-
logged terminals continuously retransmit information until the
BS correctly resolves the collision. Section IV details the
random retransmission strategy. Results of the retransmission
schemes are displayed and discussed in Section V. The con-
clusions of the paper are then presented in Section VI.

Notation: E[·] is the statistical average operator, E[x|y] is
the average of random variable x conditional on a particular
instance of random variable y, Ex[·] is the statistical average
operation over the probability space of random variable x,

(̄·) = 1 − (·) is the complement to one operator,
(
N1

N2

)
=

N1!
(N1−N2)!N2! is the combinatorial number of N1 elements
(objects) in N2 positions.

II. SYSTEM MODEL AND ASSUMPTIONS

This section deals with the system model and the assump-
tions used throughout the paper. The subsections are organised
as follows: Subsection II-A describes the scenario and the steps
of the original NDMA protocol. Subsection II-B describes
the backlog retransmission strategies. Subsection II-C defines
the types of collision resolution periods or epoch-slots, and
finally Subsection II-D provides illustrative examples of the
two proposed retransmission strategies.

A. Scenario description and NDMA protocol operation
Consider the wireless random access network depicted in

Figure 1 with one base station (BS) and J terminals. All
network elements have only one antenna. Each terminal is
assumed to have a buffer experiencing a packet arrival process
with Poisson statistics described by the parameter λ. The
transmission probability of any terminal at the beginning of any
resolution period is denoted by p. All channels are considered
non-dispersive, flat and block fading with Rayleigh statistics.

Whenever the terminals are allowed to transmit a packet,
they do so at the beginning of a new collision resolution
period or epoch-slot. At the beginning of every epoch slot,
the BS proceeds to obtain an estimate of the identity of
the contending terminals by means of signal processing tools
(details can be found in [1]). Each terminal uses as packet
header a unique orthogonal code previously assigned. The BS
exploits this header using a matched filter receiver and energy
detection processing to estimate the presence of each terminal
in the collision event. Since this process is prone to errors due
to fading and noise, the probability of detection conditional

on the terminal having transmitted a packet in the current
time-slot is given by PD (probability of correct presence
detection). On the other hand, the probability of presence
detection conditional on the terminal not having engaged in
transmission is given by PF or probability of false alarm.
In Rayleigh fading channels, it has been shown in [1] that
the Receiver Operational Characteristic (ROC) of the terminal
presence detector is given by PD = P

1
1+γ

F , where γ is the
average post-detection Signal-to-Noise Ratio (SNR).
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Figure 1. NDMA operation with the two backlog retransmission algorithms.
Scheme 1 is also called persistent retransmission scheme. Scheme 2 is also

called random retransmission scheme

The detection of the presence of the different active
terminals provides the BS with an estimation of the colli-
sion size. Based on this information, the BS proceeds to
request retransmissions from the contending terminals so as
to construct a virtual Multiple-Input Multiple-Output (MIMO)
system with the convenient rank conditions that will ensure
that the collision can be resolved via multi-user detection.

B. Backlog retransmission schemes
In NDMA, it is conventionally assumed that any detection

error at the BS side yields the loss of all packets involved
in the collision. Conversely, the collision is successfully re-
solved only when all the terminals are correctly detected (both
active and idle terminals). This paper proposes two backlog
retransmission schemes to deal with the packets that were
involved in an unsuccessful resolution period or epoch-slot.
The first scheme (also called persistent) allows the contending
terminals to engage immediately in a new resolution period.
The BS indicates to the terminals that the previous resolution
process did not succeed, and therefore the same contending
terminals are induced to collide again at the beginning of
the new resolution period. This procedure is repeated until
all the packets involved in the collision are correctly decoded
by the destination. In the second retransmission strategy, the
backlogged terminal retransmits randomly in a future epoch
slot with probability p, which is exactly the same probability
as the overall system attempt rate. This scheme is also called
random retransmission scheme.

C. Epoch-slot definition and feedback model
The collision multiplicity at the beginning of any epoch

slot will be denoted by the random variable K. The length
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of a simple collision resolution period will be denoted by the
random variable l. The period of time used for a packet to
be correctly decoded by the destination will be denoted by L,
and it will also be called super-epoch. Two types of epoch and
super-epoch are further defined: relevant, where a particular
terminal under analysis is always present, and irrelevant, where
such incumbent terminal is idle.

The BS has two feedback flags that are considered to
be ideal and instantaneous. One flag is used to indicate to
the colliding terminals that retransmission is needed in the
next time slot for purposes of diversity. The second feedback
flag occurs at the end of a collision resolution period and
indicates whether the epoch was successful or not. Based on
this information, the colliding terminals decide to enter in one
of the backlog retransmission schemes presented in this paper.

D. Examples
To further illustrate the proposed algorithms, Figure 1

shows the realization of the two retransmission strategies
over 4 epoch-slots. In the first epoch (e = 1) of scheme
1, three terminals collide at the beginning of the epoch slot
({1,3,8}). However, only two of them were detected correctly
as active ({3,8}). The system has requested only one more
retransmission when indeed it was necessary to collect two
more retransmissions to resolve the collision. This means
this epoch e = 1 is unsuccessful. The terminals are now in
backlog state and retransmit immediately in the next resolution
period. Once again, the detection process was incorrect, by
miss-detecting two of the contending terminals ({3,8}) and
estimating one of the idle terminals ({5}) as active (false
alarm). The backlogged terminals proceed then to retransmit
again in a third consecutive epoch slot (e = 3). This time
all terminals were correctly detected and the collision is
conveniently resolved. The fourth epoch (e = 4) allows new
terminals to transmit, and it can be observed that this case
was a successful epoch. Note that the first collision took three
epoch slots to be correctly resolved with total length of L = 7.
This set of epoch slots that a collision experiences to be
resolved is called super epoch.

In the second retransmission strategy, the three contending
terminals involved in the first resolution period ({1,3,8})
become backlogged. However, they start retransmission ran-
domly over the next epoch slots. In the second epoch slot,
terminal j = 1 retransmits the backlogged packet and this
time the resolution is successful. By contrast, the third epoch
sees terminal j = 3 to experience again an incorrect detection
with one case of false alarm. The last epoch shows that two
non-backlogged terminals experience a successful collision
resolution. Note that the super-epoch for terminal j = 1 is
given by the first and second resolution periods with a total
length of L = 4.

III. PERSISTENT RETRANSMISSION STRATEGY

In the first retransmission strategy, all the terminals in-
volved in an incorrect resolution period are forced to retransmit
immediately in the next resolution period(s). This process is
repeated until the collision is correctly resolved. The steps of
the persistent retransmission strategy are described in Algo-
rithm 1. Stability will be investigated here by using a modified
traffic balance equation. This equation has been used before
in [5] for stability analysis of NDMA. The expression states

the balance between the incoming and outgoing traffic in the
NDMA system. It is a modification of the Loynes’ theorem
of stability in queuing systems, and it can be written, in our
context, as follows:

p = λE[L], (1)

which states the balance between the transmission attempt rate
p and the incoming traffic rate per super-epoch-slot. In con-
ventional NDMA, correct resolution occurs when all terminals
are correctly detected. This occurs when all K contending
terminals have been correctly detected with probability PK

D
and all J − K idle terminals are not incorrectly detected as
active with probability P̄ J−K

F , where P̄F = 1− PF .
Consider now a collision of K out of J terminals. The

probability of correct resolution is equal to the joint probability
of correct detection of all terminals (active and idle), which
can be written as follows:

Pc,K = PK
D P̄ J−K

F . (2)

To obtain the expression for the average length of a super
epoch E[L] we consider that the resolution of any collision
of size K takes a random number of attempts described by a
geometric distribution with parameter P̄c,K from (2) and with
average number of attempts given by 1/Pc,K . Therefore the
average length of a super epoch conditional on the collision
size is given by:

E[L|K] =
E[l|K]

Pc,K
,

where

E[l|K] = KPD + (J −K)PF + P̄K
D P̄ J−K

F . (3)

For details of the derivation of the previous expression please
see the Appendix. Averaging over the probability space of all
potential collision sizes we obtain:

E[L] =

J∑
K=1

(
J
K

)
pK p̄J−KE[l|K]

Pc,K
(4)

The access delay for NDMA is usually approximated by the
formula of delay for an M/G/1 queue with vacations [1]:

D = E[Lr] +
λE[L2

r]

2(1− λE[Lr])
+

E[L2
ir]

2E[Lir]
, (5)

where, E[Lr], E[Lir], E[L2
r], and E[L2

ir] denote, respectively,
the first- and second-order moments of the length of a relevant
and irrelevant super-epochs. For the particular case of the
persistent retransmission scheme we obtain the following:

E[Lr] =

J∑
K=1

(
J
K

)
pK−1p̄J−KE[l|K]

Pc,K
(6)

and

E[Lir] =

J−1∑
K=1

(
J − 1
K

)
pK p̄J−1−KE[l|K]

Pc,K
(7)

The second order moments of the two types of super-epoch
are given by

E[L2
r] =

J∑
K=1

(
J
K

)
pK−1p̄J−KE[l2|K]

2− Pc,K

P 2
c,K

(8)
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and

E[L2
ir] =

J−1∑
K=1

(
J − 1
K

)
pK p̄J−1−KE[l2|K]

2− Pc,K

P 2
c,K

(9)

where

E[l2|K] = KPD(KPD +P̄D)+(J−K)PF [(J−K)PF +P̄F ]

+2KPD(J −K)PF + P̄K
D P̄ J−K

F (10)

For details of the derivation of this last expression please see
the Appendix.

1) Generate set of colliding terminals using traffic
model.

2) Start super-epoch slot.
3) Start of a conventional epoch-slot of NDMA
4) Detect the presence of contenting terminals
5) Request retransmissions to create a virtual MIMO

system
6) Attempt the decoding of the colliding terminals
7) Is the collision resolved? If Yes, then end of a

super-epoch and go back to step 1. If not, the same
contending terminals restart one more epoch slot.
Go back to step 3.

Algorithm 1: Algorithm NDMA with persistent backlog
retransmission control.

IV. RANDOM BACKLOG RETRANSMISSION STRATEGY

In the second retransmission strategy, backlogged terminals
use a random retransmission scheme with a probability that
is forced to match the transmission probability of the system
p. This assumption simplifies the derivation of metrics in the
system. In the case of different selection of retransmission
probability, it is necessary to use a Markov chain model of
the system and a two-state model for each terminal in the
network (see [6]). Terminals involved in a collision with an
unsuccessful first epoch will retransmit at different time slots
randomly selected. The steps of the random retransmission
scheme are enumerated in Algorithm 2. To investigate this
scheme, we will use a modified traffic balance equation written
as follows:

p = λE[L] = λ(pE[Lr] + p̄E[lir]), (11)

where Lr and lir indicate, respectively, the length of a relevant
super-epoch and irrelevant epochs. It is called relevant because
it denotes the super-epoch where a given terminal is involved
in transmission. In the random retransmission strategy, the
average number of attempts is dictated by the probability of
success resolution, denoted here by Pc and given by:

Pc = PD(pPD + p̄P̄F )J−1

The number of attempts has therefore a geometric distribution
with parameter P̄c and with average given by P̄c

Pc
. Now, since

the retransmission attempt is randomized, there is a number of
resolution periods ignored by the backlogged terminal. Another
geometric distribution of this inter attempt process is modelled
with parameter p̄ and average given by p̄

p . The final expression
is thus given by:

E[Lr] =
P̄c

Pc

(
p̄

p
E[lir] + E[lr]

)
+ E[lr],

where the average length of a relevant and an irrelevant epoch
can be written, respectively, as follows:

E[lr] = (J − 1)PA + PD + P̄DP̄
J−1
A (12)

and
E[lir] = (J − 1)PA + PF + P̄F P̄

J−1
A . (13)

For details of the derivation of these previous two expressions
we refer the reader to the Appendix. The average delay for
NDMA is usually approximated by the formula of delay an
M/G/1 queue with vacations [1]:

D = E[Lr] +
λE[L2

r]

2(1− λE[Lr])
+

E[L2
ir]

2E[Lir]
, (14)

where using the properties of binomial and geometric proba-
bility distributions we can obtain:

E[L2
r] =

E[l2r ]

P 2
c p

2
r

(15)

E[l2r ] = (J − 1)PA[P̄A + (J − 1)PA]

+2(J − 1)PAPD + PD + P̄DP̄
J−1
A (16)

and
E[L2

ir] = (J − 1)PA[P̄A + (J − 1)PA]

+2(J − 1)PAPF + P̄F P̄
J−1
A (17)

For details of the derivations of these expressions we refer the
reader to the Appendix.

1) Generate set of colliding terminals using traffic
model.

2) Start of a conventional epoch-slot of NDMA
3) Detect the presence of contenting terminals
4) Request retransmissions to create a virtual MIMO

system
5) Attempt the decoding of the colliding terminals
6) Is the collision resolved? If Yes, then go back to

step 1. If not, terminals backlog randomly the lost
packet with probability p. Go back to step 3.

Algorithm 2: Algorithm NDMA with random backlog re-
transmission control.

V. RESULTS

The results discussed in this section have been obtained
with a network configuration with J = 16 terminals with
an average SNR γ of 7, 10, and 15 dB. The detection
threshold has been adjusted to obtain a probability of false
alarm of PF = 0.01. Figure 2 shows the stable throughput
T = Jλ versus different traffic load values. Figure 3 shows
the delay experienced by the two retransmission schemes.
It can be observed that the persistent retransmission scheme
only slightly outperforms the random retransmission strategy,
particularly at low SNR. Both strategies seem to be able to
achieve the maximum throughput previously estimated in [1]
for the conventional version of the protocol without backlog
traffic. This is a significant result that paves the way for further
analysis about the equivalence of stability and throughout
metrics of the protocol.

It is worth pointing out that the main virtues of the random
retransmission strategy cannot be fully observed in the figures
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provided here. The random strategy will be optimum in net-
works affected by deep and long fades, or with terminals with
long term degrading channel conditions. Therefore, the reader
should keep in mind that random retransmission will play an
important role in particular network situations. Future networks
are meant to be more adaptive and cognitive to network and
channel conditions, and therefore it is expected that different
backlog retransmission strategies can be adopted on the fly
to maximize performance. Another aspect to point out is that
in comparison with ALOHA solutions, NDMA protocols are
capable to adopt persistent retransmission strategies, which
in ALOHA is practically impossible. Once a collision event
occurs in ALOHA, terminals must engage in random backlog
retransmission algorithms, mainly because the repetition of
the same collision event (used in persistent retransmission
schemes) leads inevitably to unstable performance. This is
another proof that NDMA is considerably better in terms of
stability than its ALOHA counterparts.

Regarding delay in Figure 4, both algorithms seem to
achieve the same performance. Delay is degraded as traffic load
reaches the maximum channel transmission rate. The values of
delay suggest that NDMA has good performance for real time
systems only at moderate traffic loads and at relatively high
values of SNR. To further illustrate the difference between
the conventional NDMA and the proposed retransmission
algorithms, Figure 4 shows the average length of the super
epochs of the two algorithms. It can be observed that the
super-epochs clearly are larger by several orders of magnitude
than the conventional NDMA, which is consequence of the
retransmission schemes. However, the reader must remember
that the original protocol ignores the effects of backlog traffic,
whereas in the present approach we estimate the effects of
backlog traffic by inducing further retransmissions so that
we can evaluate the performance of the algorithm in such
conditions. Note that at high SNR the retransmission schemes
are closer in performance to the average length of the epoch
in the conventional NDMA protocol.

Figure 2. Stable throughput (T = λJ) vs. transmission probability (p) using
the two proposed backlog retransmission schemes for various values of SNR.

VI. CONCLUSIONS

This paper has presented two retransmission schemes
of backlog traffic for the conventional NDMA protocol in

Figure 3. Average Delay (D) vs. transmission probability (p) using the two
proposed backlog retransmission schemes for various values of SNR.

Figure 4. Average length of a super-epoch (E[L]) vs. transmission
probability (p) using the two proposed backlog retransmission schemes for

various values of SNR.

Rayleigh block fading and non-dispersive channels. It has
been observed that under these assumptions the persistent
retransmission strategy, where terminals involved in an un-
successful resolution keep retransmitting until the collision is
resolved, provides the best results achieving an almost identical
value as the throughput without backlog traffic consideration.
However, the random retransmission strategy with a retrans-
mission probability equal to the system transmission rate
performs almost identically, but it has the further advantage
of being suitable for scenarios with deep and long-term fades
or with terminals with persistent bad channels conditions. The
results show that NDMA considerably outperforms stability of
ALOHA solutions. It has been also shown that for high SNR
values, the persistent retransmission scheme boils down to the
conventional NDMA solution. The importance of the results
in this paper is that NDMA shows great potential for handling
future low-latency traffic, particularly at high values of SNR
and moderate traffic loads. Additionally, we have obtained for
the first time a figure of the performance of NDMA with
backlog traffic, thus helping in the evaluation of the stability
properties of this type of protocol.
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APPENDIX

A. Derivation of the first- and second-order moments of the
length of an epoch-slot in (3) and (10), respectively, condi-
tional on the number of contending terminals K in the first
retransmission scheme (persistent retransmission)

The length of an epoch in NDMA can be regarded as
the linear combination of the contribution of the following
terms: 1) active terminals correctly detected, 2) idle terminals
incorrectly considered as active (due to false alarm), and
3) the contribution of only one time slot when no terminal
is detected (either active or idle). The first contribution of
active terminals conditional on K contending terminals has a
binomial distribution with parameter PD. Using the properties
of the binomial distribution, this component has an average
given by KPD and a variance given by KPD(KPD + P̄D).
Similarly, the contribution of the remaining J −K terminals
has also binomial distribution with parameter PF , average
(J − K)PF and variance (J − K)PF [(J − K)PF + P̄F ].
Finally, the probability that no terminals is detected as active
is given by P̄D

K
P̄ J−K
F with one time slot contribution to

the average and the variance of the length of the epoch slot.

The expressions for the first order moment is given by the
combination of the average lengths:

E[l|K] = KPD + (J −K)PF + P̄D
K
P̄ J−K
F ,

while the variance is given by the second-order combination
of the three components:

E[l2|K] = KPD(KPD +P̄D)+(J−K)PF [(J−K)PF +P̄F ]

+2KPD(J −K)PF + P̄K
D P̄ J−K

F

B. Derivation of the first- and second-order moments in (12)
and (16), respectively of the length of a relevant epoch-slot in
the second retransmission scheme

A relevant epoch is defined as the resolution period where
a particular terminal under study is assumed to be always
present in the collision event. Since the detection of a persistent
terminal has two detection cases, the derivation of the average
length of a relevant epoch is split into two cases: when the
persistent terminal is correctly detected with probability PD,
and when the terminal is incorrectly detected with probability
P̄D = 1 − PD. When the persistent terminal is correctly
detected (j ∈ T̂d∩T , where T is the set of colliding terminals
and Td is the set of terminals detected as active), the Probability
Mass Function (PMF) of the length of an epoch is given by a
modified binomial distribution with parameter PA considering
one terminal j is always present in the collision set and is
always correctly detected:

Pr{l = m|j ∈ T̂d∩T }

=


0, m = 0(

J − 1
m− 1

)
Pm−1
A P̄ J−m+1

A 0 < m ≤ J ,

and in the case the persistent terminal is not detected as active
(j 6∈ T̂d; j ∈ T ) we obtain:

Pr{l = m|j 6∈ T̂d; j ∈ T } =

=

(
J − 1
m

)
Pm
A P̄

J−m
A , m = 0, . . . J − 1.

The unconditional average length of a relevant epoch is ob-
tained by averaging over these previous two PMFs weighted
by their probability of occurrence as follows:

E[lr] = PDE[l|j ∈ T̂d ∩ T ] + P̄DE[l|j 6∈ T̂d; j ∈ T ],

which can be proved, using the properties of binomial distri-
butions, to lead to:

E[lr] = PD[(J − 1)PA + 1] + P̄D[(J − 1)PA + P̄ J−1
A ],

which after some algebraic operations yields the desired ex-
pression in (12). Similarly the second order moment can be
computed as follows:

E[l2r ] = PDE[l2|j ∈ T̂d ∩ T ] + P̄DE[l2|j 6∈ T̂d; j ∈ T ],

which yields:

E[l2r ] = PD{(J−1)PA[P̄A +(J−1)PA]+2(J−1)PA +1}+

P̄D{(J − 1)PA[P̄A + (J − 1)PA] + P̄ J−1
A ]},

which after some algebraic operations yields the desired ex-
pression in (16).
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