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SENSORDEVICES 2017

Forward

The Eighth International Conference on Sensor Device Technologies and Applications
(SENSORDEVICES 2017), held between September 10-14, 2017 in Rome, Italy, continued a
series of events focusing on sensor devices themselves, the technology-capturing style of
sensors, special technologies, signal control and interfaces, and particularly sensors-oriented
applications. The evolution of the nano-and microtechnologies, nanomaterials, and the new
business services make the sensor device industry and research on sensor-themselves very
challenging.

Most of the sensor-oriented research and industry initiatives are focusing on sensor
networks, data security, exchange protocols, energy optimization, and features related to
intermittent connections. Recently, the concept of Internet-of-things gathers attention,
especially when integrating IPv4 and IIPv6 networks.

The conference had the following tracks:

 Sensor devices

 Photonics

 Sensors domain-oriented devices, technologies, and applications

 Healthcare Sensors and Systems

 Sensor device technologies

 Trends on sensing devices and applications

 Medical devices and sensors applications

 Gas sensors

 Ultrasonic and Piezosensors

 Printed sensors

We take here the opportunity to warmly thank all the members of the SENSORDEVICES
2017 technical program committee, as well as all the reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and effort to contribute to
SENSORDEVICES 2017. We truly believe that, thanks to all these efforts, the final conference
program consisted of top quality contributions.

We also gratefully thank the members of the SENSORDEVICES 2017 organizing committee
for their help in handling the logistics and for their work that made this professional meeting a
success.

We hope that SENSORDEVICES 2017 was a successful international forum for the exchange
of ideas and results between academia and industry and to promote further progress in the
field of sensor devices. We also hope that Rome, Italy provided a pleasant environment during
the conference and everyone found some time to enjoy the historic charm of the city.
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Abstract— This paper deals with the development and investi-

gation of a volatile organic compound (VOC) system for differ-

ent scenarios. The integrated multi-sensor unit can detect dif-

ferent gases through the integrated 3-fold VOC sensor, where-

by a continuous measurement takes place. The system-

integrated flow control, with pump and flow sensor, allows the 

gas molecules to be transported directly to the VOC sensor. 

The entire measurement is permanently stored on an integrat-

ed Secure Digital (SD) card. If the previously determined limit 

range is exceeded, an alarm is generated. Due to the combina-

tion of different components, numerous applications are possi-

ble. The system is the first step or a tool towards further devel-

opments in the field of gas sensors and is primarily used for the 

validation of chemically based gas sensors, and it is still largely 

extended by application-specific influences. 

Keywords-gas detection; VOC; pump control; multi sensor 

device. 

I. MOTIVATION 

The environmental pollution caused by air pollution is 
becoming increasingly important nowadays. Cities and 
densely populated villages suffer from the enormous pollu-
tion, but also other critical points at which people gather. 
Pollution caused by VOC plays a significant role and is ad-
dressed by the VOC Solvents Emissions Directive [1][2]. In 
order to counteract the causes, sporadic measurements are 
carried out in order to detect the rate of pollution and to de-
fine the threshold values. Gas fluctuations and critical con-
centration peaks are often overlooked, which can lead to 
locally extreme environmental problems, although the spe-
cific causes can often not be determined immediately. A sys-
tem which can be deployed in a mobile manner, and hence 
which can be deployed in a distributed manner, enables 
chances to monitor pollution in various significant scenarios, 
e.g., in the areas of agriculture, chemical industry, and traf-
fic. 

Innovation is the catalyst for the technology of the future. 
It is important to develop new and better technologies that 
can continuously monitor the environmental impact. In the 
recently at BAM developed Universal Pump Sensor Control 
(UPSC3) module, different components and sensors are 
fused. The combination of the individual components makes 
the UPSC3 module an excellent monitoring and reference 
system. Measurements over long periods are possible, for 

mixed gas loads or for certain gas measurements. This paper 
describes the UPSC3 sensor module, which can be used for 
different application scenarios due to its functionalities [3]. 
The system is part of a mobile sensor network of several 
sensor units, which can also be used as standalone system. 

Section 3 describes the structure of the system and how it 
works, followed by initial tests and comparison with com- 
mercial sensors in section 4. The paper is rounded off with 
the application examples of the system and their advantages 
in section 5 and 6. Section 7 shows the work to be done to 
optimize the tool and the measurement process. 

II. SYSTEM DESCRIPTION 

The system and the sensors are protected from mechani-

cal effects by an aluminum housing, see Figure 1. An air 

duct is provided for sucking and discharging the gas mix-

ture. The exhaust air channel directs the induced gas-air 

mixture back into the environment from the commercially 

available VOC sensor, the sensor used is based on metal 

oxide semiconductor sensor technology. In order to be able 

to use the system on a mobile basis, all interfaces, such as 

supply voltage, communication and memory card slot are 

routed sideways. Any battery with 12 V DC voltage can be 

connected to the system as a power supply. The manual 

adjustment of the values and the monitoring of the meas-

urement is possible on the 2.8 "touch color display; the 3 x 4 

keyboard also serves as a manual entry of the values (sensor 

selection, threshold value, temperature, etc.). Further con-

nection possibilities are control signals for the opening and 

closing of the disk valve, by servo motor to regulate the gas 

supply at the calibration stations, as well as I/O pins for the 

control of external hardware (e.g., interrupt). 

 

 
Figure 1. UPSC3 front view with screen and key pad. 

1Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-581-4
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The connections for the signals as well as power supply are 

on the side. 

A. UPSC3 Schematics 

The system is divided into 7 blocks and figure 2 shows 

the sections. The control of the individual components and 

the sensor evaluation is handled by a 16 MHz AVR 8-bit 

microcontroller. In doing so, the system has been kept uni-

versal, and several interfaces allow communication with dif-

ferent devices. From the RS232 interface with 8 V Transis-

tor-Transistor logic (TTL) level to Universal Asynchronous 

Receiver Transmitter (UART) interface with 5 V TTL level 

to keep the possibility of the connection to the older devices. 

The I2C bus allows the system to communicate with other 

sensors or systems. Table 1 shows the functionality of the 

components in function groups. 

 

 
Figure 2. Schematics representation of the functional areas of the system. 

TABLE I.  COMPONENTS AND FUNCTIONS 

Component Group Function 

RS232 

Communica-

tions Interface 

Communication with PC (COM 
Port) 

UART Communication with PC (USB Port) 

I2C 
Communication with main  

device (Slave) 

TFT 
HID 

Control the Device with touch 
screen Show the module and sensor  

data on TFT 

KeyPad Enter values 

RTC 

Log and Time 

Current time 

SD card 
Save all measurement data into file 
Can be used for configuration file 

AFS 
Flow control 

Current airflow 

Pump Control airflow 

Gas sensor 

BAM Sensor 

Detects gas changes in the air 

Signal 

adjustment 
Control heater and signal adjustment 

MCU System control 
Control components and calculate 
results 

 

Table 1 describes the currently used modules of the sys-

tem. Further components are planned, more in Section 7. 

B. Modular design 

Figure 3 shows the modular design of the system. This 

principle offers the user, as well as the developer a fast 

troubleshooting and the possibility of system expansion. 

 

 
Figure 3. Modular design of the system 

The UPSC3 system has been designed according to a 

modular principle. Components which do not represent a 

large disturbance for the measurement can be exchanged. 

This has the advantage that the user is also able to carry out 

repairs autonomously or to replace components. The modu-

lar components are: 

 MCU (Micro Control Unit) 

 Voltage regulators 

 RTC 

 All peripherals 

C. Gas detection principle 

Figure 4 shows the principle of the gas detection, 

whereby the air channels, the air flow sensor, and the pump 

play a decisive role in the gas detection. 

 

 
Figure 4. Gas sensor module with air flow sensor and air ducts 

The transport of the gas mixture is carried out by the 

pump at a rate of 50 ml/min to 200 ml/min. The speed can 

be adjusted manually and is automatically adjusted by oc-

curring loads or constriction of the air channels. The air 

flow meter quickly detects these fluctuations and initiates 

corresponding measures by means of the system. The gas 

mixture is then passed through the air channel system in 

which the VOC sensor is located, then the sucked air gas 

mixture is led back into the free environment. 

2Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-581-4
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The sensor layers located in the VOC sensor change 

their resistance as soon as the gas molecules settle on the 

layer surface or with the increasing concentration. The con-

centration cannot be determined unequivocally, but can es-

timate the danger level by increasing the initial value. In 

order to operate the VOC sensor and reactivate it more 

quickly during the measurement, the implemented heating 

element (Pt10), which is located in the immediate vicinity of 

the layers, is kept constant at a temperature. If temperature 

fluctuations occur, the system automatically adjusts the 

temperature. This has the advantage that the temperature 

changes in the surroundings can also be detected and com-

pensated. 

D. UPSC3 Flow chart sequence 

Figure 5 shows the program sequence of the entire sys-

tem. At the start of measurement, the sensors are read out in 

predefined sampling times and the current values are dis-

played on the TFT and stored on the SD card. 

 
Figure 5. Main functions and the sequence of UPSC3 

After the system is switched on, all components are ini-

tialized and the initial values are set. The measuring cycle is 

then started. The air flow and the VOC heater are set to the 

minimum values which are necessary to operate the system. 

During the measurement, interrupt-controlled inputs are 

monitored by the system. If an input is made, the measure-

ment is stopped to perform the input. As soon as the input is 

finished, the set values are checked and compared with the 

current values. If the values deviate from one another, then a 

subsequent correction or adjustment of the values takes 

place. 

Due to the relatively sluggish gas sensor, the values in 

the secondary clock are read out, displayed on the display 

and stored on the SD card. All sensor values are formed as a 

mean value from a 32-value ring memory. If the gas concen-

tration exceeds the threshold values, these can be changed 

during operation, an alarm occurs in the form of a display or 

the threshold value can be exceeded by activating external 

hardware. All values are still stored on the SD card. 

III. LABORATORY TESTS 

Figure 6 shows a series of measurements in a closed 

room. The measurement took several hours to investigate 

the stability of the sensors and the system. The built-in 

UPSC3 VOC sensor and own signal processing (S1, S2, S3) 

is shown on the primary y axis, without the calculation of 

the resistance layers, only the analog voltage values howev-

er, the influence of gases can be explained, and the refer-

ence VOC sensor and signal processing (R1, R2, R3) is 

shown on the secondary y axis [4]. With the integrated 

pump and the flow sensor, conclusions can be drawn about 

the concentration of the gas. The reference is an identical 

VOC sensor, which is controlled by an evaluation tool kit 

developed by the manufacturer via USB [5]. Figure 6 shows 

not a direct comparison of the UPSC3 with the reference 

VOC sensor, this attempt should validate the control of the 

VOC sensor by the UPSC3 system and allows for classifica-

tion of the sensor signals in regard to gas identification and 

quantification. 

 

 
Figure 6. First measurements with UPSC3 and reference VOC 

The experiment was carried out in three steps: Step 1 

shows the initialization and the settling of the sensor layers 

after commissioning of the sensors. The heating element 

(Pt10) was brought to an operating temperature of 350 °C. 

Step 2 shows the detection of a gas, which is a 100 % essen-

tial oil called "exotic". The oil was held directly (1 cm) 

against the sensors, resulting in the deflections shown in 

Figure 6. In the last step, which is number 3, the operating 
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temperature of the heating element was increased to 400 °C, 

which resulted in a change in the overall course of all layers. 

The influence of the temperature change in the direct con-

nection of the Pt10 with the sensor layers. 

IV. APPLICATIONS 

UPSC3 is primarily used to calibrate and validate new gas 
sensors, but its application is very wide. Figure 7 shows a 
large part of the application scenarios, ranging from indoor 
applications (laboratories), wide open areas (farms) and ag-
glomerations (cities), as well as critical locations where a 
high concentration of gas poses a threat to humans (gas sta-
tions). 

 
Figure 7. Application scenarios for the UPSC3 system 

The module is primarily designed for the calibration of 

newly developed gas sensors. Other application scenarios are 

shown in Figure 7 but are not included in this paper. 

V. FEATURES AND BENEFITS 

 User-friendly 

 Sampling and threshold monitoring 

 Pattern recognition 

 Standalone System (mobile) 

 Robust aluminum housing 

 Modular design 

 Defective components are quickly interchangeable 
due to the modular design 

 BAM multi sensor system device enables TCP/IP 
communication, too 

VI. CONCLUSION 

By the interaction of the pump with the air flow sensor 

and the VOC sensor, it is possible to develop a process 

which can determine the concentration of gases. By regulat-

ing the temperature, the temperature fluctuations of the en-

vironment can be compensated. Due to the small size and 

the possibility of the battery connection to the system, the 

mobility is given, the UPSC3 system could be carried along. 

The detection of the gas takes place by the 3-fold VOC 

sensor, which can detect gases through its different layers. 

The pump supports and transports the air-gas mixture into 

the air ducts of the system. The detected values are dis-

played cyclically on the display and stored simultaneously 

on the SD card. If it is not possible to set the values directly 

on the system, configurations are also possible with a com-

puter via the UART, RS232 or I2C. 

The primary use of the system is to classify gas sensors 

under laboratory conditions that require control of external 

modules. The use in large areas is complicated by the lack 

of radio communication of the system. 

VII. OUTLOOK 

In order to improve the system and make the measure-

ments even more efficient, further sensors are planned for 

implementation. The sensors are placed directly in the air 

duct, the sensors will record the air humidity, as well as the 

temperature, so other parameters can be determined which 

are taken into account during the classification of the meas-

urement. The validation of the system takes place primarily 

in a hermetically sealed desiccator, with selected gases be-

ing used to define the accuracy of the measuring system. 

Through this validation setup, a pattern recognition for dif-

ferent gases e.g., Benzene, will be developed. Remote con-

trol of the system via a web interface is also planned and 

partially implemented. The control system adopts a power-

ful mobile BAM control unit, which is also under develop-

ment. For mobile use, an optimization of the power re-

quirement is still planned.  
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Abstract— White-nose syndrome (WNS), caused by the fungal 

dermatophyte (Pseudogymnoascus destructans), is considered 

the most important disease affecting hibernating bats in North 

America. The identification of dermatophytic fungi, isolated 

from the skins of cave-dwelling bat species, is necessary to 

distinguish pathogenic (disease-causing) microbes from those 

that are innocuous. This distinction is an essential step for 

disease diagnoses, early detection of the presence of microbial 

pathogens prior to symptom development, and for 

discrimination between microbes that are present on the skins 

of hibernating bats. Early detection of P. destructans infections 

of bats prior to symptom development is essential to provide 

effective early treatments of WNS-diseased bats which 

significantly improves their chances of survival and recovery. 

Current diagnostic methods using quantitative polymerase 

chain reaction (qPCR) for the detection of the microbes on bats 

require invasive methods (skin swabs) that tend to arouse 

hibernating bats resulting in consumption of valuable fat 

reserves that reduce their chances of winter survival. Also, 

qPCR only indicates the presence and quantity of fungal 

inoculum on bat skin, but does not indicate that the fungus has 

infected the host or that a state of disease exists since substrate 

fungal DNA used for PCR comes from outside of the host (on 

the surface of the skin) rather than from within the host (in 

deep subdermal layers of the skin). Consequently, we are 

developing non-invasive methods for the early detection of 

WNS-disease and other microbes of bats based on their 

production of unique mixtures of volatile organic metabolites 

that may be detected using a dual-technology, electronic-

nose/gas chromatography device for identifying and 

discriminating between the microbial metabolites produced in 

pure cultures. We determined that the Heracles II e-nose 

system was effective in discriminating keratinophilic fungal 

species using principal component analysis (PCA) of 

smellprints signatures coupled with discrimination index (DI) 

and gas chromatographic retention times (RTs) of major VOC 

GC-peaks produced in culture headspace. 

Keywords-electronic aroma detection; e-nose; fungal 

metabolites; volatile organic compounds; white-nose syndrome. 

I.  INTRODUCTION 

A large diversity of microbes have been isolated from the 
skins of cave-dwelling bats [1][2]. The skin-swabbing of 
small mammalian trogloxenes (animals that are temporary 

cave residents and move freely in and out of caves), 
particularly insectivorous bats while in hibernation (i.e., in a 
state of torpor), is a common practice among animal 
pathologists and wildlife researchers interested in obtaining 
cultures and conducting diagnostic tests for determining the 
etiology of various dermatophytic diseases acquired by 
volant mammals. Bats are known to be attacked by relatively 
few fungal dermatophytes including Pseudogymnoascus 
destructans (Pd), causing deep-seated skin infections, and 
Trichophyton redellii (ringworm) that causes superficial skin 
infections [3]. Over the past decade, White-nose Syndrome 
(WNS), caused by the psychrophilic dermatophyte and 
pervasive fungal pathogen P. destructans, has emerged as 
the most important disease of cave-dwelling bats in North 
America, causing extensive mortality and regional 
population declines of hibernating bat species in the eastern, 
mid-western and southern United States as well as 
southeastern Canadian provinces [4]. WNS is known to 
significantly affect at least eight species of bats in North 
America including the big brown bat (Eptesicus fuscus), the 
gray bat (Myotis grisescens), the eastern small-footed bat (M. 
leibii), the little brown bat (M. lucifugus), the northern long-
eared bat (M. septentrionalis), the Indiana bat (M. sodalis), 
the tricolored bat (Perimyotis subflavus), and the 
southeastern bat (M. austroriparius) [5]-[7]. The capability 
of clinical diagnosticians to detect and discriminate between 
the microbes growing on the skins of bats is a critical 
necessity for studying and identifying dermatophytic 
microbes involved in the complex interactions that occur on 
bat skins between fungal pathogens, innocuous microbes, 
and host defense responses that ultimately influence the final 
outcome of pathogenesis and disease development. To 
address this diagnostic capability, we are developing new 
noninvasive diagnostic tools and technologies to identify and 
discriminate between microbes that grow and multiply on the 
skins of bats in hibernation and outside of hibernacula. 

Electronic-nose (e-nose) devices have been used 
extensively to identify microbial pathogens in culture which 
are causal agents of diseases in plants, animals, and humans 
[8][9]. Various types of e-nose devices, utilizing different 
operational mechanisms for chemical detection, are 
particularly useful and effective diagnostic tools for the 
discrimination of  complex gaseous mixtures of volatile 
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organic compounds (VOCs) that compose the most common 
metabolic products of microbes released into the headspace 
of microbial cultures [10][11]. Some important potential 
advantages of e-nose devices as diagnostic tools, particularly 
for hibernating bats, are noninvasive early detection of 
infectious diseases and causal agents (minimal disruption of 
bat torpor patterns and behavioral disturbances during 
hibernation), rapid real-time disease detection capabilities 
using portable e-nose devices, low-cost diagnostic testing, 
high precision of measurements, low incidence of false 
positive results, and complex VOC-mixture detections 
without identifying individual chemical species within 
diagnostic samples [12][13]. 

Soil-borne psychrophilic (cold-loving) fungi related to 
the Pd-pathogen include other Pseudogymnoascus species 
(such as P. appendiculatus, P. roseus, and P. verrucosus), 
and numerous Geomyces species. Geomyces pannorum var. 
pannorum is a nonaggressive pathogen that occasionally 
causes superficial human dermatophytic diseases [14][15]. 
Although these fungi are somewhat related genetically and 
metabolically, differences in specific metabolic pathways 
used by these microbes result in the production of different 
types, combinations and mixtures of VOCs produced and 
released into the headspace of microbial cultures. 
Consequently, unique complex VOC-mixtures, released into 
culture headspace, may be used as a basis for discriminating 
between microbial species when analyzed by specialized gas 
sensor arrays such as e-nose devices [8]. 

The objectives of this study were to 1) determine the 
capability of the Heracles II fast gas chromatograph (GC)/E-
nose combination-technology instrument to discriminate 
between related keratinophilic fungi, including both 
pathogenic and innocuous species, isolated either from bat 
skin or from soils, a common reservoir of inoculum for 
fungal dermatophytes of bats, 2) document differences in gas 
chromatogram component peaks and patterns of VOC fungal 
metabolite mixtures released into the culture headspace of 
microbes tested, and 3) develop an aroma map indicating the 
relatedness and differences in fungal headspace VOC-
metabolites of keratinophilic fungi based on 3-dimensional 
principal component analysis (PCA). The results from this 
study will be used to evaluate the efficacy of this dual-
technology e-nose for discrimination of cultures of P. 
destructans and related fungi. 

This paper is composed of an introduction to 
dermatophytic fungi of bats and the use of e-nose VOC-
metabolite detection approaches in section 1, followed by 
experimental methods used for this work in section 2, 
describing the specific details of methods used in association 
with e-nose and GC runs and analytical procedures, followed 
by experimental results in section 3 providing details of 
research results and findings for e-nose analyses of fungal 
VOC metabolites from the headspace of microbial cultures, 
including sensor output responses to VOCs, PCA e-nose 
aroma maps of fungal dermatophytes, and associated data. 
Discussion and conclusions, based on the e-nose 
experimental results, are presented in section 4 to summarize 
the significance of findings and new discoveries resulting 
from this research. 

 

II. MATERIALS AND METHODS 

A. Fungal Strains and Growth Conditions 

Eight genetically-related keratinophilic fungi were tested 
in this study including: Pseudogymnoascus destructans 
20631-21 (PD6), the ATCC type strain originally isolated 
from a little brown bat (Myotis lucifugus) at Williams Hotel 
Mine, New York; Pseudogymnoascus destructans M-3902 
(PD3) from West Virginia; Pseudogymnoascus 
appendiculatus UAMH-10509 (PA1) and 
Pseudogymnoascus verrucosus UAMH-10579 (PV1), both 
isolated from a Sphagnum fuscum-Picea mariana bog near 
Alberta, Canada; Pseudogymnoascus roseus 722101 (PR1), 
the type strain of the genus [16]; Geomyces pannorum CCF-
340 (GP2), Geomyces pannorum CCF-338 (GP5), and 
Geomyces pannorum var. pannorum CMF-2582 (GP8) were 
obtained from the Center for Forest Mycology Research 
(CFMR; Madison, WI). All media were sterilized at 121°C 
under 15 PSI for 20 minutes. For long-term storage at 
−80°C, strains were grown and maintained in 24 hour 
darkness on Sabouraud dextrose agar (SDA) (4% dextrose, 
1% Neopeptone, 2% agar), incubated at 14°C for 8 weeks.  
Asexual spores were collected by washing sporulating SDA 
cultures with 5 ml of 0.1% deoctylsulfosuccinate (DSS) in 
SD broth to which an equal volume of 50% glycerol was 
added to suspend hydrophobic conidia [17]. 

B. Sample Preparation and Prerun Procedures 

All fungal strains tested were grown on SDA slants in 100 
mL Kimax GL45 glass bottles with 40 mL SDA culture 
medium per bottle.  Five glass-bottle cultures were prepared 
as replications for each strain. Three bottles of uninoculated 
SDA slants (SAB) served as controls. GL45 PBT open-top 
screw caps were fitted with Pyrex PTFE-faced silicone 
rubber septa. Agar slants were inoculated with 20 µl of 
frozen conidial spore suspension, spread with a sterile glass 
rod. Cultures were grown in darkness at 14°C for 4 weeks. 
To allow headspace VOCs to accumulate, cultures were 
moved to room temperature at 21°C in the dark for 18 hours 
prior to analysis on a weekly basis. The total quantity of 
VOCs accumulating in culture headspace over each weekly 
period were largely removed from bottle cultures for analysis 
each week so that the quantity of VOCs analyzed weekly 
indicated the quantity that had accumulated only over a one-
week period. 

C. Instrument Configuration and Run Parameters 

The Heracles II GC/Electronic-nose system (Alpha MOS, 
Toulouse, France), composed of a dual-column (DB-5 and 
DB-1701 output) fast-gas chromatograph (GC) with flame-
ionization detector (FID) and multiple e-nose sensors, was 
utilized for all culture VOC-headspace analyses. Fungal 
VOC-metabolites were manually injected using 15 ml of 
culture headspace per sample via 20 cc (Cadence Science 
Inc., Cranston, RI) glass syringe, trapped at 30 °C for 50 s 
before split-injection at 10 ml/min into DB-5 and DB-1701 
GC columns following isothermal heating at 240 °C for 30 s 

6Copyright (c) The Government of USA, 2017. Used by permission to IARIA.     ISBN:  978-1-61208-581-4

SENSORDEVICES 2017 : The Eighth International Conference on Sensor Device Technologies and Applications

                           17 / 146



at 57 kPa of pressure. Analyses were conducted at an initial 
oven temperature of 50 °C, ramping at 1 °C/s up to 80 °C, 

then accelerating the heating rate to 3 °C/s up to 250 °C for 
21 s. Analyzer injection volume was set at 5000 μl at a speed 
of 125 μl/s, injection temperature of 200 °C at 10 kPa 
pressure, injection time 45 s, and venting at 30 ml/min. The 
two FID detector temperatures, for separate dual columns, 
were set at 260 °C. Retention times (RTs) of VOCs were 
recorded for each peak for both GC columns. 

The e-nose analyzer component of the dual-technology 
Heracles II system utilizes a very large number of 
proprietary sensors in the sensor array. For data analyses 
involving statistical discrimination algorithms, only those 
sensors in the array that provided the largest output 
responses that added significantly to sample discriminations 
were utilized in data analyses, such as for PCA plots and 
derivations of aroma signatures or smellprint patterns that 
define the unique aroma fingerprints of VOC-metabolite 
mixtures contained within fungal headspace volatiles. 

D. Data Acquisition Parameters and Run Schedule 

Data acquisition rates for both GC data recording and e-
nose data from the sensor array were collected every 0.01 s 
intervals (100 data points per second) set at a constant data-
recording rate for the entire duration of each analysis run. 
Total run time for all analysis runs was 110 s. Both dual 
GC-columns and e-nose sensor arrays were purged with 
ultrapure air or blank samples between each sample 
analysis. 

E. Principal Component Analysis 

Three-dimensional principal component analysis (PCA) 
was performed on e-nose data using Heracles II software to 
compare the relatedness between aroma signature patterns 
derived from e-nose sensor array output responses to fungal 
VOC-metabolite mixtures in culture headspace. Distances 
between centers of data clusters (PCA mapping distance), 
derived from sensor array outputs of each fungal culture 
headspace (aroma classes or sample type), were determined 
on a PCA plot or aroma map by pairwise comparisons of 
aroma classes (sample types) in all possible combinations 
along with aroma Pattern Discrimination Index (PDI), 
expressed as a percentage, indicating the statistical level of 
discrimination (P-values) between each corresponding 
sample type compared based on aroma signature patterns 
(smellprints). 
 

III. RESULTS 

A. Gas Chromatography VOC Peak Analyses 

Analyses of gaseous VOC-mixtures produced by 

individual fungi in culture headspace, based on gas 

chromatographic (GC) patterns on chromatograms, provided 

indications of differences in the types and quantities of 

volatile metabolites produced. Most of the fungi tested 

produced common metabolites with peaks at RTs of 16.50 s 

and 26.57 s in 3-week old cultures, although P. destructans 

strains did not produce the 26.57 peak until several months 

later in older cultures (Table I). 

TABLE I.  GAS CHROMATOGRAPHY PEAK RETENTION TIMES AND HEIGHTS 

FOR INDIVIDUAL FUNGAL VOCS PRESENT IN COMPLEX METABOLITE 

MIXTURES PRODUCED IN CULTURE HEADSPACE 

 Peak heighta 

 Peak RTs of VOCs 

Fungal species Strain  15.30   16.50 26.57 59.60 63.10 

P. 

appendiculatus 
PA1 — 10,680 2,558    —   — 

P. roseus PR1 — 45,507 2,609    —   — 

P. verrucosus PV1 — 29,756 2,628    —   — 

G. pannorum GP2 —   7,361 2,650    —   — 

G. pannorum GP5 — 7,553 3,110    —   — 

G. pannorum 

var. pannorum 
GP8 5,542 12,438   — 3,467   — 

P. destructans PD3 —   81,246   PL    — 1,739 

P. destructans PD6 — 42,718   PL    — 1,981 

 
a. Peak heights indicate relative heights of individual peaks, representing 
separate VOC-metabolites produced by each fungal strain at the indicated 
RTs (for DB-5 column) derived from GC-chromatographs in separate 
analyses of headspace from fungal cultures on SDA medium. Symbols PL = 
VOC peak was produced later (in older cultures). 
 

The VOC-metabolite produced at RT=16.50 varied 
considerably in peak height for different fungi (up to 11-fold 
difference in quantities between G. pannorum and P. 
destructans strains, but variations in peak heights for the 
VOC-metabolite produced at RT=26.57 was quite consistent 
for all fungi tested with the exception of the G. pannorum 
var. pannorum strain that did not produce this metabolite. 
The unique production of two distinct metabolites at 
RT=15.30 and RT=59.60 only by the G. pannorum var. 
pannorum strain was considerably different from the other 
fungi, particularly G. pannorum strains that did not produce 
these particular VOC-metabolites at all. The two strains of P. 
destructans also produced a unique metabolite at RT=63.10 
that was not produced by the other fungi. 
 

B. E-nose Signature Patterns of Headspace Volatiles 

Comparisons of differences in e-nose smellprint patterns, 

derived from multisensor e-nose array outputs of the 

Heracles II GC/Electronic-nose instrument, provided 

additional data for discriminating between fungal species 

based on differences in e-nose multisensor responses to 

unique VOC-metabolite mixtures produced in culture 

headspaces. The e-nose smellprints produced by the 

multisensor array in response to differences in VOC-

metabolite mixtures were significantly different from that of 

SDA-medium alone that served as a control for comparisons 

to indicate the smellprint of background VOCs released from 

the common SDA culture medium itself (Figure 1, A-G). 
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Figure 1.  E-nose aroma signature patterns (smellprints) of complex 

headspace volatile mixtures, composed of fungal VOC metabolites from 

cultures of fungal dermatophytes and control: A) P. appendiculatus, B) P. 

roseus, C) P. verrucosus, D) G. pannorum, E) G. pannorum var. 
pannorum, F) P. destructans, and G) SDA medium control. 

The sensor numbers, labeled on the x-axis, are listed in 
the same order for all sample types analyzed. All of the 
smellprints, produced as sensor responses to VOC 
headspace volatiles of fungi in culture, varied considerably 
in sensor response intensity, shown on the y-axis, and in 
overall smellprints compared with each other and with the 
SDA-control (Figure 1G). The smellprint pattern of P. 
appendiculatus differed quite drastically from the other 
Pseudogymnoascus species, including the WNS fungal 
pathogen (P. destructans), P. roseus, and P. verrucosus 
(Figure 1 A-C,F). The smellprint pattern of P. 
appendiculatus only superficially resembled that of G. 
pannorum strains, but differences in individual sensor 
intensity responses varied considerably (Figure 1 A,D). 

The aroma signature patterns (smellprints) of culture 
headspace volatile metabolite mixtures of P. roseus and P. 
verrucosus were fairly closely related in appearance (Figure 
1 B,C). However, the smellprint patterns of G. pannorum 
strains and the G. pannorum var. pannorum strain GP8 
unexpectedly showed very little resemblance (relatively few 
sensor responses in common), but a very significant number 
of major and minor sensor responses were considerably 
different between these two sample types for the majority of 
sensors responding to VOC-metabolites within the e-nose 
sensor array (Figure 1 D,E). The smellprint pattern of P. 
destructans strains was uniquely different from those of 
other Pseudogymnoascus species and Geomyces species 
tested with relatively few major sensor responses and many 
minor sensor responses at low intensities (Figure 1 F). 

C. Principal Component Analysis 

The differences observed in sensor responses of the 
Heracles II e-nose sensor array to complex gaseous mixtures 
of volatile metabolites released into culture headspace were 
analyzed statistically using principal component analysis 
(PCA) to measure and quantify the differences between e-
nose aroma signatures produced by individual fungi. 
Pairwise comparisons of e-nose aroma profiles, tested in all 
possible combinations to assess and measure these 
differences, indicated widely varying PCA mapping 
distances (between data clusters for individual fungal 
species) and statistical differences as measured using a 
percentage Pattern Discrimination Index (PDI) for each 
pairwise comparison (Table II). These analyses collectively 
included 36 distinct PCA-pairwise comparisons between 
individual strains of each fungal species and between the 
fungal strains and uninoculated SDA slant (SAB) controls. 

All nine fungal strains tested showed high levels of 
significant differences from SDA-culture medium controls, 
both in terms of PCA mapping distances (range of 21,992-
106,723 mapping units) and percentage PDI (range of 72.3-
98.7%). PDI results provided precise numerical values 
(percentage indications) of differences between sample 
types in all possible combinations. The higher the value, the 
lower the relatedness between each paired combination.  
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TABLE II. PAIRWISE-COMPARISONS BETWEEN E-NOSE AROMA PROFILES OF 

CULTURE HEADSPACE VOC-METABOLITES OF FUNGAL DERMATOPHYTES 

AND SABOURAUD DEXTROSE AGAR CONTROL BASED ON 3-D PCA 

Aroma 

class 1 

Aroma 

class 2 

PCA mapping 

distancea 
PDI (%)b 

PA1 PR1   43,728.52   91.98 

 PV1     9,466.80   22.49 

 GP2   16,164.98   64.55 

 GP5   14,123.66   58.11 

 GP8   21,517.88   76.88 

 PD3   82,334.10   84.94 

 PD6   28,688.58   46.70 

 SAB   33,558.06   88.32 

PR1 PV1   42,352.60   88.24 

 GP2   58,469.24   97.89 

 GP5   55,983.53   97.69 

 GP8   62,777.83   98.26 

 PD3   38,967.67   57.28 

 PD6   17,424.10   25.88 

 SAB   68,801.81   98.71 

PV1 GP2   16,861.30   56.84 

 GP5   14,904.61   50.69 

 GP8   22,026.64   69.63 

 PD3   81,088.75   83.76 

 PD6   25,798.87   39.68 

 SAB   29,460.40   78.39 

GP2 GP5     4,006.78   24.00 

 GP8   10,541.13   70.59 

 PD3   97,246.99   89.50 

 PD6   42,247.27   67.83 

 SAB   22,116.79   93.74 

GP5 GP8   12,396.70   76.75 

 PD3   94,709.95   88.99 

 PD6   40,020.94   65.42 

 SAB   24,683.17   94.86 

GP8 PD3 101,318.45   90.28 

 PD6   46,643.56   72.09 

 SAB   21,992.46   94.65 

PD3 PD6   55,673.80   61.93 

 SAB 106,723.11   89.36 

PD6 SAB   51,724.00   72.25 

 
a. PCA aroma mapping distances indicate actual plotting distances 

between centers of data clusters for each combination of sample types 
compared. b. Percentage values for aroma Pattern Discrimination Index 
(DPI) indicate the P-value of significant differences (expressed as a 
percentage) for each pairwise comparison between sample types being 
compared, based on PCA-statistical testing of aroma plot data. 
 

The P. appendiculatus strain (PA1) PCA-mapping data 
cluster was most significantly different from P. roseus strain 
(PR1), G. pannorum var. pannorum strain (GP8), and P. 
destructans strain (PD3) based on mapping distance 

(between data clusters) and PDI (%). Strain PA1 of P. 
appendiculatus was considerably less different (more 
related) to P. verrucosus strain (PV1), but moderately 
different from G. pannorum strains (GP2 and GP5) as 
indicated by lower mapping distances and PDI values. 

P. roseus strain PR1 showed a PCA mapping data cluster 
that had very high significant differences in aroma mapping 
distances and PDI values from strains GP2 and GP5 of G. 
pannorum and strain GP8 of G. pannorum var. pannorum, 
but much less differences with data clusters of strains PD3 
and PD6 of P. destructans. 

P. verrucosus strain PV1 displayed PCA mapping data 
clusters with highly significant differences in aroma 
mapping distances and PDI values when compared with P. 
destructans strain PD3, but only moderate differences with 
strains GP2 and GP5 of G. pannorum, strain GP8 of G. 
pannorum var. pannorum, and lower levels of significant 
differences with P. destructans strain PD6. 

The PCA mapping data cluster of G. pannorum strain 
GP2 had low levels of differences in aroma mapping 
distances and PDI values when compared with data clusters 
of G. pannorum strain GP3, but differences in these two 
PCA statistical parameters were highly significant when 
compared with PCA data clusters of P. destructans strains 
PD3 and PD6 as well as G. pannorum var. pannorum strain 
GP8. Very similar results were observed for PCA 
comparisons of the mapping data cluster of G. pannorum 
strain GP5 with P. destructans strains PD3 and PD6 and G. 
pannorum var. pannorum strain GP8. 

Construction of a 3-dimensional plot (aroma map) of all 
sample types tested using PCA provided a visual means of 
comparing the PCA mapping distances between data clusters 
of each sample type as well as an overall Discrimination 
Index (DI), indicating the relative overall strength or level of 
discrimination between all sample types included in the PCA 
test.  Displayed DI values are validated by the Heracles II 
software (using green highlighting), indicating a passing 
PCA test at P≤0.10 level of significance when a successful 
discrimination between sample types is achieved. 

The plotted aroma data cluster of G. pannorum var. 
pannorum strain GP8 was most obviously separated from 
the other fungi tested as indicated in the 3-dimensional PCA 
aroma map of fungal VOC-metabolite mixtures in culture 
headspace (Figure 2). The overall discrimination index (DI) 
was 67.0 for this 3-D PCA plot. 

A most surprising result was the discovery that G. 
pannorum var. pannorum strain GP8 produced an aroma 
signature that was highly different from G. pannorum 
strains GP2 and GP5. 

Mapping data clusters in the 3-D PCA plot of e-nose 
aroma signature data among Pseudogymnoascus species 
generally were well separated with only a few minor 
overlaps for some combinations between species. Data 
clusters for P. destructans strains were most distant (least 
related) with P. appendiculatus strain PA1, intermediately 
distant from  (moderately related with) P. verrucosus strain 
PV1, and least distant from (most related to) P. roseus strain 
PR1.  
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Figure 2.  E-nose aroma map showing the chemical relatedness between 

fungal dermatophytes using Principal Component Analysis (PCA). 

The percentages of total variance, accounting for the 

variability explained by each orthogonal principal 

component, are as follows: PC 1 = 95.6%; PC 2 = 3.0%; and 

PC 3 = 0.7%. Thus, most of the variability in the PCA was 

accounted for by PC 1 (x-axis), whereas PC 2 (y-axis) and 

PC 3 (z-axis) account for only a small proportion of the total 

variance. 

IV. DISCUSSION AND CONCLUSIONS 

Analyses of VOC-peak patterns from GC chromatograms 
of volatile metabolites produced in culture headspace 
indicated that most of the fungi tested produced metabolites 
at the same two RTs, suggesting the production of some 
common VOCs and the likely use of similar metabolic 
pathways by these genetically-related fungi. Differences in 
VOC peak heights at specific RTs provide evidence that 
different keratinophilic fungal species and strains may utilize 
slightly different metabolic pathways or have gene 
duplications within the genome that produce varying 
quantities of common VOC-metabolites in culture [18]. 

G. pannorum var. pannorum produced two unique VOC-
metabolites that were different from those produced by all 
other related fungal species tested. Significant differences in 
VOC-metabolite mixtures (produced in culture headspace) in 
addition to pathogenicity differences, combined with PCA 
pairwise-comparisons and e-nose mapping data of VOC-
metabolite mixtures, all suggest that G. pannorum (strains 
GP2 and GP5) and G. pannorum var. pannorum strain GP8 
function metabolically as separate species and that G. 
pannorum var. pannorum perhaps should be elevated as a 
distinct new Geomyces species, rather than just a variety, or 
perhaps a new Pseudogymnoascus species. The taxonomy of 
Geomyces and Pseudogymnoascus species currently is in a 
state of flux and some researchers already consider G. 
pannorum var. pannorum to be a Pseudogymnoascus species 

based on more recent DNA-homology results from genetic 
studies. 

The authors chose to compare the relatedness between 
smellprint patterns, derived from e-nose sensor array output 
responses to fungal VOC-metabolites, using the PCA 
method with PDI values because these e-nose analysis 
procedures are most useful for providing precise numerical 
values of differences with statistical levels of significance.  
The WNS-pathogen P. destructans was most closely related 
metabolically to P. roseus and P. verrucosus, and less related 
to P. appendiculatus based on 3-dimensional PCA mapping 
distance, PDI, and data clustering on the e-nose aroma map. 
These results were consistent with similar indications of 
relative genetic relatedness between these species based on 
genetic analyses using genomic DNA-homology tests [19]. 
The uniquely different mixtures of VOC-metabolites 
produced in culture headspace by strains of P. destructans, 
compared to its non-pathogenic cave-dwelling psychrophilic 
(cold-loving) and saprophytic relatives consisting of other 
Pseudogymnoascus and Geomyces species commonly in 
cave sediments, indicate that the Pd-pathogen has shifted its 
metabolic pathways toward pathogenic phenotypes and 
greater utilization of keratinogenic substrates. Recent 
evidence suggests that this shift in substrate specialization 
from saprobic to pathogenic phenotypes in P. destructans 
has occurred at the expense of reduced saprotrophic enzyme 
activity [20]. This data suggests that P. destructans has co-
evolved over time with its bat hosts and moved away from 
the utilization of carbon sources in the environment, leading 
to its somewhat reduced capacity for saprotrophic growth. 
Although P. destructans is still considered a competent 
saprotroph that persists and sporulates in cave sediments 
(presumably due to its emergence from non-pathogenic 
ancestors), its reduced activity of urease and endoglucanase 
saprobic enzymes provide evidence that it may be shifting 
toward increasingly pathogenic activity [20][21].   

Our results indicate that the Heracles II GC/e-nose dual-
technology instrument was effective in discriminating 
between genetically-related species of Pseudogymnoascus 
and Geomyces, common keratinophilic fungi of bat skin, 
based on the production of unique VOC-metabolite mixtures 
in culture headspace. Furthermore, PCA provided indications 
of differences in metabolic relatedness between fungal 
species based on unique mixtures of fungal VOC-metabolites 
produced. This capability of e-nose devices to detect and 
discriminate between complex VOC-metabolites produced 
by pathogenic and non-pathogenic keratinophilic fungi of 
bats could potentially provide a new effective means for the 
noninvasive early detection and diagnosis of devastating 
wildlife diseases, such as WNS. A cheaper, more portable e-
nose device potentially could be useful for both rapid 
diagnosis of the disease in living bats and for determining the 
cause of death post-mortem [22][23]. The WNS-epizootic 
has already killed over six million hibernating bats in North 
American since the disease was first detected and identified 
in New York State in 2006 [1][24][25]. Consequently, there 
is a need for a rapid, noninvasive method for early WNS 
disease detection at the geographical advancing front of the 
epizootic in order to allow for the application of very early, 
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more effective WNS-control applications, particularly prior 
to the appearance of WNS-disease symptoms, as newly 
approved treatments are developed and become available. 
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Abstract—We propose and experimentally demonstrate a 

hybrid fiber optic sensor (FOS) using fiber Bragg gratings 

(FBGs) and intensity based FOS for measuring the temperature 

and the strain simultaneously. Experimental results showed the 

simultaneous measurement performance of the strain and the 

temperature for the proposed FOS, which are in good 

agreement with those measured using commercial sensors. The 

proposed hybrid FOS has the advantages of low cost, simple 

structure, and remote multipoint sensing characteristics. 

Keywords- Hybrid FOS; simultaneous measurement; intensity 

based FOS; strain free FBGs  

I. INTRODUCTION

Techniques for simultaneously measuring the strain and 
the temperature using fiber optic sensor (FOS) have been 
developed and considerable interested in the concomitant use 
of different forms [1]. Various discrimination methods to 
measure the strain and the temperature separately using fiber 
Bragg grating (FBG) have been reported [2]. FOSs for 
measuring the strain and the temperature simultaneously can 
be classified into hybrid FOS and integrated FOS. The hybrid 

FOSs are the combined FBG and long period grating (LPG) 

method [3] and the FBG/Fabry-Perot (F-P) cavity method [4]. 
The integrated FOSs are the combination of three sensors 
which consists of a polarimetric sensor, photonic crystal fiber, 
and FBG [5] and the combination of Mach-Zehnder 
interferometers and temperature insensitive photonic crystal 
fiber [6].  

Recently, we had reported an intensity based FOS, which 
consists of general FBGs and intensity based FOS head for 
measuring the only strain [7]. In this paper, we propose and 
experimentally demonstrate a hybrid FOS using strain free 
FBGs instead of the general FBGs for measuring the strain 
and the temperature simultaneously, based on our previous 
work [7].  

II. THE PROPOSED HYBRID FOS STRUCTURE

The proposed hybrid FOS for measuring the strain and the 
temperature simultaneously is shown in Figure 1, which 
consists of strain free FBGs and an intensity based FOS. The 
light from broadband light source (BLS) enters through hybrid 

FOS via ports ① and ② of an optical circulator (OC). The 

reflected spectra by strain free FBGs return to PD via an OC 
and a tunable F-P filter. The tunable F-P filter transmission 
spectrum is changed by the applied sawtooth wave. The 

overlapping power of 𝐼𝐹𝐵𝐺(𝜆)  and 𝐼𝐹𝑃(𝜆) , 𝑃(𝜆) , can be
expressed as follows:  

𝑃(𝜆) = ∫ 𝐼𝐹𝐵𝐺(𝜆) × 𝐼𝐹𝑃(𝜆 + 𝜆′) 𝑑𝜆′
+∞

−∞

(1) 

where 𝐼𝐹𝐵𝐺(𝜆) is the FBG reflection spectrum and 𝐼𝐹𝑃(𝜆) is
the F-P filter transmission spectrum. To measure the 
temperature using FBG Bragg wavelength shift, we propose 
an adequate signal processing algorithm, which is shown in 
LabVIEW program of figure 1. The separated signals are 
detected as sharp peaks corresponding to FBGs Bragg 
wavelengths. They determine the corresponding tunable F-P 
filter driving voltages, which use to determine the Bragg 
wavelengths.  

To measure the strain using the intensity based FOS, we 
used our previous FOS structure [7]. When the optical power 
of reflection spectrum from FBG1  and FBG2  are 𝑃1(𝜆)  and
𝑃2(𝜆) , respectively, the measurement parameter 𝑋  can be
expressed as follows [7]:  

where 𝐻 is the transfer function and 𝛽 is the calibration factor. 
The calibration factor, 𝛽 , is determined when an intensity 
based FOS head has no loss. The transfer function, 𝐻, in (2) 
can be obtained from 𝛽 and 𝑋. When the strain is applied to 
intensity based FOS head, the optical fiber bending loss 
corresponding to the applied strain occurs. The occurred 
optical power loss makes to change 𝑋  and 𝐻 . The applied 
strain can be obtained by using the 𝐻. Based on the above 
FBG Bragg wavelength detection algorithm and the intensity 

𝑋 =  
∫ 𝑃2(𝜆) 𝑑𝜆

∫ 𝑃1(𝜆) 𝑑𝜆
= 𝛽 ∙ 𝐻2 (2) 

Figure 1.  Schematic diagram for the proposed hybrid FOS structure. BLS: 

broadband light source, OC: optical circulator, PD: photodetector.  
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based FOS operating principle, the proposed hybrid FOS 
structure could have the ability of measuring the temperature 
and the strain simultaneously. 

III. EXPERIMENTAL RESULTS 

To show the performance of the proposed hybrid FOS, we 
implemented a proposed hybrid FOS in Figure 1 using an 
intensity based FOS and two strain free FBGs. Two strain 
FBGs, FBG1 and FBG2, have a full width at half maximum 

(FWHM) of 0.1 nm, a gauge factor of 9.7 pm/℃, and Bragg 

wavelengths of 1553.1 nm and 1553.8 nm, respectively. 
Firstly, to show the temperature measurement 

performance for the proposed FOS, we measured the 
temperature with the signal processing unit in Figure 1 and 
compared with the commercial FOS (I-MON 512E, Ibsen 
Photonics). Figure 2 shows the measured wavelength 
according to the temperature with the proposed FOS and the 
commercial FOS. As shown in Figure 2, the measured results 
of the proposed FOS have a good agreement with those of the 
commercial FOS. The FBG1 and  FBG2 average errors for the 
proposed FOS from the reference curve based on the 
specification of strain free FBGs were 0.013 nm and 0.011 nm 
comparing with the commercial FOS errors 0.032 nm and 
0.001 nm, which showed the same error range.  

Secondly, to show the strain measurement performance 
for the proposed FOS, we measured the strain with the 
intensity based FOS in Figure 1 using a universal testing 
machine (5982 INSTRON). Figure 3 shows the measured 
strain by using the intensity based FOS comparing with those 
of the extensometer. The %strain determined by using 𝐻2 has 
a good agreement with the measured %strain using an 
extensometer. To get the relationship between the two 
measured results, linear curve fitting was used, which showed 
the RMSE value of 0.002 and R-square value of 0.9956. The 
average difference of between %strain of the extensometer 
and one of the intensity based FOS were 0.003 %strain and 
standard deviation were 0.002 %strain. Also, we measured the 
𝐻2 in Figure 1 according to the varying temperature from -10 
to 50 ℃ with step of 10 ℃ five times to confirm the 
temperature influence of the intensity based FOS. The 
standard deviations of the measured temperature at each 
temperature are less than 0.789E-04, which means little 
temperature influence of the proposed intensity based FOS. 

From the above experimental results in Figures 2 and 3, 
we may consider that the proposed hybrid FOS has the ability 
measuring the strain and the temperature simultaneously. 

IV. CONCLUSIONS 

We have proposed and experimentally demonstrated a 

hybrid FOS structure using the intensity based FOS and the 

strain free FBGs. To demonstrate performance, we measured 

the temperature and the strain, which are compared with the 

commercial sensors. The average errors for the measured 

temperature and strain showed acceptable range of errors 

comparing with those of the commercial sensors. Also, we 

confirmed that the proposed intensity based FOS has little 

temperature influence. Further work under development is 

focusing on applying our proposed hybrid FOS with the 

measuring the strain and the temperature simultaneously for 

structure health monitoring. 
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Figure 2.  Measured Bragg wavelength FBGs vs the temperature with the 

proposed FOS and the commercial FOS.  

 

Figure 3.  Measured the squared transfer function, 𝐻2, and %strain 

according to applied load  
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Abstract – A number of chalcogenide glasses for the fabrica-
tion of potentiometric electrodes selective for heavy metal ions
were melted and characterized. The focus was directed on the
detection of Cu2+ and Pb2+ ions. In addition to the preparation
of conventional rod electrodes, the purpose of the research was
the realisation of corresponding planar electrodes in thick film
technology. Until now, for measurements, only rod-electrodes
were available. Miniaturized electrodes were achieved for the
case of copper ion determination, whereupon several glass
compositions were tested. The sintering behavior of the inves-
tigated lead ion selective glasses hitherto did not allow the fab-
rication by the thick film process. The requirement to add AgI
to the initial mix is associated with light sensitivity of corre-
sponding sensors.

Keywords-determination of heavy metals; potentiometric
sensor; chalcogenide glasses; thick film technology; copper;
lead.

I. INTRODUCTION

Commonly used analytical procedures to detect heavy
metals are Atom Absorption Spectroscopy (AAS), Optical
Emission Spectrometry using Inductive Coupled Plasma
(ICP-OES), Polarography and Ion Chromatography (IC) [1-
4]. However, the devices needed are highly complex and
require experienced operators. Measurements to be taken
directly on-site are not possible by means of these methods.
Other disadvantages are their high operational and equip-
ment costs. A substantially more cost-effective alternative
delivers the use of Ion Selective Electrodes (ISE) that allow
continuous measurements in liquids [5]. Because of a sim-
ple experimental setup and a miniaturized sensor membrane,
ion selective potentiometry is becoming increasingly im-
portant for the determination of ion activities and integrated
sensor arrays [6]. For heavy metal ions, selective mem-
branes chalcogenide glasses represent promising base mate-
rials. In the 1970s, Trachtenberg and Baker [7] introduced
Ion-Selected Electrodes (ISEs) based on Chalcogenide
Glasses (CG) to determine Fe3+ and Cu2+ ions.

At the end of the 1980s, Vlasov et al. [8]-[13] devel-
oped a systematic synthesis and carried out physical and
electrochemical investigations at new CG-materials for the

detection of Fe3+, Cu2+, Cd2+, Pb2+, Ag+ and Sn2+ ions in
solutions. Further research results of CG for the analysis of
liquids were presented by Vassiliev and Boycheva [14] in
the year 2005. Conde Garrido investigated CG based on Ag-
Ge-Se for the development of ISEs [15].

For the fabrication of such materials, in general, the re-
quired chemical compounds are heated in evacuated quartz
ampoules and quenched, subsequently. In the process of
making conventional potentiometric ISEs, the CG-bulk ma-
terial is removed from the ampoules, cut into thin slices,
mounted in a waterproof rod-shaped body and afterwards
contacted. Pollrich [16] und Kloock [17] describe the fabri-
cation of glasses. With regard to on-site analysis, currently,
miniaturization of such as ISEs is at the core of research.
During the on-site analysis, measurements can be carried
out fast and easy at the sampling location with only reason-
able effort and without equipped laboratory tests. Thus,
quantitative and semi-quantitative statements about pollu-
tant contents, e.g., in water, soil and solid waste, can be
made. Therefore, especially small and robust sensors are
required. For the miniaturization, several thin-film technol-
ogies are in use to deposit the CG-bulk material as thin
membrane on, e.g., potentiometric or field effect based sen-
sor structures. In the 1980s, Vlasov et al. [18] carried out
first experiments to realize thin Cu2+-ion sensensitive CG-
membranes by means of Radio Frequency (RF) Co-
Sputtering on Ion Sensitive Field Effect Transistors
(ISFETs). Further procedures to produce thin film sensors
for heavy metal analysis in liquids are RF Magneton Sput-
tering, Sputtering in combination with Ion Implementation,
Evaporating, Flash Evaporating with Photo Doping as well
as Electrochemical Deposition. All mentioned physical pro-
cedures have problems with respect to a stoichiometric dep-
osition of thin CG-membranes based on multi-component
mixtures. However, maintaining of the stoichiometry is of
importance for the functionality of the CG-based ISEs. A
method that realizes the stoichiometric deposition of glass
membranes is Pulsed Laser Deposition (PLD). It was used
by Schöning and Kloock [19]-[22]. In the PLD process, CG
is rapidly removed from the bulk material and deposited on
a transducer structure with remaining stoichiometry. Signif-
icant disadvantages of the procedure are high equipment
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costs and enormous amount of time for the realization of the
CG-thin film membrane.

The rest of the paper is structured as follows. In Section
II, advantages of thick-film (TF)-technology as possible
fabrication method of CG electrodes are highlighted. Sec-
tion III contains the description of all experiments in con-
nection with fabrication and characterization of the elec-
trodes. In Section IV, the achieved results are presented and
discussed. We conclude in Section V.

II. OBJECTIVE

The goal of this work is the development of a cost-
effective process for the manufacture of miniaturised CG-
ISEs. This is given by thick-film (TF)-technology. Sensors
for the determination of heavy metals fabricated by means
of this technology would have the decisive advantage over
those prepared with physical processes (like, e.g., PLD),
namely, that they can be produced cost-effectively in small
quantities.

The great potential that is offered by TF-technology,
regarding market and technology, can be utilised for the
development of electrochemical sensors. Advantages of a
ceramic-TF based heavy metal sensor are its mechanical
robustness, high chemical resistance and tightness, as well
as the associated low susceptibility to cross influences.
Thus, the aim is to create a TF-sensor for heavy metal ions,
e.g., to be used in environmental analysis. In this paper,
Cu2+ and Pb2+ ions are the focus of interest. One challenge is
the material and process development for the realisation of
CG-membranes in TF-technology on ceramic substrates.
From CG-bulk material, a submicron powder has to be pro-
duced for the realisation of a sinterable TF-paste. This re-
quires fundamental tests of the sintering behaviour of chal-
cogenide glasses under inert conditions.

III. EXPERIMENTS
Ag, Pb, Cu, As, S, As2S3, As2S5, As2Se3 and AgI, as

well as PbS powders have been used for the fabrication of
the glasses and Cu, Pb, K, Ca and Na nitrates for the prepa-
ration of the calibration solutions, in each case in a purity
>99.99 wt.-% obtained from Alfa Aesar GmbH Co. KG and
Sigma-Aldrich Chemie GmbH. For melting the CG, the
individual glass components were inserted in a cylindrical
quartz ampoule. This was filled with nitrogen in a reaction
chamber, evacuated (<10-3 mbar) and hermetically sealed.
The powder containing body was transferred in a quartz
glass reactor, which then was placed in a tube furnace
(B180, max. temperature: 1300°C, see Figure 1).

Figure 1. Tube furnace with laboratory stirrer

For the slow movement of the ampoule during the heat-
up phase with 100-110 K/h until temperatures of 1000-
1100°C and a melting process duration of 8-9h, a stirrer was
used. Immediately after the melting process, the ampoule
was quenched in cold water and destroyed for the collection
of the glass. In particular, following heavy metal ion selec-
tive CG-glass systems of different stoichiometry were melt-
ed: CuAsS, CuAsSe, CuAgAsSe (Cu2+ sensitive) and
PbAgIAsS (Pb2+ sensitive)

Surface, structure, qualitative and quantitative compo-
sition as well as thermal expansion coefficient of the glasses
and pastes that were later prepared for the screen printing
process were characterised by means of following methods:
Scanning Electron Microscopy (SEM) with Energy Disper-
sive X-ray Spectrometer (EDX), Microwave Digestion of
the glasses with MARS 6 (CEM GmbH) and determination
of the elements with Atom Absorbtion Spectralphotometer
novAA400, X-ray Diffraction (XRD) by means of D8 ad-
vance from Bruker, Dilatometry and other thermoanalytic
methods using several equipment from NETZSCH-
Gerätebau GmbH.

As mentioned above, for the specific purpose of evalu-
ation of TF-technology as manufacturing procedure for CG-
glass electrodes, the determination of the sintering behav-
iour under inert conditions is important, for which several
thermoanalytical investigations by means of Thermome-
chanical Analysis (TMA) were performed.

For orienting measurements of the electrochemical
functionality of the glasses, initially the conventional elec-
trode design, according to Figure 2a, was realised. There-
fore, glass disks (thickness: 2mm) split by a diamond saw
and embedded in epoxy resin were mounted in a liquid-tight
polymer-pipe and encapsulated with epoxy resin. The elec-
trical contact was realised by means of conductive silver
lacquer via Ag or Cu wires. Later, impedance measurements
were carried out to determine the internal electrode re-
sistances using a GAMRY Electrochemical Measurement
System. The determination of response times and slopes of
the electrodes was performed in calibration solutions in the
measuring range of 10-2 M-10-7 M Cu2+ and Pb2+ with a 0.1
M KNO3 amount to adjust the ionic strength. The cross-
sensitivity of the glasses was determined in the calibration
solutions specified above by adding of 10-3 M interfering
cation in each case. After having examined the electrode
functions of the sensors, the CG that was found particularly
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appropriate (sensitivity: >25 mV/pX, X = Cu2+, Pb2+; meas-
uring range: >10-5 M; lower detection limit: <10-5 M, pH-
range: pH = 2- 7; response time: < 3 min) was chosen for
the later fabrication of the TF-electrodes (Figure 2b). There-
fore, the CG–bulk materials are milled to glass powder and
brought into an organic vehicle, which is added to achieve
screen printability. Afterwards, the pastes were processed on
a three roll mill to make sure the particles were finely-
dispersed. The pastes have been screen printed on Al2O3

substrates over a metallised layer (Au). The CG layers were
fired according to the sintering temperature of the respective
glass.

Potentiometric measurements with conventionally pro-
duced rod-shaped CG-electrodes, as well as with prepared
TF-sensors were carried out by means of the multiple chan-
nel measuring instrument KM 3000 of Sensortechnik
Meinsberg GmbH usually in connection with a saturated
silver/ silver chloride reference electrode. On a specific oc-
casion, the influence of light on the electrode potential of
individual electrodes was determined, too.

a b

Figure 2. Heavy metal ion sensitive chalcogenide glass electrodes (a rod-
shaped electrode, b thick film electrode)

IV. RESULTS AND DISCUSSION

The results presented below relate to the relevant mate-
rial science tests and to the investigations in connection with
the use of the electrodes.

In Figure 3, an EDX measurement of a Cu2+ ion selec-
tive glass suitable for the thick-film process is presented; it
shows a uniform distribution of the elements within the se-
lective material. However, from AAS analyses, it can be
concluded that there is a slight stoichiometric difference
between weighed crystalline starting mixture and glass.

In particular, pulverisation of bulk glasses necessary
for the preparation of TF-pastes causes sometimes unwanted
partial recrystallisation for materials without silver. This
becomes clear in the XRD diagrams of the relevant copper
and lead ion selective materials shown in Figure 4.

Knowledge of the sintering behaviour of the glass
powder is of great importance for the realisation of glass-
based TF-sensors. By means of TMA, the shrinkage was
measured of glass powder compacts (of cylindrical shape).
During sintering, the glass powder should compress without
crystallisation.

Figure 3. EDX-recordings of distribution of the elements copper, silver,
arsenic, selenic in a chalcogenide glass with the composition:

Cu12.5Ag12.5As37.5Se37.5

Figure 4. X-ray diffraction diagrams of Cu2+ and Pb2+ sensitive chalco-
genide glasses

As a result of all orienting investigations on CG-bulk
material and on CG-powder including Differential Thermal
Analysis (DTA), Thermogravimetry (TG) and sintering be-
haviour, it could be concluded that all proposed systems of
copper ion selective CG with copper contents >10 at.-%
should be suitable for paste preparation. Due to phase for-
mation/crystallisation of the investigated lead selective glass
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(see Figure 5) at 190°C, it should be sintered at tempera-
tures <190°C what is possible in air and nitrogen, in princi-
ple. Using a heating rate of 10 K/min, an end of the sinter-
ing would be expected at 355°C. This corresponds to suffi-
cient material shrinkages of 17% (see Figure 6).

Assuming a sintering temperature of 180°C that is rele-
vant in the present case to prevent crystallisation, it would
lead to shrinkage of only 4%; then, the glass is not suffi-
ciently compressed. The available lead ion selective CG is,
therefore, unsuited for the TF-process.
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Figure 5. DTA investigations for a chalcogenide glass system PbAgIAsS

start of sintering

end of sintering

sinter blockade by

cristallisation

Figure 6: Linear shrinkage vs. temperature of PbAgIAsS-powder compact

For impedance measurements carried out with all rod-
shaped and TF-electrodes, a 3-electrode arrangement was
chosen, consisting of CG-working electrode, platinum-sheet
counter electrode and saturated silver/ silver chloride refer-
ence electrode. The internal resistances are presented in
Figure 7. Since conventional ion-meters have input re-
sistances of about 1013 Ω, no measurement problems are
expected.

Figure 7. Impedance measurements with chalcogenide glass electrodes

Rod-shaped and TF-electrodes based on the glass sys-
tems CuAsS, CuAsSe and CuAgAsSe have been used for
the potentiometric determination of Cu2+ ions. Lead anal-
yses were performed only by means of rod-shaped sensors.
It was ascertained that glass compositions with Ag content
and the use of Se instead of S resulted in improved proper-
ties concerning the lower detection limit of the correspond-
ing electrodes. The slopes of the measuring chains in the
linear measurement range from 10-2 M- 10-8 M Cu(NO3)2,
0.1 KNO3 with 28.7 ± 0.5 mV/pCu2+ were in good agree-
ment with the Nernst equation for bivalent ions. The calibra-
tion curve of a corresponding TF-electrode is shown in Fig-
ure 8. The electrode sensitivities of lead selective rod-
shaped electrodes obtained in calibration solutions of 10-

2 M- 10-8 M Pb(NO3)2, 0.1 M KNO3 had with 28.6 ± 0.5
mV/pPb2+ similar values. Furthermore, an extreme influence
of light on the electrode potential of these (silver iodide con-
taining) electrodes (see Figure 9) was detected. Strong re-
sponses of the potential of a corresponding electrode located
in a black box under the influence of light with varying in-
tensity were observed. This circumstance should be consid-
ered for practical measurements.

Figure 8. Calibration curve of a copper electrode in thick film technology
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Figure 9. Light sensitivity of a lead ion selective chalcogenide glass elec-
trode with AgI as component of the membrane

Finally, for the favoured copper ion selective TF-
electrode the selectivity coefficients were determined ac-
cording to the method of mixed solutions (see Table 1).

TABLE 1. SELECTIVITY COEFFICIENTS OF A Cu2+ CG-ISE

cation
B
Kpot

A, B

Cd2+ 3.5 · 10-4

Pb2+ 5.0 · 10-4

Na
+ 4.5 · 10

-1

Ca
2+ 3.0 · 10

-4

V. CONCLUSION

CGs of different stoichiometric compositions were melt-
ed. They were characterised by a number of physico-chemi-
cal methods with the aim to fabricate copper and lead ISEs
in TF-technology. The focus was on the material systems
CuAgS, CuAsSe, CuAgAsSe and PbAgIAsS. In a first step,
rod-shaped electrodes were fabricated in conventional man-
ner from these glasses. While the material properties of the
lead selective glasses did not allow a preparation of pro-
cessable TF-pastes, corresponding screen printedcopper
selective electrodes could be realised. Their measuring per-
formances were comparable with those known from rod-
shaped electrodes. By an optimisation of the glass composi-
tion, the electrode properties were improved.
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Abstract—Surface acoustic wave (SAW) devices are often used
to monitor environmental parameters. In order to ensure the
continuity of the frequency response versus these parameters -
namely, to remove the effects of directivity, transducers working
out of the Bragg conditions are studied. Then, it is shown that
the multimodal nature of the acoustic cavity can be exploited to
design monolithic temperature SAW sensors.

Keywords–Surface acoustic wave; SAW; resonators; sensors;
temperature; Bragg band; directivity; three strips per wavelength.

I. INTRODUCTION

Physical quantities, such as temperature or pressure need
to be monitored in various industry sectors for safety reasons
and/or to ensure the good functioning of the facilities. One
major issue is that some sensors are inserted in harsh environ-
ments and in places where human intervention is not possible.
For instance, they could be located in rotary environment
(airplane turbines), oven where they face high temperatures
(steel industry), or they could also be subject to high magnetic
field. Consequently, passive wireless sensors were developed.
These sensors make use of piezoelectricity and surface acoustic
waves (SAW) to allow remote measurements based on time or
frequency [1], [2].

Classically, one of the most common configurations for
SAW sensors is made of several resonators. These devices
allow for frequency differential measurements by taking into
account the behavior of each resonator regarding the quantity
of interest [3], [4] (the frequency difference between the
minima of the reflexion terms S11 is determined). However,
two difficulties come up. The first one is a significant issue
: how do different resonators interact and age in a different
way along time? Secondly, these systems usually work at
the Bragg conditions [5]; meaning that electrodes composing
the transducer are deposited on the surface of a piezoelectric
material so that the resonator is synchronous. Then, directivity
properties can be affected by environmental changes and
consequently, electrical response can be distorted, leading to
the appearance of contributions at the beginning and at the
end of Bragg band, to frequency jumps and finally, to wrong
measurement interpretations.

The solutions to design SAW wireless and battery-free
sensors proposed in this paper aim at resolving the two
previous considerations. At first, the stability of the frequency
response is ensured thanks to the geometry of the device, which
directly impacts the sensitivity of the device to directivity.
This assertion is pointed out through different cases. Namely,
resonators are usually designed so that they are composed of
mirrors to create an acoustic cavity and of a finite transducer
whose mechanical period is twice smaller than the electrical
period [6]. These resonators work inside the Bragg band

and are subject to the previous constraints (risk of frequency
jumps when the directivity evolves, interaction between the
different resonators composing the structure). Thus, the idea is
to modify the design of the transducers in order to make them
work out of the Bragg band. The mirrors remain unchanged
[7]. Therefore, several SAW structures using langasite (LGS)
(YXlt)/48.5/26.7o cut and working out of the Bragg conditions
are designed to create acoustic cavity with a prevailing mode.
It is shown that resonators that meet the spectral purity
requirements can be designed.

Next, the intrinsic multimodal nature of the cavity is used
to design a monolithic sensor. By this way, the sensor is free
from the aging of each system independently and from the
interaction between them. A structure with more than three
resonances in the Industrial - Scientific - Medical (ISM) band
is designed to bring to light that a differential measurement
can be conducted directly between the different modes of the
system.

These different elements are pointed out using langasite
once again. This choice was made for two reasons. Firstly,
LGS was chosen due to the stability of its constants (piezo-
electric, elastic,etc.) at high temperatures. It is consequently a
good material for high temperature applications. Then, surface
acoustic waves on LGS exhibit a low velocity, which allows
the shrinking of sensoe dimensions for a given operating
frequency.

Finally, experimental measurements are carried out on
Quartz devices to emphasize the possibility to measure temper-
ature from 25oC to at minimum 130oC with a single resonator
sensor and to show the good calculation/test correlation. Quartz
was selected for experimental validations thanks to its well-
known material constants and because it is quite easy to
process compared to materials like langasite.

Consequently, section II details the directivity effects and
proposes a method to remove them. Next, section III is devoted
to the design of a monolithic SAW sensor by exploiting the
multimodal nature of the specific acoustic cavity described in
this work. Last part (section IV) concludes draws conclusions
on this study.

II. STABILITY OF THE FREQUENCY RESPONSE OF A SAW
DEVICE

A. Preliminary assessments
The stability of the frequency response of SAW sensors is

a crucial issue in measurement. It has been noticed that the
electrical response can be distorted and that frequency jumps
can appear when parameters like temperature or pressure vary.
This is pointed out on Figure 1, which shows the evolution
of the frequency response of a resonator working at the
Bragg condition when temperature varies from 25 to 300oC. A
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decrease in conductance with temperature is clearly observed.
A change in the shape of the curve at the resonance is also
noticed when temperature increases. The appearance of a
second peak on the curve can lead to wrong measurement
interpretation. For instance, if we pay attention to the peaks
at 383.2 MHz on Figure 1, we can’t establish the value of the
temperature.

This phenomenon is due to the modification of directivity
properties as shown in Figure 2. Indeed, directivity d expresses
the energy distribution in the cavity created by the two Bragg
mirrors. If d = 0o, the energy is concentrated at the beginning
of the stopband. On the contrary, if d = 90o, the energy is
mostly located at its end. As a consequence, when directivity
evolves, as shown Figure 2, the shape of the sensor response
is modified. This can be seen on Figure 1 : the device is
designed to work at the beginning of the Bragg band. But,
when temperature (so d) changes, the energy tends to move
in the Bragg band. As the band is narrow in this device, this
lead to the splitting of the peak.

Moreover, the reflection coefficient r is deeply linked to
directivity as explained in [8]. It is well known by men of
the art that the control of reflection coefficient is a critical
criteria to design SAW systems. The collapse of r and the
modifications of d with temperature (Figure 2) also induce the
decrease of insertion losses when heat rises.
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Figure 1. Evolution of the electrical response of a resonator on langasite
(YXlt)/48.5/26.7o on a temperature range from 25 to 300oC to reveal

directivity effects

B. Spectral quality of a three strips per wavelength resonator
To exhibit that a structure working out of the Bragg

band can be used to remove the influence of directivity on
the system, the behavior of a wave propagating under an
infinite grating of platinum made of three strips per wavelength
λ is studied (transducer Figure 4. Once again, a langasite
(YXlt)/48.5/26.7o cut substrate is selected to put forward that
contrary to the results of section II-A and despite the existence
of two phase/frequency conditions involving the synchronism
of the design, either the beginning or the end of the Bragg
band is inhibited. That is to say, directivity has a negligible
effect on the response of the structure.

The observations to be drawn from the results represented
on Figure 3 are :
• the large frequency gap between the first and the sec-

ond contributions (about 8 MHz) that can be noticed
when looking at the x-axis of Figures 3a and 3b;

• the very low electromechanical coupling (near to zero
for all the temperatures considered on Figure 3) of the
second resonance (high frequencies).
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Figure 2. Theoretical estimation of the evolution of directivity and Rayleigh
wave reflection properties under platinum electrode grating on langasite

(YXlt)/48.5/26.7o cut

The mechanical coupling can be deduced from these graphs
considering the frequency gap between the resonance (maxi-
mum of admittance) and the antiresonance (zero of admittance,
which is also the maximum of impedance). On these figures,
susceptance and reactance are considered instead of admit-
tance and impedance because the behavior of the structure is
simulated by taking no losses into account.

These two assessments can be compared to the results of
Figure 1 : as the two modes are well separated, a splitting of
the principle mode in two is no more possible. Moreover, the
very low coupling of the second resonance induces that this
mode will not perturb the first one.

This first result, obtained considering an infinite grating of
electrodes, demonstrates that benefits are brought by working
out of the Bragg conditions, especially the possibility to
cancel the effects of directivity. As a consequence, a resonator
can now be designed according to the previous results and
following the pattern described on Figure 4.

The design of this kind of structures involves new criteria
and depends on the parameter to promote (coupling factor, low
cavity modes, etc.). The operating point is selected according
to the specifications. Regarding these considerations, three
cases are considered. Table I recaps their dimensions. The
frequency response functions of these structures are plotted
from Figure 5 to Figure 7. In first instance, the device is de-
signed so that the resonant frequency (synchronous frequency)
is on the edge of the bandgap. The second case presents a
synchronous frequency between the beginning and the middle
of the bandgap. Finally, this frequency is located in the center
of the bandgap. We can notice that the use of one or another
location solution involves a trade-off between design criteria.
For example, the first case shows a good dynamic on the
reflection coefficient S11 (y-axis of Figures 5a, 6a, 7a) but, the
best ratio of cavity peaks on principal peak appears in the third
case, as for the best coupling factor than can be determined
on Figures 5b, 6b, 7b by considering the distance between the
maximum of conductance and its zero.

Finally, despite a low coupling factor (about 0.1% whereas
a similar structure working in the Bragg band has got a
coupling factor of about 0.25%) a resonator with a frequency
response function that meets the spectral purity requirements
has been successfully designed.
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Figure 3. Rayleigh wave admittance on langasite (YXlt)/48.5/26.7o cut propagating under a platinum grating (harmonic analysis) for three electrodes per
wavelength. (a) main contribution at “low” frequencies, (b) marginal contribution at high frequencies

Figure 4. Schematic of a three strips per wavelength resonator

TABLE I. DESIGN TECHNOLOGICAL PARAMETERS OF THE THREE
SIMULATED DEVICES

Parameters Device Figure 5 Device Figure 6 Device Figure 7
number of electrodes
(transducter: IDT)

900 900 900

IDT mechanical pe-
riod (µm)

1.97 1.968 1.965

a/p (IDT) 0.5 0.5 0.5
h/λ (IDT) 2.369% 2.371% 2.375%
number of electrodes
in a mirror

150 150 150

Mirror period (µm) 2.924 2.924 2.924
a/p (mirrors) 0.53 0.53 0.53
h/λ (mirrors) 2.394 2.394 2.394
Gap g1 (µm) /
(g2=0µm)

1.15 1.8 1.8

acoustic opening (µm) 300 300 300
electrode height (nm) 140 140 140

C. Remarks on designs
Three remarks can be added to the previous results. Indeed,

computations showed that the nearer your are from the pure
periodical excitation (alternating of +V/-V), the more the
secondary frequency contribution appears and the more losses
at the synchronous frequency are intensified. For instance, a
device with an excitation of floating/-V/+V/-V/floating/+V/-
V/+V will have a better spectral purity that a device with
+V/-V/+V/+V/-V/+V/-V excitation. To put it in a nutshell, the
response of the SAW device is better if the excitation pattern
is far from the +V/-V pattern.

Then, the design of resonators pointed out the possibility
to obtain purified designs with a prevailing mode in spite of
the multimodal character of the cavity.

Moreover, this kind of structure is easier to manufacture
than a three electrodes per λ system (larger strips to reach
the same frequency). Thanks to these two advantages, a 5/2λ

electrodes structure would be preferred than the 3/λ electrodes
system, which was presented at the beginning of the paper.

III. MULTIPLE MODE RESONATORS

Now that the possibility to remove the influence of the
directivity on a SAW system response while keeping a good
spectral purity as been demonstrated, we will focus our at-
tentions on the possibility to design a monolithic temperature
sensor to free the system from the problematics presented dur-
ing the introduction. Consequently, the multimodal character
of the cavity is exploited.

A. Demonstration of the possibility to design a monolithic
SAW sensor

In the previous section, a single gap was taken into account
in order to simplify the optimization of the electrical response.
Now, two gaps are considered, as depicted on Figure 4. They
are defined so that several resonances can exist in the wanted
frequency range. To sum up, an acoustic cavity is created
between the two Bragg mirrors. A transducer takes place inside
this cavity that benefits from the energy of the cavity and
interrogates it thanks to direct and inverse piezoelectric effects.

Such a configuration is an effective way to design a
temperature sensor using only one resonator by putting several
resonances in the ISM band. Indeed, the small variations of the
frequency difference between the peaks can be measured. A
SAW component is consequently designed. Its dimensions are
determined to obtain two main modes well separated and with
a maximum frequency interval between these two resonances.
A langasite substrate is still used and electrodes are made of
platinum. The structure of this component is summarized in
table II and its frequency response at ambient is given Figure
8.

The frequency difference ∆f between two resonances (fb
and fa) can be numerically evaluated. Indeed, an harmonic
analysis performed on a periodic and infinite electrodes grating
reveals a phase velocity vϕ of about 2585 m/s. Considering
the values given in table II, we can deduce the total length of
the resonator: Lc ' 915λac with λac the wavelength of the
transducer. As a consequence:

∆f = fb − fa =
vϕ
2Lc
' 236KHz with fb > fa (1)
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Figure 5. Electric response of a resonator that works on the edge of the bandgap - (a) reflection coefficient s11, (b) admittance Y
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Figure 6. Electric response of a resonator that works between the beginning and the middle of the bandgap - (a) reflection coefficient s11, (b) admittance Y
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Figure 7. Electric response of a resonator that works in the middle of the bandgap - (a) reflection coefficient s11, (b) admittance Y

The previous equation is not entirely exact. Indeed, the
total length of the device is considered to take into account
the probability density of the presence of a mode. But, if the
mirrors were perfect, only the acoustic cavity should be taken
into account. However, it can be used as a first approximation
to size the resonator. Then, this frequency difference evolves

along temperature as follows:

∆(∆f) = ∂(∆f)
∂vϕ

dvϕ + ∂(∆f)
∂Lc

dLc (2)

= ∆f0 × (
∆vϕ
v0
− ∆Lc

L0
) (3)

with ∆(∆f) that expresses the variation of the frequency gap
between two temperatures ; ∆f0 (resp. v0, resp. L0) is the
frequency gap (resp. the wave velocity, resp. the length of the
cavity) at the initial temperature. Terms in (2) correspond to
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the total exact differential of ∆f .
Moreover, the variations of the wave velocity and of the

length of the cavity versus temperature have been established
by Bechmann and al. [9]. They are here expressed at the second
order :

∆vϕ
v0

= CTV1(T − T0) + CTV2(T − T0)2 (4)

∆Lc
L0

= α
(1)
1 (T − T0) + α

(2)
1 (T − T0)2 (5)

Finally, as CTV2 � CTV1, the variation with the temper-
ature of the frequency difference can be approximated by:

∆(∆f)

∆f0
= (CTV1 − α)(T − T0) (6)

The CTV and the first order dilatation coefficient α for the
(YXlt)/48.5/26.7o cut of Langasite were determined by Bungo
and al. [10]. It has been shown that CTV1 = −12.6ppm.K−1,
CTV2 = 73.9ppb.K−1 and α = 5ppm.K−1. As a conse-
quence, the calculation (as described in this section) of the
frequency gap of this device between 100oC and 200oC is
assumed to be 2.175 kHz if the initial frequency difference is
680 kHz. This is consistent with the results of the numerical
simulations, which give a ∆f of 2 kHz (Figure 9). Otherwise,
in this LGS crystal cut, reflection and conduction losses rise
fast with temperature, so the design has to be improved:
both variation of the frequency gap at these temperatures and
losses due to the fall of reflection and transducer coefficients
can be seen. Nevertheless, despite the high losses due to the
increase of temperature, the good correlation between expected
frequency variations and simulation results have shown the
interest of our approach to measure temperature: a monolithic
SAW sensor has been designed.

TABLE II. DESIGN TECHNOLOGICAL PARAMETERS OF A FOUR PEAKS
RESONATOR

Parameters Device
number of wavelengths (transducter: IDT) 100
IDT mechanical period (µm) 1.989
number of electrodes in a mirror 200
Mirrors mechanical period (µm) 2.973
a/p (IDT & mirrors) 0.5
h (nm) 118
acoustic aperture (µm) 300
Left gap (µm) 994.5
Right gap (µm) 1990
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on langasite in the ISM band associated to the structure described table II
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B. Experimental results
Finally, a monolithic temperature SAW sensor is manufac-

tured to validate the previous results. A Quartz substrate and
aluminum electrodes are used. The transducers are made of
three strips per wavelength and three resonances in the ISM
band are expected. The evolution of the frequency gaps is
studied from 25oC to 130oC. The measures are done thanks to
a wafer probe whose chuck heats in this temperature range.

Figure 10 shows the frequency response of this device
for different temperatures. The frequencies are normalized.
The shift of the three resonances due to temperature changes
can be clearly observed on this graph. Furthermore, if we
have a look at Figure 11, we can study the evolution of
the frequency gap between the first and the last resonances
along temperature. A decline of the normalized frequency
difference with temperature can clearly be observed. Indeed,
the frequency gap evolution under a temperature change can
be approximated by the following law :

∆(∆f)

∆f0
= CTF1(T − T0) + CTF2(T − T0)2 (7)

with CTF1 = −102ppm/oC and CTF2 = 226.5ppb/oC.
These results are consistent with the previous theoretical

analysis: a structure composed of an only transducer made
of a three electrodes per wavelength pattern was designed.
The response of this resonator shows three resonances whose
frequency difference of one peak to another decreases when
temperature increases.

As a consequence, after a set of calibrations, this device is
ready for use as a monolithic temperature sensor, which won’t
be subject to inconvenience such as frequency jumps due to
a change in directivity. Moreover, as a monolithic sensor, it
will not be subject to different aging between the different
structures.

IV. CONCLUSION

Finally, this paper described a new design for surface
acoustic wave devices to mitigate the effects of the splitting
of the mode due to directivity effects and to raise the issue of
the badly known interaction between the resonators forming
the sensor.

As a consequence, a structure on LGS whose transducer
works out of the Bragg band is proposed. By this way, the
shape of its response function is no more impacted by the
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directivity while keeping a good spectral purity, which is
required for resonators and sources.

Furthermore, the intrinsic multimodal character of the
acoustic cavity is turned to its advantage. Indeed, a single
resonator with three main resonances was designed so that
differential measurements can be conducted to monitor en-
vironmental parameters. To validate this theoretical model,
a three strips per wavelength structure was realized on a
Quartz substrate. The possibility to monitor the evolution of
temperature between 25 and 130oC was demonstrated.

Further works will highlight the good agreement between
theoretical and experimental results on LGS.
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Abstract-There are many standards set by national 
organizations and fuel producers to test and guarantee the 
diesel fuel stability under storage conditions. Traditional 
techniques for measuring fuel stability utilize oxygen–assisted 
degradation of heated sample submit the fuel sample to a 
relatively high pressure of air, temperature of the sample or a 
long time of examination. For example, American Society for 
Testing and Materials (ASTM) D4625 requires a time of up to 
24 weeks of fuel exposition to air atmosphere heated up to 
43°C. The degradation is evidenced by the appearance of 
resins and sediments. There are many different theories 
describing the mechanism of degradation of diesel fuels, as 
there are various factors that initiate and maintain the process. 
The stability of modern diesel fuel is mainly due to the 
reduction of the oxidation processes, the result of the presence 
of unsaturated components and components with oxygen as 
organic components and cetane index improvers. Therefore, 
the diesel fuel stability is related with the fuel composition. As 
a consequence of all that, fast and low-cost sensing of the 
stability of diesel and biodiesel fuel is important. The present 
paper concentrates on the construction of the capillary sensor 
which enables fast examination of fuel stability as a 
characteristic of fuel itself not of the gas atmosphere. 
Therefore, the fuel sample under examination is enclosed in a 
vessel and the degradation factor is assumed to be the UV 
radiation. The fuel samples used to develop the method are 
compositions of a classical mixture of petroleum products and 
the most widely used cetane improver (2-ethyl hexyl nitrate). 
The result is a sensor set-up based on two UV light emitting 
diodes, one used to stimulate degradation, the second used for 
signal reading. 

Keywords-biodiesel fuel stability; diesel fuel degradation; 
cetane index improvers; capillary sensor; LED excited 
fluorescence. 

I. INTRODUCTION 

Diesel fuel stability may be affected by a large number of 
parameters which can be categorized to describe the effects 
of oxidation, thermal and storage conditions [1]. The 
estimated life of a diesel fuel is determined according to the 

accelerated oxidation stability test ASTM D2274. This test is 
performed with fuel of 350 mL volume is to be kept at 95 °C 
in the presence of oxygen for 16 hours, which approximately 
corresponds to one year’s storage at 25 °C. This test 
measures the ratio of the mass of settled gum and sediment 
to the mass of the diesel fuel sample. However, this method 
may not provide a prediction of the quantity of insoluble 
matter that will form in field storage conditions over any 
given period of time [2], as for example, microorganisms 
present in diesel fuel may be also the result of its storage [3]. 
Therefore, the chemical and biological stability of diesel fuel 
is under examination.  

The storage conditions can be described as exposure to 
air and/or light at the environment temperature. The diesel 
fuel storage issue seems to be nowadays recognized as an 
issue even by fuel producers, who recommend the maximum 
time of diesel fuel storage in function of temperature 
conditions [4], for example 6-12 months at an ambient 
temperature higher than 30 ºC. There are some other factors 
that accelerate diesel fuel ageing: contact with zinc or 
copper, as these metals will quickly react with diesel fuel to 
form unstable compounds; presence of water, which allows 
the growth of fungus and bacteria producing organic acids, 
which make the fuel unstable; exposure to high 
temperatures; exposure to dust and dirt, which contain trace 
elements that can destabilize the fuel; fuel composition as 
some components in diesel fuel naturally age quickly. 

 

A. Modern diesel fuels 

Classical petro-diesel fuels were made from stable 
components of straight run distillate products of crude oil 
(alkanes). The minimum cetane number of such diesel fuel 
was 40, but it has been determined that such fuel may be 
kept in storage for prolonged periods. Modern diesel fuels 
are the composition of petro-diesel products, bio-diesel 
products with an addition of improvers [5]. Modern petro-
diesel fuels include stable components (alkanes) and cracked 
material, which contains olefins (alkenes) characterized by a 
double bond chemical and aromatic content. Bio-diesel 
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components include fatty acids esters that are also 
characterized by the presence of double bonds. As the 
minimum cetane number of modern diesel fuel is 51, the 
cetane number boost of fuel composition is required. Most 
popular is the application of cetane number boosters in the 
form of 2-ethyl hexyl nitrate (2-EHN) or di-tertiary-butyl 
peroxide (DTBP). Both substances include oxygen and are 
reactive. Cetane boosters decompose rapidly and form free 
radicals when exposed to temperatures above 100 °C. These 
radicals increase the rate of main fuel components 
decomposition, therefore the ignition delay is negatively 
affected [6]. The use of cetane boosters in diesel fuel of high 
quality increases the engine durability [7]. On the other hand, 
cetane boosters are a potential source of oxygen for 
oxidation of hydrocarbons. For hydrocarbons that are 
characterized by double bonds the oxidation products are 
waxy solids and gums. Therefore, doses of cetane number 
boosters to diesel fuels have to be carefully calculated. The 
reduction of cetane number booster’s concentration is 
possible when hydro-treating of fuel products is applied. But, 
the cetane number improving method using mainly cetane 
boosters is preferred due to its low cost [8]. The 2-EHN is 
the most popular cetane index additive. The ASTM D 4046 
standard test method is used for determining the amount of 
alkyl nitrate added to diesel fuel. 

 

B. Optical sensors for diesel fuel stability testing 

The optical testing of fuel parameters is performed in 
laboratory and in-situ conditions of working engine [9]. The 
optical sensors implemented in a working engine (ICOS - 
Internal Combustion Optical Sensor) – are infrared sensors 
of air to fuel ratio, CO2 concentration, and gas temperature. 
The optical sensors of diesel fuel used in the laboratory 
enable a wide range of examination. The sequence of visible 
effects of diesel fuel instability may be described as fuel 
clouding, fuel clouding disappearance, formation of fuel 
sediments at the fuel-environment contact area (vessel walls 
and fuel surface), changes in fuel color (loss of color or 
darkening) and sediments presence on the bottom of vessel 
[10].  

The fuel components concertation may be examined with 
IR spectroscopy and UV excitation methods including 
synchronous reading fluorescence and time resolved 
fluorescence [11][12]. Despite spectroscopic method 
drawback of costs of examination of oils in quartz cuvettes 
including costs of cuvettes and reagents for sample dilution, 
dedicated components of sensors are under development [13-
15]. 

The examination of diesel fuel fit for use may be 
performed with capillary measurement methods. These 
method include measurement of characteristic points of local 
sample heating of fuel positioned in a capillary and 
measurement of the dynamical rise of fuel in a inclined 
capillary [16][17]. Also, for these methods dedicated 
components have been developed [18][19]. 

The oxidation stability of oils with spectroscopy 
measurements in VIS and UV bands were reported in the 
case of baru oil [20]. The obtained results show that UV 

absorption from 230 nm to 270 nm during thermal aging 
increases non-uniformly, while VIS absorption at 475 nm 
decreases almost linearly down to a threshold value. The 
fluorescence intensity excited at 405 nm and measured in the 
range from 450 nm to 750 nm may be a pointer of thermal 
oil degradation. In particular, the emitted signal at 500 nm 
that represents oxidation products increases almost linearly 
and then saturates during thermal aging over a dozen hours at 
110 °C. 

Nevertheless, for their routine daily work, the fuel 
distributors still demand the development of new rapid and 
low-cost sensors for reliable determination of fuel stability.  

The rest of this paper is organized as follows. Section II 
describes the sensor construction development including 
sensor head with optrode as well as optoelectronics system 
set-up. Section III addresses the experimental results of the 
fluorescent signal analysis. Section IV goes into short 
conclusions.  

 

II. SENSOR CONSTRUCTION 

The idea of rapid sensor of diesel fuel stability bases on 
forced UV degradation of fuels placed in a capillary vessel. 
In this case, the sample volume is reduced and the surface of 
sample increases in comparison to the standard cuvette set-
up. The inner diameter of the capillary is 700 µm while the 
diagonal of the cuvette is 1.41 cm. Therefore, UV radiation 
that is intended to stimulate the sample’s degradation 
penetrates the fuel sample volume more uniformly in the 
capillary than in the cuvette. Moreover, the use of capillary 
reduces significantly the costs of the measurement, because 
the cost of a single CV7087Q capillary is lower than the cost 
of the quartz cuvette, and is even lower than the cost of a 
cleaning and washing process of quartz cuvette.  

 

A. Light sources  for the sensor 

For practical applications one has to consider the light 
emitted diodes as a source of radiation. For excitation of 
fluorescence and degradation, two LEDs were used. The 
UVTOP265 LED emitted 250 µW at 265 nm and was 
equipped with a ball lens, provided good coupling of 
radiation to the fiber. It was connected to the set-up with 
Thorlabs SMA adapters and a SM1 tube. The M365F1 LED 
equipped with a SMA fiber connector providing about 5mW 
into a 550 nm diameter fiber was directly implemented into 
the set-up. This LED is characterized by a residual radiation 
in the band of 400-460 nm. The LEDs were controlled with a 
Thorlabs DC2100 High-Power, 1-Channel Driver. Due to 
LEDs working points set at their maximum ratings, the 
examination was performed of the stability of radiated power 
of M3651F1 LED with direct fiber coupling to Maya 2000 
pro spectrometer. The M365F1 LED is characterized by an 
increase of the coupled-to-fiber power when it is driven 
constantly with the current of 300 mA. Interestingly, the 
coupled power does not depend on the temperature of the 
LED as it increases even after LED’s resting for 5 minutes 
and a sequential reboot as presented in Figure 1. 
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Figure 1.  M365F1 LED optical power at 366nm coupled into optical fiber 

in function of time and event. 

The fiber-coupled signal of the UVTOP265 LED 
constantly driven for 30 minutes at maximum current equal 
to 30 mA recorded using the sensor head with an empty 
capillary (see Fig. 4) versus time of measurement is 
presented in Figure 2. 

 

 
Figure 2.  UVTOP265 LED optical power coupled into optical fiber in 

function of time. 

The conditions described above were the worst case 
examination from the detection unit point of view, as the 
received signal was only scattered at the smooth glass 
surface of the capillary and the received signal was close to 
the sensitivity of the used spectrometer. Thus, spectral 
characteristics showed fluctuation due to high sensitivity set 
on the spectrophotometer. The examination of mid-range 
stability UVTOP265 LED showed similar results as for high 
power M365F1 LED. The signal peak present at 280nm 
represents spectrophotometer error. This signal of error 
varies versus time as presented in Figure 3. 

The experimental results show that 10 % of variation of 
maximum signal intensity is to be expected, but signal 
changes are not uniform, and also at some signal sampling 
rate spectrophotometers are characterized by middle-time 
drift. Therefore, spectral examination requires optical power 
stabilization of the source or/and mathematical signal 
correction. Unfortunately, both solutions require source 
signal monitoring with additional sensing modules. 

 
 

 
Figure 3.  Spectrophotometer imperfection signal at 280nm in function of 

time and event. 

Therefore, a sensor set-up with one and two UV sources 
was examined. In the case of one UV source, the source 
performs functions for both fuel degradation and 
fluorescence excitation. In the case of the set-up with two 
UV sources the mentioned functions are separated. In both 
cases, the sensor head enables the observation of the excited 
fluorescence in the sample of liquid positioned in a capillary 
vessel using optical fibers as probes. 

 

B. Sensor set-up with one UV source 

The sensor head of set-up with one UV source presented 
in Figure 4 consists of only two optical fibers. 

 

 
Figure 4.  Scheme of the capillary sensor head with two optical fibers. 

The head is coupled to the optoelectronic sensor set-up 
according to the scheme presented in Figure 5. 

The set-up is divided into two functional units, optical 
and optoelectronic, working in a conjugated manner. 

The optical unit consists of the head, the optical fiber 
divider and the monochromator. The set-up element causing 
the highest optical signal damping is the DMC1-02 
monochromator, the attenuation of which is about 1:1000 at 
analyzed wavelengths. But, the set-up using the 
monochromator enables tuning of the LED’s optical signal 
with proper accuracy. 
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Figure 5.  Scheme of the capillary sensor set-up with one LED. 

The set-up is optically powered by a LED controlled with 
the hardware D2100 driver that is triggered from a PC with 
the use of software. The fiber optic divider 1:7 is used to 
produce a reference signal and monitor light source 
parameters with Maya 2000pro spectrometer connected to 
the PC. The head output is connected to Maya 2000pro 
spectrometer which is connected to PC. Both spectrometers 
are controlled by the PC with Ocean Optics software that 
enables sequential writing of data recorded for the 
fluorescence and source signals. 

 

C. Sensor set-up with two UV source. 

The sensor’s head with two UV sources is presented in 
Figure 6.  

 

 
 

Figure 6.  Scheme of the capillary sensor head with two UV sources and 
three optical fibers. 

To make allowance for UV degradation and fluorescence 
excitation signals an additional optical fiber was placed in 
head. The system set-up scheme was changed by the addition 
of a LED block for UV degradation of the sample as 
presented in Figure 7.  

 

 
Figure 7.  Scheme of the capillary sensor set-up with two LED-s. 

The hardware of the detection units was not modified. 
The changes of the degradation signal may be observed with 
the spectrometer during the degradation as a reflected signal 
from capillary walls. This LED output is directly coupled to 
the head to avoid any power losses. Also the scheme of 
system control was changed as the LED drivers for UV 
degradation and UV fluorescence excitation were switched 
alternately. 

III. EXPERIMENTAL RESULTS 

In this section, there are presented the experimental 
procedures and the results of examination of different diesel 
and biodiesel fuels.  

The measurement procedure consists of a few steps. 
Step 1: At the initial configuration of the set-up the selected 
diode is mounted. Step 2: the background signal of for the 
empty optrode is measured. Step 3: optrode is directly filled 
from the tank and the outer optrode walls are wiped. Step 4: 
the signal of fluorescence is measured with the use of UV 
ageing procedure. Step 5: the spectra were calculated as the 
difference between the fluorescence and the background 
signals.  

The operation of the sensor was examined with fuels 
provided by the Automotive Industry Institute in Warsaw. 
The fuels were mixtures of petrodiesel with additives 
including 2-EHN – one with as bio-component 7% of fatty 
acids methyl esters (FAME) (CN=59.1) considered as the 
standard fuel, and the second with 7% of hydrogenated 
vegetable oil (HVO) (CN=59.2) considered as premium fuel.  

 

A. Set-up with one UV LED  

First examination included measurements of the 
fluorescence of fresh fuels excited with a UVTOP265 LED 
or a M365F1 LED. Results presented in Figure 8 show 
similar shapes of characteristics, while the maxima of 
excited spectra for different excitation are at slightly 
different wavelengths. Taking into account LEDs currents, 
and therefore powers, the excitation efficiency at 265 nm is 
much greater than at 366 nm. The signal of biological 
fluorescence at 675 nm is readable for excitation at 366 nm. 
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Figure 8.  Spectra of fresh fuels excited with 366nm wavelength. 

The visible fluorescence emitted signal is caused by the 
presence of the 2-EHN cetane booster. According to diesel 
fuel producers’ classification, and evidenced by the emission 
spectra signals recorded at 366 nm excitation, the premium 
fuel is characterized by a lower concentration of cetane 
booster than is the case for the standard fuel.  

The results of standard fuel degradation with the use of 
set-up from Figures 4 and 5 and with the use of one M365F1 
LED are presented in Figure 9. 

 

 
Figure 9.  Spectra of fuels degradated and examinated with the use of one 
M365F1 LED coupled to the set-up and with the use of monochromator. 

The fuel degradation is evidenced as the increase of the 
fluorescence signal. The wavelength position of the peak 
located about 404 nm shifts during measurement. 
Fortunately at wavelengths of 475 nm the signal increase is 
almost monotonic. The constant increase of the signal is 
adequate to measure the initial stages of fuel degradation. At 
that stage the degradation is evidenced by the constant 
presence and the value of the signal of the emitted biological 
fluorescence at 675 nm.  

When the UVTOP265 LED is used in one-LED set-up 
the monochromator can be removed, as the excited spectra of 
2-EHN and gums are positioned at a range where there is no 
residual emission of LED radiation. The direct spectra of 
degradation results of standard diesel fuel with the use of 
UVTOP265 are presented in Figure 10. 

 

 
Figure 10.  Spectra of fuels degradated and examinated with the use of one 

UVTOP265 LED directly coupled to set-up - without monochromator 
using. 

The degradation of standard fuels is evidenced as the 
significant increase of fluorescence signal, which saturates 
after 10 minutes. The measured speed of the degradation 
varies. For example, the characteristics faster saturate at 
380 nm than at 395 nm peak. But, what is most interesting, 
the peak wavelengths are stable, when fuel is excited with 
265 nm, contrary to excitation results performed at 366 nm. 

 

B. Set-up with two UV LEDs 

The set-up with two UV LEDs used of two M365F1 
LEDs as their expected stable operational life time is much 
greater than of UVTOP265 LED. The direct results of fuel 
aging and fluorescence reading are presented in Figure 11. 

 

 
 
Figure 11.  Spectra of fuels degradated and examinated with the use of two 

M365F1 LEDs. 

Four signs of fuel aging are now presented. The first sign 
adequate for initial aging is the increase of fluorescence 
excited signal emitted by 2-EHN. The second sign is the 
disappearance of the emitted peak of biological 
contamination that happens faster than at 5 minutes of aging. 
The third sign is the shift of 2-EHN local emitted maxima. 
The last sign is the change of the relation of 2-EHN local 
maxima amplitudes.  
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V.  CONCLUSIONS 

We proposed a sensor for diesel fuel stability testing 
based on the examination of fluorescence. The key of the 
method is placing the sample of the fuel in a capillary 
optrode and using UV radiation for accelerated ageing.  

The analysis of the sensor construction showed that 
366nm, as well as 265 nm wavelength radiation is sufficient 
for simulation of initial and middle states of fuel degradation. 
The conclusion for sensor examination with one LED source 
is quite obvious; the monochromator decreases significantly 
the speed of fuel aging. But, the spectra of 366 nm emitted 
wavelength LED requires positioning at some distance of an 
optical filter or monochromator to enable proper florescence 
reading. Therefore, two constructions are proposed. One, 
with UVTOP265 LED does not require additional optical 
filtering of signal. The second, with two M365F1 LEDs – 
one coupled with a monochromator and used for 
fluorescence reading, – the second directly coupled to the 
sensor head and used for high power UV fuel degradation. 
Finally, the power emitted by the LEDs used has to be 
constantly monitored and its variations taken into account in 
calculations of aging spectra. The spectral response of the 
spectrophotometer has to be checked for calibration. 

The proposed instrumentation can be further improved by 
changing the spectrophotometers for dedicated 
photodetecting devices. It may be a valuable added module 
to the capillary sensor system for diesel fuel fit-for- use 
examinations or as an independent device used at petrol 
station points of use. 
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Abstract - This article describes the research and development 
directed toward an autonomous time-synchronized sensor 
device equipped with a chip scale atomic clock (CSAC) that 
records highly accurate time information. The R & D project 
presented herein aims to achieve earthquake observation to 
prepare for disasters and structural health monitoring to 
improve the efficiency of maintenance and management of 
buildings and civil engineering structures. For these reasons, it 
is necessary to install sensors in a wide area at a high density 
and to measure the data with accurately synchronized time 
information. It is recommended that the sensor device itself 
maintains accurate time information without relying on the 
network or a Global Positioning System (GPS) signal. Therefore, 
in this study, a sensor device that autonomously maintains 
accurate time information using an ultra-high precision, ultra-
low power consuming, and ultra-small (and therefore, loadable 
on a board) atomic clock, known as CSAC, was developed. In 
this article, first, the concepts of autonomous time 
synchronization and CSACs are described, and the mechanism 
for assigning ultra-high precision time information to the sensor 
data by using a CSAC is explained. Next, the performance of the 
improved sensor device is demonstrated and the results of the 
vibration table test, which was conducted to examine the 
performance, are presented.  

Keywords-Time Synchronization; Chip Scale Atomic Clock; 
Earthquake Observation; Structural Health Monitoring; MEMS 

I.  INTRODUCTION 

Previously, a sensor based on wireless sensor networks 
and microelectromechanical systems (MEMS) was developed 
for structural health monitoring and applied to a high-rise 
building as an Internet of Things (IoT) device [1]-[3]. In the 
corresponding research, the sensor device was installed at a 
high density inside the building, and a method to accurately 
detect the stability of the building and the damage caused to it 
after an earthquake, was demonstrated. However, in order to 
compare and analyze the data measured by several sensors, 
they must be time-synchronized [4]-[6]. In this work, time 
synchronization was achieved by transmitting and receiving 
wireless packets among the sensors [3]. Although a wireless 
sensor network enables time synchronization among the 
sensors installed inside a single building, it is not capable of 
achieving the same in multiple buildings, large-scale 
structures such as a bridge, or a wide urban space. 
Alternatively, a global positioning system (GPS) is available 

for outdoors; however, it cannot be used underground or in 
tunnels. To obtain measured data from any sensor installed 
anywhere using time synchronization, it is desirable that each 
sensor maintains accurate time information autonomously 
without relying on the networks or GPS signals. Therefore, by 
employing a chip scale atomic clock (CSAC), which is an 
ultra-high precision clock with considerably less delay than 
quartz oscillators [7]-[9], a sensor device that records accurate 
time information autonomously was developed [10][11]. 

In Section III, the concepts of autonomous time 
synchronization and CSACs are described, and a mechanism 
to assign ultra-high precision time information to sensor data 
using a CSAC is presented.  

In Section IV, the sensor device, which was developed as 
a prototype, and the improvements made to the sensor are 
explained in detail.  

In Section V, the construction of an autonomous time 
synchronization sensing system with the sensor device is 
discussed. 

In Section VI, a vibration table test is performed for the 
improved sensor device, which is equipped with a MEMS 
acceleration sensor, and its amplitude performance is 
examined based on a comparison with the results obtained by 
a comparative servo-type acceleration sensor. Multiple sensor 
devices are installed on the vibration table and allowed to 
vibrate simultaneously in order to confirm that time 
synchronization is realized among the sensors within 0.001 s 
for a 100 Hz measurement sampling. In addition, the output 
of one displacement sensor is branched in order to connect to 
eight improved sensor devices via external analog sensor 
input interfaces, and a test is conducted to prove that the 
measured results are in agreement. 

Furthermore, to apply this technology for earthquake 
observation, the logic for detecting the occurrence of an 
earthquake according to a set threshold and saving only the 
data of the earthquake event is presented. Its function is 
illustrated using a vibration table test. 

Based on these test results, the performance of the 
developed autonomous time-synchronized sensor device is 
confirmed, and it is shown that this device can be applied for 
earthquake observation and structural health monitoring. 

II. STATE OF THE ART 

The time synchronization function is essential for sensor 
devices used in earthquake observation and structural health 
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monitoring. In this research, a prototype sensor module that 
autonomously maintains accurate time information by 
applying an ultra-high precision clock, CSAC, was made to 
improve practical applications. Even if a huge number of 
sensors are installed, if accurate time information can be 
autonomously assigned to the measurement data of each 
sensor, time synchronization of the data of the sensors can be 
established just only by collecting data with arbitrary means 
and rearranging the data based on the time information. 

For time synchronization sensing, many studies such as 
Global Positioning System (GPS) using radio clocks and 
satellites, and Network Time Protocol (NTP) [5] for achieving 
time synchronization on the Internet have been conducted so 
far. Some studies have realized highly accurate time 
synchronization with a simple mechanism by utilizing the 
characteristics of wireless sensor networks with small 
propagation delays. For example, various time 
synchronization protocols such as Reference Broadcast 
Synchronization (RBS), Timing-sync Protocol for Sensor 
Networks (TPSN), and Flooding Time Synchronization 
Protocol (FTSP) have been studied [4][8][12]-[14]. However, 
although these time synchronization techniques are still used 
today, as described in the Introduction, they are not ideal for 
sensor devices used in earthquake observation and structural 
health monitoring. As shown in this research, if each sensor 
gives accurate time information autonomously to the 
measurement data, even if a huge number of sensors are 
installed in an arbitrary environment, it is possible to create 
data groups with secured time synchronization and use them 
for comparison and analysis. 

III. AUTONOMOUS TIME SYNCHRONIZATION AND CSACS 

In order to obtain a collection of sensor data with stable 
time synchronization, even when GPS signals are not 
available, wireless data transmission is unstable, or there is no 
wired network connection, the most idealistic condition is that 
each sensor maintains accurate time information 
autonomously. If accurate time information (time stamp) can 
be provided to the data measured by each sensor, a collection 
of sensor data with time synchronization can be obtained. 
Therefore, in this study, a CSAC with a high-precision time-
keeping performance and considerably less delay than quartz 
oscillators was used [7]-[9] to develop a sensor that can 
autonomously maintain accurate time information. 
 

 
Figure 1.  Chip Scale Atomic Clock (CSAC). 

TABLE I.  CSAC SPECIFICATIONS 

Model SA.45s 

RF output 10 MHz 

1 PPS output Rise/fall time: < 10 ns
Pulse width: 100 µs

Power consumption < 120 mW 

Outside dimensions (mm) 40 × 35 × 12 

Frequency accuracy ± 5 × 10-11 

Aging < 9 × 10-10/month 

TABLE II.  VARIOUS CLOCKS AND OSCILLATORS 

 Cesium 
atomic 
clock

Rubidium 
atomic 
clock 

CSAC Quartz 
oscillator 

Time until it 
has a 1-s 

delay

50,000 
years 

1,000 years 
1,000 
years 

1 day 

Size 0.1 m3 1,000 cm3 1 cm3 10 mm3

Power 
consumption

50 W Several 
tens of W 

30 mW 10 μW 

 
A CSAC is a clock that realizes ultra-high precision time 

measurement of several tens of picoseconds (5 × 10-11 s) with 
low power consumption. Owing to its ultra-small size, it can 
also be loaded on a board (see Figure 1, Table I and II). The 
development of CSACs began with the support of the Defense 
Advanced Research Projects Agency (DARPA) in the United 
States in 2001, and commercial products were launched in 
2011. Its applications include countermeasures for 
disturbance of GPS positioning caused by jammed signals, 
high-precision positioning for smartphones and other devices, 
and incorporation in cloud servers. Owing to its increasing 
popularity, further reduction in price and a smaller unit design 
are expected. By installing a CSAC in each sensor device and 
loading a mechanism to assign highly accurate time stamps to 
the sampling data, a group of sensor data with autonomously 
secured time synchronization can be obtained. To collect the 
measured data with accurate time stamps, any technology, 
such as 3G, Wi-Fi, or Ethernet can be used. 

IV. DEVELOPMENT AND IMPROVEMENT OF SENSOR 

DEVICE EQUIPPED WITH CSAC 

A sensor device usually consists of the following: CPU 
for controlling the measurement, sensor, filter, analog-to-
digital (A/D) converter, storage, and network interface. A 
crystal oscillator is used as the CPU. If a CSAC is installed 
in it and used for measurement, then a time delay will occur 
while correcting the CPU, because the timing accuracy of the 
CSAC is very high. Therefore, in order to directly assign the 
timing information provided by the CSAC to the data 
measured by a sensor using hardware, a mechanism equipped 
with a dedicated integrated circuit, field-programmable gate 
array (FPGA), was developed and a prototype of the sensor 
device was produced [10][11]. Since an FPGA is 
programmable, a logic for earthquake detection using the 
measured data can be incorporated, by assigning it the time 
measurement information provided by the CSAC. 
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From Figure 2, it can be seen that the sensor device 
consists of a main control unit, sensor unit, and wireless 
communication unit. The main board is equipped with a 
CSAC, FPGA, GPS, CPU, storage, and network interface. 
The main control unit controls the measurement made by the 
sensor while generating time stamps based on the ultra-high 
precision timing information given by the CSAC. The 
measured data is stored in the storage and then transmitted to 
the network via Ethernet or wireless communication. The 
measured data to be saved is of two types: data to be 
measured on a steady basis and data of extracted events such 
as earthquakes. To handle data of the latter type, the logic to 
detect the beginning and end of an earthquake is incorporated 
in the FPGA, and data of only the earthquake events are 
promptly transmitted to the network after the earthquake. For 
initialization and adjustment of time information, it is 
equipped with a GPS. The sensor unit obtains measurements 
based on the commands given by the main control unit. The 
sensor unit is equipped with tri-axial MEMS acceleration 
sensor, external analog sensor input interface, temperature 
sensor, anti-aliasing filter, and A/D converter.  
 
 

 

 
Figure 2.  Design of Sensor Device Equipped with CSAC. 

TABLE III.  SPECIFICATIONS OF MEMS ACCELERATION SENSOR 

Model LIS344ALH 

Measurement direction 3 

Maximum acceleration (± G) 2 

Outside dimensions (mm) 4 × 4 × 1.5 

Consumption current (mA) 0.68 

Stand-by power consumption (µA) 1 

Detection sensitivity 660 mV/G ± 5% 

Noise characteristics 50 μG/√Hz 

Operating temperature (°C) -40 - +85 

 
 

Figure 3.  Improved Sensor Module with CSAC. 

Table III shows the specifications of the mounted tri-axial 
MEMS acceleration sensor. The wireless communication 
unit enables data collection using a wireless system and 
allows selectable use of either a general wireless LAN (Wi-
Fi) or 3G. The basic performance of the prototype of the 
developed sensor device was examined [10][11]. 

The prototype of the developed sensor device was 
improved in the following ways, with the aim of achieving 
increased functionality and practical usability: 

a) Generation of three channels for serving as an external 
analog sensor input interface 

b) Addition of a 24-bit A/D converter 

c) Reinforcement of FPGA 

d) Separation of the wireless communication unit and 
adoption of a commercially available motherboard 
(Raspberry Pi 2 Model B) 

e) Loading of the IEEE 1588-based time synchronization 
function 

By including the 24-bit A/D converter and using three 
channels as the external analog sensor input interface, a sensor 
that requires a wide dynamic range, such as a servo-type 
acceleration sensor, can be connected. Furthermore, by 
joining three units of a strain or displacement sensor, the 
sensor device can be used as a data logger. In addition, with 
the wireless communication unit and the use of commercially 
available Raspberry Pi, the system is capable of responding to 
a new wireless communication system quickly. Finally, by 
equipping the interface based on the IEEE 1588 standard for 
time synchronization of networks, the measurement timing 
can be initialized among the sensor devices for 
synchronization. Figure 3 shows the improved sensor device 
that was produced. 

V. FORMULATION OF AN AUTONOMOUS TIME 

SYNCHRONIZATION SENSING SYSTEM 

Herein, the construction of an autonomous time 
synchronization sensing system with the sensor device 
described in Section III is discussed. To construct the sensing 
system composed of multiple sensors using the CSAC 
equipped sensor devices, it is necessary to prepare one device 

 Z X 

Y 

Main control unit Sensor unit 

Wireless communication unit 

Main control unit

Sensor
unit 

Chip scale atomic 
clock (CSAC) 

MEMS acceleration 
sensor 
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as the master, define absolute time information on it, and 
synchronize the other devices as slaves. The main control unit 
of each sensor device is armed with an I/O connector for 1 
Pulse Per Second (PPS) signals of the CSAC. By using this, 
the master device outputs 1 PPS signals to each slave device 
to synchronize them, and adjusts the clock phase of the CSAC 
of the slave devices. Although a CSAC has a high time-
keeping accuracy, it is necessary to define the absolute time 
information separately, because it originally has no such 
information. At the time of initial setting, the GPS module 
installed in the main control unit is used. The data is 
transmitted from the master device to the slave devices based 
on the IEEE 1588 method. Once all the sensor devices have 
been initially synchronized, they will autonomously retain the 
high-precision time information, and they only need to be set 
at arbitrary places for data collection. As mentioned 
previously, since accurate time stamps are recorded for the 
measured data, the data can be collected via any system 
including Ethernet, Wi-Fi, and 3G. Furthermore, even in 
places where GPS signals are not available and wireless or 
wired networks cannot be prepared, the data can be measured 
and collected. Therefore, this system can be used for mobile 
measurement or as a portable sensing system. 

Figure 4 shows the configuration of the autonomous time 
synchronization sensing system. The sensor devices, which 
are individually equipped with the acceleration sensor board 
containing the MEMS acceleration sensor, can be freely 
combined with the other sensor devices having displacement 
sensors or strain sensors via external sensor boards. 

VI. BASIC PERFORMANCE TEST OF IMPROVED SENSOR 

DEVICE 

a) Vibration table test with built-in MEMS acceleration 
sensor 

To check the basic performance of the improved sensor 
device proposed in Section III, a vibration table test was 
conducted. During the vibration table test, measurements were 
made with the built-in MEMS acceleration sensor in each 
sensor device. 

The purpose was to check the measurement performance 
of the MEMS acceleration sensor and the time 
synchronization performance of the sensor device. As shown 
in Figure 5, four sensor devices were fixed on the vibrating  
 
 

 

Figure 4.  Configuration of Autonomous Time Synchronization Sensing 
System. 

table, the same vibration was applied towards one horizontal 
direction, and the measured results were compared. In the test, 
a swept sine wave of 0.1 to 2 Hz and 2 to 10 Hz was applied 
as the input wave, as shown in Figure 6. The measurement 
sampling frequency of the sensor device was set as 100 Hz in 
this case. 

A vibration was applied along the Y direction of the sensor 
devices and measurements were made with the sensor 
devices and a comparative servo-type acceleration sensor. 
Figure 7 shows the calculated results of the Fourier amplitude 
spectral ratio for the acceleration waveforms measured with 
the four sensor devices and the servo acceleration sensor (for 
control). Compared to that of the servo acceleration sensor, 
the amplitudes of the four sensor devices were flat in the 
frequency bands of 0.1 to 2 Hz and 2 to 10 Hz, and the MEMS 
acceleration sensors loaded on the sensor devices showed a 
good performance for the components in the Y direction. 
Figure 8 shows the calculated results of the Fourier phase 
spectrum ratio of the acceleration measurement waveforms 
of the three (slave) devices with one sensor device on the 
vibration table as the master. If there is no phase delay among 
the sensor devices and time synchronization is secured, the 
Fourier phase spectrum ratio should be close to zero in all the 
frequency bands. In Figure8, a phase delay within 0.001 s is 
plotted with a dotted line. This indicates that the time 
synchronization realized among the sensor devices was 
within 0.001 s. 
 

 
Figure 5.  Vibration Table Test in Y Direction. 

 

Figure 6.  Input Swept Sine Wave (2 to 10 Hz). 
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Figure 7.  Spectrum Ratios of Fourier Amplitudes of Four Sensor Modules 

to Servo-Type Acceleration Sensor (Y direction). 

 

Figure 8.  Spectrum Ratios of Fourier phase of Three Slave Modules to 
Master Module (Y direction) 

b) Displacement measurement test using external analog 
sensor input interface 

In order to examine the time synchronization performance 
when using an external analog sensor input interface, a test 
was performed using a displacement gauge. As shown in 
Figure 9, the voltage output of one displacement gauge was 
branched and given as input to the eight sensor devices 
equipped with an external sensor board. In the test, the 
displacement was changed by about 1 cm each time and it was 
measured using the eight sensor devices. Figure 10 shows the 
measurement results. The measurement results obtained by 
the eight sensor devices exactly match each other, indicating 
that they had correctly synchronized time data. 
 

 
Figure 9.  Measurement Test with the Displacement Sensor Connected to 

the External Analog Sensor Input Interface. 

 

Figure 10.  Measurement Test Results with Connected Displacement 
Sensor 

 

Figure 11.  Acceleration of Measurement Results of Earthquake Detection 

Test 

c) Earthquake detection test 

In order to use the sensor device for earthquake 
observation, it is necessary to detect the occurrence and end 
of an earthquake. The developed sensor device realizes 
earthquake detection by comparing the measured values with 
the threshold values during sensing. When the occurrence of 
an earthquake is detected during the sensing operation, it starts 
saving the measurement data. At this time, immediately after 
the earthquake occurs, it also saves the data measured for 
several tens of seconds before the earthquake and the data 
measured for several tens of seconds immediately after the 
end of the earthquake, to secure the data of the total event of 
the earthquake. 

In order to check the earthquake detection performance, a 
test was conducted with a vibration table. An earthquake wave 
excitation was provided in the Y direction of the sensor 
devices and the data was measured with a threshold value of 
0.5 cm/s2. The input earthquake wave was the NS direction 
component of the strong motion record observed at the JMA 
Kobe during the 1995 Southern Hyogo Prefecture Earthquake. 
Figure 11 shows the measurement results. It shows that the 
earthquake detection algorithm was able to first detect the 
occurrence and end of the earthquake with the set threshold 
values and then save the measured data. 
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VII. CONCLUSION 

Our research and development efforts for designing an 
autonomous time synchronization sensor device equipped 
with a chip scale atomic clock (CSAC), which records and 
maintains high-precision time information, for earthquake 
observation and structural health monitoring of buildings and 
civil engineering structures was reported in this paper. First, 
the concepts of autonomous time synchronization and CSACs 
were explained, and the mechanism to assign ultra-precision 
time information to sensor data using a CSAC was presented. 
Then, the development of the sensor device as a prototype and 
the improvements applied to it were described in detail. The 
improved prototype was used to develop a sensor device for 
practical application, and a vibration table test was conducted 
to examine the performance of the improved sensor device.  

To apply the device for earthquake observation, the logic 
to detect the occurrence of an earthquake according to set 
threshold values and to save the data of only the earthquake event 
was prepared, and its function was confirmed using the vibration 
table test. These results demonstrate that the developed autonomous 
time-synchronization sensor device has good performance and that it 
can be applied for earthquake observation and structural health 
monitoring. 

One of the future challenges is to consider how to operate the 
sensing system for measurement purposes, assuming that even 
CSAC will undergo aging in the long term. In addition, it is not easy 
to fully utilize the high-precision time-keeping performance of the 
CSAC device. For example, even with a dedicated built-in FPGA, its 
clock is just 125 MHz, and it can give time stamps to the 
measurement data only within a time interval of 8 ns. When the 1 
PPS output of CSAC is used to synchronize the sensor devices, a 
delay occurs due to the length of the cable connecting them. 
Furthermore, even though it is expected that CSACs will eventually 
be installed on all computers and smartphones worldwide, at present, 
only one US company manufactures and sells CSAC products, and 
therefore, they are very expensive. It can be hoped that more sensor 
companies will join the market and several products will be actively 
used in various fields. My future research plan includes detailed 
verification of the time-keeping performance of a CSAC as an atomic 
clock and the confirmation of the wireless communication function. 
In addition, it will be applied for actual earthquake observation, and 
demonstration tests will be conducted on actual buildings and bridges. 
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Abstract—We present a plane surface non-invasive sensing
system for creating new cross-device interaction in the wild
based on electrical capacitance tomography (ECT) measurement
setup. The core element of the system is the plane capacitance
sensor consisting of 32 electrodes built into an experimental
tabletop assembly coupled with the spatial-awareness concept.
The interaction is enabled taking the advantage of the principle
of physical objects interfering with the electrostatic field in
proximity of the surface, which is shown here for a set of mobile
devices. The presented system is independent, i.e. does not require
any external sensing methods to be coupled with in order to detect
devices in the proximity. Additionally, no technical requirement
concerning the type of interaction device is posed hence, we
enable to embed devices world into the natural environment.
Moreover, the system design and operational foundations in terms
of both simplicity and measurement protocol make the equipment
easily scalable. All these properties open way to elaborate new
interaction techniques that are even more allusive. This paper
offers a glimpse of technical details of the system as well as
discussion on the further exploration of the TomoSense potential.

Keywords- capacitance sensing; interactive surface; ECT;
multi-device sensing, spatial-awareness.

I. INTRODUCTION

Spatial awareness concept is a key to development of
multi device systems and especially interactions in these multi
device environments, such as presented in [1, 3]. Recent work
on sensemaking shows specific scenarios for multi device
interactions emerging, while the range of possible areas where
users already use multiple devices simultaneously grows [4].
However, the methods for determination of mutual position
of devices are not perfect. Most of published research and
applications involve techniques that require mounting external
sensors/cameras and/or satisfaction of conditions, such as the
line-of-sight for camera based systems or direct contact with
special surface such as the specialized interactive tabletop dis-
plays in order to elaborate spatial-awareness for these systems.
Consequently, most of them are either difficult to deploy in-
the-wild conditions or spatial-awareness can be explored in the
laboratory conditions only. Therefore, we propose TomoSense:
an ECT-based prototype sensing system constituted of a plane
capacitance sensor easy to be embedded within an ordinary
table and a process tomography measurement equipment
coupled with a dedicated measurement protocol. TomoSense

enables to identify devices in the close proximity of the
electrodes that are hidden below the plane (i.e. table) surface
thus enabling ad hoc interactions in different locations, as
proposed in [2]. This paper covers a short technical overview
of the prototype concept as well as first results and discussion
on the further studies.

However, while a number of interaction techniques have
been proposed, the method of sensing the relative position
of the devices still remains a challenge. Past experiments
often used stationary and costly sensing, such as interactive
tabletops [1] or motion tracking systems [2]. Alternatively,
Rädle et al. [3] developed a Kinect-based system for spatial
awareness that required placing a sensor above the surface on
which the devices were placed. All of the past approaches
have certain limitations, such as the need for line-of-sight
for camera-based systems, or the need for direct contact with
the surface for interactive tables. As a consequence of these
constraints, studies of multi-device systems either do not use
spatial awareness or focus solely on laboratory experiments
[4], [5] . As more and more users carry multiple mobile
devices simultaneously [6], a need emerges for a versatile
sensing method that would enable in situ studies and create
possibilities for a wide deployment.

This paper introduces TomoSense — an electrical capaci-
tance tomography sensor embedded in an ordinary table that
enables identifying devices on and above the table and acquir-
ing positional information. TomoSense is a research prototype
that enables more ubiquitous positional sensing for devices
and approximates the concept of an interactive tablecloth (a
concept first proposed by Müller-Tomfelde and Fjeld [7]) —
the possibility to create ad-hoc interactive surfaces in any
location. Here, we provide a description of TomoSense, details
of the sensing method used, preliminary insights from its
application to device sensing and plans for future studies as
further development of a concept initially postulated here [8].

II. TOMOSENSE

TomoSense is a rectangular planar sensor dedicated to
electrical process tomography measurement modality that con-
sists of 32 electrodes arranged in 4 rows and 8 columns all
embedded just below the surface of an ordinary table. Fig. 1
is a photo of the table with a sensor intentionally (showing
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the principle of operation, while to be easily hidden with an
opaque layer during normal operation) visible underneath the
transparent plastic layer (3mm thickness) of the upper table
surface. It is worth to note that, while we use an ordinary
utility table for our experiments, the system itself can be a
part of virtually any other surface as well. The table presented
as an example here has a size of 610mm x 450mm, while
each electrode is 95mm x 60mm with the gaps in between
the electrodes of 10mm. The bottom part of sensor (10mm
below the table surface) was electrically screened in order to
improve the signal-to-noise ratio (SNR) and thus improving
the sensing properties of the system in the space above the
sensor. Electrical capacitance tomography is based on the
principle of measuring the change of capacitance between
all the consecutive pairs of sensing electrodes (irrespective of
their position or orientation) quickly switching the excitation
to successive electrodes, while grounding the rest. Experiments
were conducted with sensor of 32 electrodes located as shown
in Figure 1, using 32 channel quality equipment enabling real
time on-the-fly monitoring of the measurement space; further
details on ECT process tomography can be found here [6]. In
order to better illustrate the working concept of the proposed
system, we show here 2D reconstructed images (using basic
LBP algorithm), while it is reasonable to store and process
only the relative position of the devices omitting the imaging
and visualization at all in further research work [6].

Electrical capacitance tomography is based on the principle
of measuring the change of capacitance between consecutive
pairs of sensing electrodes, irrespective of their position or
orientation. In order to conduct the measurement, one of
the electrodes is excited with a certain electrical potential
(in the range of 5 − 15V ) while the rest of electrodes are
grounded. This work was conducted using a custom-made
32 channel research-grade ECT device. The device is fully
flexible as it allows to adjust the interchannel gains of separate
measurement channels. All the electrodes in TomoSense are
connected to the device and monitored in real time.

III. SENSING

A typical electrical capacitance tomography system con-
sists of three major components (Figure 2); the ECT sen-
sor with electrodes placed around the monitoring object,
the data-acquisition ECT measurement unit, which excites
the electrodes and measures the capacitance between each
pair of electrodes, and the computer with complementary
software installed, for image reconstruction, image analysis
and sensitivity matrix of the used ECT sensor. Typically,
used sensors consisting of N electrodes (e.g. N = 8, 12, 16)
lead to M capacitance measurements M = (N − 1) ∗ N/2,
(M = 28, 66, 120) [9]. The number of the amounted electrodes
in ECT sensor is related to image acquisition rate and the
required resolutions. The use of 12 electrodes allows the
acquisition of 100 frames per second. In the presented ECT
sensor (N = 32) and with the applied ECT measurement
unit, the acquisition rate was at 11 frames per second that
gives M = 496 measurement records for one frame. The

Fig. 1. Photo of TomoSense - top view of the system with a single mobile
device (iPhone 6) placed on the table. Note the size of the sensed surface
relative to the smartdevice.

measured capacitance records are collected in a matrix where
i, j represent the numbers of the electrodes in between the
successive pairs of measurement electrodes [10]. The changes
of capacitance between each pair of electrodes are dependent
mainly on the permittivity value of the space between elec-
trodes and the distance between electrodes. In order to prepare
the image of permittivity distribution in space between each
pair of electrodes, it is necessary to calculate the sensitivity
matrix, which provides information about the influence of the
level of permittivity changes in each part of the measurement
space (in our case, above the table) on particular capacitance
measurements [11]. Before starting the reconstruction process,
the sensitivity matrix has to be calculated. The measure-
ment procedure is conducted by connecting each electrode
to an ECT system. The measurement of capacitance C was
conducted between each pair of electrodes, C1−2, C1−3, ...,
C1−32, C2−3, C2−4, ... , C2−32, ... , C31−32. The measure-
ment vector M1x496 consist of N = 496 measurements.
The reference vector for empty measurement space Mref is
recorded in order to eliminate the influence of the distance
between the distant electrodes on the results. The sensing area
is divided into 23x30 pixels. The reference data is used to
create the reconstructed image of the objects placed on or
above the surface of TomoTable. In order to obtain the image,
a sensitivity weight matrix W496x690 is calculated. It provides
information on how the changes in each pixel influence the
measurements of capacitances between each pair of electrodes.
The values of weight matrix are calculated based on distance
of a pixel from a given electrode. For electrodes located farther
away from each other, the influence on pixel changing is much
smaller than for adjacent electrodes. The resulting image I
is obtained by first subtracting Mref from M to obtain the
relative measurement vector Me and then multiplying Me by
the weight matrix W .
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Fig. 2. Components of ECT

IV. PRELIMINARY RESULTS

Figures 3 and 4 show the reconstructed images of the
distribution of the objects on the sensed surface. The exam-
ples shown here illustrate different possible configurations of
devices and varying alignment with respect to the electrode
array.

While it is apparent that an object is present on the sensed
surface, its exact location is harder to determine. This is caused
by the fact that the capacitance between adjacent electrodes
(when the sensed surface is empty) increases with the distance
between the electrodes. That is why a reference vector needs
to be obtained before any object detection is performed.

Our next observation is that the introduction of mobile de-
vices onto the sensed surface produced an easily sensed change
in capacitance. The differences of capacitance we observed
are in range of a few picofarads (from 6pf (empty space) to
14pf (space with a mobile device)). The advanced research
system we used can detect differences in the range of fF and
thus a lower grade device would be sufficient. Consequently,
ECT sensing for mobile devices does not require highly
accurate capacitance sensors, which creates opportunities for
low-cost deployments. The number of elements into which
the sensor plane was discretised in order to conduct the image

Fig. 3. Two iPhone 6 units placed on TomoTable and the resulting
reconstructed image. Top: The phone on the upper left-hand side is located
above the center of one electrode and covering two adjacent electrodes
partially. The phone on the lower right-hand side is placed in between four
adjacent electrodes covering only about one fourth of each of them. Bottom:
The reconstructed 2D image of the device configuration view on top. The
color scale show measurement intensity that varies empty space (blue) to the
solid body of a device (dark red).

reconstruction is relatively low and the resolution of the image
is relatively low (e.g. compared to an interactive table). The
image reconstruction procedure applied here was a simplified
version of the LBP algorithm — a fairly naïve one that
neglects the nonlinear character of the electrical field response
to the objects present in the measurement space. Albeit using
basic reconstruction method and choosing low resolution of
the visualization (23x30 pixels) the size and orientation of
the devices can be easily seen on the resulting reconstructed
image. As a reference, we we show two cases with different
orientation of the devices with respect to each other as well to
the sensing electrodes area and the table itself (upper photos on
Fig. 3 and Fig. 4) as well as the resulting reconstructed images
of the distribution of the objects on the sensed surface (bottom
pictures on Fig. 3 and Fig. 4). There are observable differences
in the produced images depending on how the devices are
positioned in relation to the electrodes and other devices. This
showcases the potential of electrical capacitance tomography
to provide accurate sensing for multi-device systems.

There are observable differences in the produced images
depending on how the devices are positioned in relation to
the electrode array and other devices. This showcases the
potential of electrical capacitance tomography to provide accu-
rate sensing for multi-device systems, namely we demonstrate
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Fig. 4. An iPhone 6 and an iPad mini placed on TomoTable and the resulting
reconstructed image. Top: The spatial arrangement of the devices is more
chaotic and more likely in an in-the-wild scenario. The rotation of the devices
is misaligned with TomoTable’s electrode array. Bottom: The reconstructed
2D image of the two devices. The color scale show measurement intensity
that varies empty space (blue) to the solid body of a device (dark red).

it is feasible to: (1) localize the position of the device (2)
distinguish the size (3) detect the rotation angle and (4) sense
several distinct devices.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we demonstrated that TomoSense detects
on-top placed devices with ease; measurement records taken
during experiments revealed significant changes in sensed
capacitance and these varied from a few to over a dozen in
the range of picoFarads (from 6pF for empty space to 14pF
when sensing a device), while the ECT unit is capable to work
in far more narrow range of femtoFarads. With this, we can
conclude that it is possible to use a custom made device with
lower sensitivity capacitance measurement devices for future
wide deployment. One can observe that, even for the same
type of devices, the particular position of the device with
respect to electrode distribution (coverage over the distinct
electrodes area) influences the values of reconstructed pixels
(Fig. 2). This property may provide additional knowledge
about devices orientation with respect to electrodes positions
and hence shall improve the eventual spatial position calcu-
lations. ECT normally can produce tens up to hundreds of
images per second for the all-inter-electrode measurement vec-
tors. However, using contextual knowledge of the monitored
process, such as the specific movements of mobile devices as
reported here [5], we can adjust the measurement protocol. The

protocol may support more rapid detection of spatial location
with the aid of the "traveling measurement window" concept
using a mask of 9 or 16 electrodes. While spatial awareness
becomes an important feature in a class of applications such
as sense making in a multi device environment, a question of
a balance between required sensing accuracy vs. complexity
and ease of application remains open. The proposed prototype
offers limited spatial resolution compared to infrared based
positioning. However, further research on refining the design
(in terms of different electrode arrangements coupled with
dedicated measurement protocols as well as contextual data
processing algorithms) shall provide sufficient accuracy for
spatial-aware based multi device applications. On the other
hand, our design preserves the biggest advantage over the other
modality systems, i.e. the possibility to be easily embedded
into different surfaces and, therefore, to keep the promise of
in-the-wild applicability. It will be interesting to test the device
for advanced domain expert analytical meetings for last stage
of scientific crowdsourcing applications [12]. Lastly, with the
improved prototype, it is worth to conduct in-situ study on
possible ways of interaction with various everyday objects.
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Abstract—An indoor positioning system where trichromatic
white Light Emitting Diodes (LEDs) are used both for
illumination proposes and as transmitters and an optical
processor, based on a-SiC:H technology, as mobile receiver is
presented. On-Off Keying (OOK) modulation scheme is used,
and it provides a good trade-off between system performance
and implementation complexity. The relationship between the
transmitted data and the received digital output levels is
decoded. LED bulbs work as transmitters, sending information
together with different identifiers, IDs, related to their physical
locations. A triangular topology for the unit cell is analysed,
and a 2D localization design, demonstrated by a prototype
implementation, is presented. Fine-grained indoor localization
is tested. The received signal is used in coded multiplexing
techniques for supporting communications and navigation
concomitantly on the same channel. The location and motion
information is found by mapping the position and estimating
the location areas.

Keywords- a-SiC: H technology; optical sensor; transmitter;
receiver; demultiplexer; WDM; indoor positioning.

I. INTRODUCTION

Research on indoor localization and navigation has long
been a popular topic. Localization is one of the essential
modules of many mobile wireless applications. Although
Global Positioning System (GPS) works extremely well for
an open-air localization, it does not perform effectively in
indoor environments, due to the inability of GPS signals to
penetrate through in-building materials. Therefore, precise
indoor localization is still a critical missing component and
has been gaining growing interest from a wide range of
applications, e.g., location detection of assets in a warehouse,
patient tracking inside the hospital, and emergency personnel
positioning in a disaster area. Although many methods are
available, such as WiFi-based [1], [2] and visual indoor
topological localization [3], [4], they require dense coverage
of WiFi access points or expensive sensors like high-
performance cameras to guarantee the localization accuracy.

In the sequence, we propose to use modulated visible light
(carried out by white low cost Red, Green, and Blue, RGB,
LEDs) to provide globally consistent signal-patterns to
perform indoor localization.

We present a 2D localization design, demonstrated by a
prototype implementation. The main issue is to divide the
space into spatial beams originating from the different light
sources, and identify each beam with a unique time sequence
of light signals. The receiver, equipped with a light sensor,
determines its spatial beam by detecting the light signals,
followed by optimization schemes to refine its location
within the beam. Fine-grained indoor localization can enable
a multitude of applications. In supermarkets and shopping
malls, exact location of products can greatly improve the
customer's shopping experience and enable customer
analytics [5], [6].

Visible Light Communication (VLC) is a data
transmission technology [7], [8], [9], and [10], based on the
use of visible light. Due to the combination of illumination
and communication, a lot of research has been performed for
VLC applications [11], [12], and [13]. With this technology,
it is possible to achieve simultaneous illumination and data
transfer by means of LEDs. This functionality has given rise
to VLC, where LED luminaires are used for high-speed data
transfer [14], [15]. Moreover, both interior lighting of a room
and data transfer will be achieved without the need of an
additional communication system. Aside from integrability
with the illumination system, VLC has many advantages
compared with other radio based technologies: radio
frequency (RF) interference free, RF interference immune,
safe for human health, and more secure [16]. Luminaires
equipped with multi colored LEDs can provide further
possibilities for signal modulation and detection in VLC
systems [17].

The use of Red-Green-Blue (RGB) LEDs is a promising
solution to high-speed VLC systems as they offer the
possibility of the Wavelength Division Multiplexing
(WDM), which can greatly increase the transmission data
rate. In the recent past, we have developed a WDM device
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that enhances the transmission capacity of optical
communications in the visible range. The device was based
on tandem a-SiC:H/a-Si:H pin/pin light controlled filter with
two optical gates that select the different channel
wavelengths. When different visible signals are encoded in
the same optical transmission path [18], [19] the device
multiplexes the different optical channels, and performs
different filtering processes: amplification, switching, and
wavelength conversion. Finally, it decodes the encoded
signals recovering the transmitted information.

This paper provides detailed characteristics of various
components in a VLC system such as transmitter and
receiver, multiplexing techniques, system design and visible
light sensing and applications, such as indoor localization
and motion recognition. A 2D localization design,
demonstrated by a prototype implementation will be
analyzed. Fine-grained indoor localization is tested. The
proposed system, composed data transmission and indoor
positioning, involves wireless communication, smart sensor
and optical sources network, which constitutes a
transdisciplinary approach framed in cyber-physical systems.

This paper is organized as follows. In Section I, an
introduction is presented. In Section II, the system
configuration and its characterization is explained. In Section
III, indoor positioning is analyzed while, in Section IV, some
navigation system examples are shown. Finally, Section V
summarizes the conclusions.

II. SYSTEM CONFIGURATION AND CARACTERIZATION

A. Transmitter

The positioning system’s topology is a self-positioning
system in which the measuring unit is mobile. This unit
receives the signals of several transmitters in known
locations, and has the capability to compute their location
based on the measured signals. LED bulbs work as
transmitters, sending information together with different IDs
related to their physical locations. Each LED lamp transmits
data during the time slot it occupies, i.e., the individual LED
lamp transmits its own data depending on the area it locates.
An optical receiver inside the mobile terminal extracts the
location information to perform positioning and,
concomitantly, the transmitted data from each transmitter.

The beam area of light radiation of an LED, in the array,
has the form of a circle. The estimate distance from the
ceiling is used to generate a circle around each transmitter
(see Figure 1) on which the device must be located in order
to receive the transmitted information (generated location
and coded data). To receive the information from several
transmitters, the device must be positioned where the circles
from each transmitter overlap, producing at the receiver a
MUX signal that, after demultiplexing, acts twofold as a
positioning system and also a data transmitter. The receiver
detects one or more signals from light beams of different
LEDs. If the signal it receives is only from one LED, the
coordinates of the LED are assigned the device’s reference
point. If the device receives multiple signals, i.e., if it is in
the overlapping region of two or more LEDs, it finds the
centroid of the received coordinates and stores it as the

reference point. Thus, the overlap region is used as an
advantage to increase the accuracy in position estimation
because more overlapping region means more reference
points.

The proposed system considers a set of LED bulbs on the
ceiling and a mobile terminal. The ceiling plan for the LED
array layout of a unit cell is shown in Figure 1a (LED array =
RGBV color spots). A triangular topology was considered
for the unit cell (Figure 1a). The proposed arrangement
employs four modulated LEDs (RGBV), three of them
(RGB-LED) are located at the vertices of an equilateral
triangle and a fourth one (V) is located at its centroid. The
geometric scenario used for calculation uses a calibration
grid (triangular), smaller, to improve its practicality. Here, a
beam radius of 2 cm was assumed for each LED. The chips
of the white LEDs can be switched on and off individually in
a desired bit sequence and are 3 cm away from the receiver.
For each RGB-LED, only one chip (R, G, B) is modulated in
order to broadcast the specific information (payload data).
The extra violet LED sends the network cell’s. We name
point 1 where all the four locations overlap. Points 2, 3 and 4
refer to the locations with three overlaps, points 5, 6 and 7
with two overlaps, and finally 8, 9 and 10 where no overlap
occurs. The grid size was chosen in order to have the triangle
inscribed inside the generated circle estimated around the
violet transmitter.
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Figure 1. The next closest grid positions in lighting design. a) unit
navigation cell. b) network cell’s

The triangular topology allows the use of clusters cells
and can be applied on large surfaces (Figure 1b). A large-
dimension indoor environment, like a supermarket or a
library can be considered by dividing the room into unit
navigation cells with an appropriate side length. In Figure
1b, the unit cell was repeated in the horizontal and vertical
directions in order to have a mxn matrix of unit cells that fill
all the space and gives the geographical position assigned to
each unit cell. The violet signal carries the ID of the unit cell.
Cell’s IDs are encoded as rows and columns [rrrr; cccc]
using a binary representation for decimal number. For
instance, number 11 is coded as ”1011” (23+0+21+20). In
case of the presented cell in Figure 1a being part of the
cluster (Figure 1b) the ID from the cell located at row 1:
column 1, will be [0001 0001], whereas in case of row 2
column 3, an ID_BIT [0010 0011] will be send by the violet
LED. With perfect information, this method will give an
exact, unique answer, i.e., the cell location in the cluster and
for each unit navigation cell, the single region at the
intersection of the circles.
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As stated, the employment of trichromatic RGB LEDs as
transmitters offers the possibility of WDM, which can
greatly increase the transmission data rate.

Light produced by the LEDs is assumed to propagate as a
Gaussian Beam. Under this assumption, in agreement with
the LED’s datasheet used for the laboratory experimental
measurement, the electric field intensity propagates in free
space in its unique fundamental mode [20]. Applying this
model, we calculate the light intensity projected on the target
screen based on the LED characteristics: wavelength,
intensity and divergence angle (60º). In Figure 2, the
simulation of the projected light intensities is shown for the
unit triangular cell. The coordinates of the LEDs, in
centimeters, were set as: V (0, 0), R (0, 2), B(-1.72, -1), G
(1.72, -1).

R

GB
V

Figure 2. Simulated light intensity in a triangular unit cell.

To transmit the data, an On-Off Keying (OOK) code was
used. In Figure 3, an example of the digital signals (RGBV
codeword) used to drive the LEDs is displayed. In this
example, the ID_BIT [0101 0011] was sent by the violet
LED and corresponds to the unit cell (5,3). The red, the
green and the blue LED send the payload data.
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Figure 3. Representation of the original encoded message [R G B
V] ascribed to the cell (5,3).

B. Receiver

The optoelectronic sensor is a 1x1 cm double pin
heterostructure produced by PECVD (Plasma Enhanced
Chemical Vapor Deposition) sandwiched between two

transparent conductive contacts (TCO). The device
configuration is shown in Figure 4. In the heterostructure, p-
i'(a-SiC:H)-n/p-i(a-Si:H)-n [17], the intrinsic layer of the
front p-i-n photodiode is built of a-SiC:H while the back
intrinsic layer is based on a-Si:H. As a result, both front and
back diodes act as optical filters confining, respectively, the
optical carriers resultant from the blue and red wavelength
photons apart, while the optical carriers generated by the
green wavelength photons are absorbed across both.

The device operates within the visible range using for
data transmission modulated low power light supplied by a
violet (V), and three trichromatic LEDs. The RGB-LED are
used together for illumination proposes and individually, one
only chip, to transmit the channel location and data
information. So, a polychromatic mixture of red, green, blue
and violet; λR,G,B,V; pulsed communication channels (input
channels, transmitted data) are combined together, each one
with a specific bit sequence and absorbed accordingly to
their wavelengths (see arrow magnitudes in Figure 4). The
combined optical signal (multiplexed signal; received data)
is analyzed by reading out the generated photocurrent under
negative applied voltage (-8V), with and without 390 nm
background lighting, applied either from front or back sides
[18].
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Figure 4. Double pin configuration and device operation.

In Figure 5, the measured signal due to the overlap of the
four independent input channels (MUX signal) is displayed
without applied optical bias (dark) and under front and back
irradiation. On the top the driving signal applied to each R, G,
B and V LED is presented, the bit sequence was chosen in
order that when one channel is on the others are always off.
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Figure 5. Transient photocurrent without (Dark) and under front (Front)
and back (Back) 390 nm irradiation.
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Data analysis shows that the photocurrent depends, under
irradiation, on the irradiated side and on the incoming
wavelength, the irradiation side acting as the optical selector
for the input channels. Under front irradiation, the long
wavelength channels are enhanced and the short wavelength
channels quenched while the opposite occurs under back
irradiation. Note that, under back lighting, as the wavelength
increases the signal strongly decreases while the opposite
occurs under front irradiation. This nonlinearity is the main
idea for decoding the MUX signal at the receiver.

C. MUX/DEMUX device

For the unit cell, and with the receiver at position
generation 1 (see Figure 1), the photocurrent generated by all
the input channels was measured under front and back
lighting.
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Figure 6. MUX signal under front and back irradiation. On the top the
transient optical signal from each RGBV are decoded.

The bit sequence of each channel was adjusted in order to
have all the on/off possible states in an ordered sequence.
The photocurrent was normalized to its maximum value. In
Figure 6a this “standard” MUX signal is displayed, under
front and back irradiation. In Figure 6b a random sequence is
shown under the same conditions. In the top of the figures,
the digital decoded information is shown.

The MUX signal under front irradiation is quite different
from the one under back lighting. Results from the
“standard” sequence (Figure 6a) show that for each possible
24 on/off states, it corresponds a well-defined level. Under
front irradiation, sixteen separate levels are detected (d0-d15)
and correspond to all possible combinations of the on/off
states, concerning the input channels. Under back irradiation,
the MUX signal trend is very close to the one of the violet
input channel and allows the readout of the cell´s ID-BIT. In
Figure 6b, some on/off states are missing, but, as expected,
the behavior is the same: front irradiation enhances the
red/green channels while under back irradiation the violet
channel is readout.The functional principle to decode the
transmitted information is based on the adjustable
penetration depths of the photons into the front and back
diodes (see Figure 4), which is linked to their absorption
coefficient in the intrinsic front and back collection areas.
Front irradiation is strongly absorbed at the beginning of the
front diode and, due to the self-bias effect, increases the
electric field at the back diode, where the red incoming
photons are absorbed, resulting in an increased collection.
Under back irradiation, the electric field decreases, mainly at
the i-n back interface, quenching the red signals and
enhancing the blue /violet ones (see Figure 5).

The algorithms to decode the coded information are
relatively straight-forward since the background acts as
selector that chooses one of the 2n sublevels, being n the
number of transmitted channels, and associates to each level
an unique n-bit binary code [21]. The combination of the
four channels under irradiation, denotes the presence of all
the possible sixteen (24) on/off states, clearly observed in
Figure 6a. Here, each level is ordered by the correspondent
gains in a 4 bit binary code [XR, XG, XB, XV], with X=1 if the
channel is on and X=0 if it is off. In Figure 6, in the right
side, it is presented the selection index for the 16-element
look-up (d0-d15) table, each one in its 4-bit binary code
(RGBV) [18]. Therefore, by assigning each output level to a
n digit binary code weighted by the optical gain of each
channel, the signal can be decoded. A maximum
transmission rate capability of 30 kbps was achieved in a
four channel transmission using this device. In the top of the
figure, the digital decoded information is shown.

III. INDOOR POSITIONING

In Figure 7, the MUX signals with the receiver at the
nearest positions 2 and 6, under front lighting, are presented.
In Figure 7a, the “standard” bit sequence (Figure 6a) was
analyzed, while in Figure 7b, the random one (Figure 6b)
was imposed.

Along n channel WDM message transmission, 2n on/off
states are possible during an interval of time T (see Figures 6
and 7). The position of the device during the receiving
process will be given by the highest detected level, i. e., the
level where all the n received channels are simultaneously on
[22]. So, the four (RGBV, Figure 6), the three (RGV, Figure
7) or two (GV, Figure 7) received messages will be given by
the decoding of the n received channels while the device
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position will be confirmed by looking at the highest level
(dot-dash line).
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Figure 7. MUX signals under 390 nm front and back irradiation.
On the top the transmitted channels were decoded. a) Standard bit

sequence. b) Random bit sequence.

The position ID for the analyzed examples will appear as
[1111] (point generation 1, ([1111] in Figure 6) or [1101]
(point generation 2, in Figure 7), and [0101], (point
generation 6, in Figure 7). In Figure 7b, the eight first bits of
the violet packet will give the 8-bit address of the unit cell,
[0010 0110], that is located at line 2, column 6 from the
network.

IV. NAVIGATION DATA BITS

A challenge in LED-based navigation system is the way
to improve the data transmission rate while maintaining the
capability for accurate navigation. The input of the aided
navigation system is the MUX signal, and the output is the
system state estimated at each time step. For each transition
between an initial location and a final one, two code words
are generated, the initial (i) and the final (f). If the receiver
stays under the same region, they should be the same, if it
moves away they are different [23], [24].

The suitability of the navigation data bit transition was
tested. The navigation solution is to move the sensor unit

along a known pattern path. One can performed signal
acquisition on the different generated locations, for instance:
beginning in point 5 and ending in point 3 (see Figure 1), in
four consecutive instants (t1, t2, t3 and t4).

In a segment where the initial position of the receiver is
point generation 5, then it moves to point 4, after that goes to
point 7 and finally arrives to point 3, the acquired MUX
signal at the instants t1, t2, t3, and t4 is displayed in Figure 8a.
The decoded channels are depicted on top. On the right hand,
the highest levels (horizontal dotted lines), in each time
interval, and the correspondent code words are pointed out.
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Figure 8. Triangular topology. a) MUX/DEMUX signals under
different generation regions (5, 4, 7, 3). b) Compass needle.

As the receiver moves between generated point regions,
the received information changes. In turn, red, green or blue
channels are added or removed, but the violet is always
present giving the location of the cell inside the cluster. In
the considered example, the 8-bit positioning ID decoded
from the violet channel was [0010 0110], which corresponds
to line 2, column 6 of the network. Hence, the retrieved
information when the receiver was under point generation 4
(t2) was: 8-bit positioning ID from the cell in the network
[violet channel, 0010 0110], 4-bit positioning ID from the
point generation cell: [RGBV, 1011], red channel payload
packet: [1010 1010 1100 0100…]. When it moves to
generation point 7 (t3) the cell 4-bit positioning ID changes
to [0011] the red information is lost and the blue payload
data is maintained as: [1011 0111 0011 1010…].
Nevertheless, the 8-bit violet ID stays the same [0010 0110]
since it corresponds to the same unit cell (line 2, column 6)
in the network.

V. CONCLUSION

This paper presents a coupled data transmission and
indoor positioning by using transmitting trichromatic white
LEDs and an a-SiC:H/a-Si:H pin/pin SiC optical
MUX/DEMUX mobile receiver. For data transmission, an
On-Off Keying code was used. A triangular topology was
considered for the unit cell. The proposed arrangement
employs four modulated LEDs. Three of them are located at
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the vertices of an equilateral triangle to transmit the payload
data and a fourth one is located at its centroid to send the
positioning BIT ID from the unit cell in the network. Fine-
grained indoor localization was tested. A 2D localization
design, demonstrated by a prototype implementation was
developed.

A detailed analysis of the component’s characteristics
within the VLC system, such as transmitter and receiver,
multiplexing techniques, system design, visible light sensing,
and indoor localization and navigation recognition were
discussed. The results showed that, by using a pinpin double
photodiode based on a a-SiC:H heterostucture as mobile
receiver and RBG-LED as transmitters, it is possible not
only to determine the position of a mobile target inside the
unit cell but also in the network and concomitantly to infer
the travel direction along the time. For future work, by using
multiple emitters and receivers, the transmission data rate
through parallelized spatial multiplexing can be improved.

ACKNOWLEDGEMENTS

This work was sponsored by FCT – Fundação para a
Ciência e a Tecnologia, within the Research Unit CTS –
Center of Technology and systems, reference
UID/EEA/00066/2013 and by the IPL project VLC_MIMO,
2016.

REFERENCES

[1] Y. X. Sun, M. Liu, and Q. H. Meng, “Wifi signal strength-
based robot indoor localization,” in IEEE International
Conference on Information and Automation, 2014.

[2] P. Bahl, and V. N. Padmanabhan, “Radar: an in-building rf-
based user location and tracking system,” in Proc. of IEEE
INFOCOM, 2000.

[3] M. Liu, and R. Siegwart, “Dp-fact: Towards topological
mapping and scene recognition with color for omnidirectional
camera,” in Robotics and Automation (ICRA), 2012 IEEE
International Conference, may, pp. 3503 –3508, 2012.

[4] M. Liu, K. Qiu, S. Li, F. Che, L. Wu, and C. P. Yue “Towards
indoor localization using visible light communication for
consumer electronic devices,” in Proceedings of the
IEEE/RSJ International Conference on Intelligent Robots and
Systems (IROS), Chicago, the USA, 2014.

[5] A. Jovicic, J. Li, and T. Richardson, “Visible light
communication: opportunities, challenges and the path to
market,” Communications Magazine, IEEE, vol. 51, no. 12,
pp. 26–32, 2013.

[6] S T. Komine and M. Nakagawa, “Fundamental analysis for
visible-light communication system using led lights,”
Consumer Electronics, IEEE Transactions on, vol. 50, no. 1,
pp. 100–107, 2004.

[7] E. Ozgur E. Dinc, and O. B. Akan, “Communicate to
illuminate: State-of-the-art and research challenges for visible
light communications,” Physical Communication, no.17, pp.
72–85, 2015.

[8] J. Armstrong, Y. Sekercioglu, A. Neild, "Visible light
positioning: a roadmap for international standardization,"
Communications IEEE, vol. 51, no. 12, pp. 68-73, 2013.

[9] K. Panta, and J. Armstrong, “Indoor localisation using white
LEDs ” Electron. Lett., vol. 48, no. 4, pp. 228–230, 2012.

[10] T. Komiyama, K. Kobayashi, K. Watanabe, T. Ohkubo, and
Y. Kurihara, “Study of visible light communication system
using RGB LED lights,” in Proceedings of SICE Annual
Conference, IEEE, pp. 1926–1928, 2011.

[11] Y. Wang, Y. Wang, N. Chi, J. Yu, and H. Shang.
“Demonstration of 575-Mb/s downlink and 225-Mb/s uplink
bi-directional SCM-WDM visible light communication using
RGB LED and phosphor-based LED,” Opt. Express vol. 21,
no. 1, pp. 1203–1208, 2013.

[12] D. Tsonev, H. Chun, S. Rajbhandari, J. McKendry, S. Videv,
E. Gu, M. Haji, S. Watson, A. Kelly, G. Faulkner, M.
Dawson, H. Haas, and D. O’Brien, “A 3-Gb/s single-LED
OFDM-based wireless VLC link using a Gallium Nitride
μLED,” IEEE Photon. Technol. Lett., vol.26 no.7, pp. 637–
640, 2014.

[13] D. O’Brien, h. L. Minh, L. Zeng, G. Faulkner, K. Lee, D.
Jung, Y. Oh, and E. T. Won, “Indoor visible light
communications: challenges and prospects,” Proc. SPIE 7091,
709106, 2008.

[14] S. Schmid, G. Corbellini, S. Mangold, and T. R. Gross, “An
LED-to-LED Visible Light Communication system with
software-based synchronization,” in 2012 IEEE Globecom
Workshops, pp. 1264–1268, 2012.

[15] Z. Zhou, M. Kavehrad, P. Deng, “Indoor positioning
algorithm using light-emitting diode visible light
communications ” Opt. Eng. Vol.51, no. 8, 085009, 2012.

[16] S T. Komine and M. Nakagawa, “Fundamental analysis for
visible-light communication system using led lights,”
Consumer Electronics, IEEE Transactions on, vol. 50, no. 1,
100–107, 2004.

[17] E. Monteiro, and S. Hranilovic, “Constellation design for
color-shift keying using interior point methods,” in Proc.
IEEE Globecom Workshops, Dec., pp. 1224–1228, 2012.

[18] M. Vieira, P. Louro, M. Fernandes, M.A. Vieira, A. Fantoni
and J. Costa, “Three Transducers Embedded into One Single
SiC Photodetector: LSP Direct Image Sensor, Optical
Amplifier and Demux Device,” Advances in Photodiodes”,
InTech, Chap.19, pp. 403-425, 2011.

[19] M. A. Vieira, P. Louro, M. Vieira, A. Fantoni, and A. Steiger
-Garção, “Light-activated amplification in Si-C tandem
devices: A capacitive active filter model,” IEEE sensor jornal,
12, no. 6, pp.1755-1762, 2012.

[ 20 ] E. A Saleh Bahaa and M. C. Teich, “Fundamentals of
Photonics”, John Wiley & Sons. Chapter 3, "Beam
Optics," pp. 80–107, 1991.

[21] M. A. Vieira, M. Vieira, V. Silva, P. Louro, and M. Barata,
“Optoelectronic logic functions using optical bias controlled
SiC multilayer devices,”. MRS Proceedings, vol. 1536, pp.
91-96, 2013.

[22] M. A. Vieira, M. Vieira, P. Louro, V. Silva, P. Vieira,
"Optical signal processing for indoor positioning using a-
SiCH technology," Opt. Eng. Vol. 55, no. 10, 107105, doi:
10.1117/1.OE.55.10, 2016.

[23] M. A. Vieira, M. Vieira, P. Louro, L. Mateus, and P. Vieira,
“Indoor positioning system using a WDM device based on a-
SiC:H technology,” Journal of Luminescence,
doi.:10.1016/j.jlumin.2016.10.005, 2016.

[24] P. Louro, J. Costa, M. A. Vieira, M. Vieira, “Optical
Communication Applications based on white LEDs,” J.
Luminescence. doi.:10.1016/j.jlumin.2016.11.036, 2016.

46Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-581-4

SENSORDEVICES 2017 : The Eighth International Conference on Sensor Device Technologies and Applications

                           57 / 146



Cu2O Photosensitive Thin Films for Solar Cell Application 

Ørnulf Nordset and  Sean Erik Foss 
Institute for Energy Technology, IFE  

Kjeller, Norway  
email: Ornulf.Nordseth@ife.no 

email: Sean.Foss@ife.no 

Irinela Chilibon, Cristina Vasiliu,  
Raluca Iordanescu, Laurentiu Baschir,  

Dan Savastru, Adrian Kiss and Anca Parau 
National Institute of Research and Development for 

Optoelectronics, INOE-2000  
Bucharest-Magurele, Romania  

emails: qilib@yahoo.com, icvasiliu@inoe.ro, 
iorda85@yahoo.com, baschirlaurentiu@inoe.ro, 

dsavas@inoe.ro, adrian.kiss@inoe.ro, anca.parau@inoe.ro 

 

Bengt Gunnar Svensson and Raj Kumar  

University of Oslo  

Oslo, Norway  

email: b.g.svensson@fys.uio.no 
email: raj.kumar@smn.uio.no 

Laurentiu Fara  
University Politehnica of Bucharest  

Bucharest, Romania 

email: lfara@renerg.pub.ro 

Roxana Trusca 
METAV-CD 

Bucharest, Romania 

Abstract—Among copper oxides, Cu2O is intensively studied 
due to its high optical absorption coefficient and relatively 
good electrical properties. Copper oxide thin films properties 
depend on the deposition method as an effect of detailed 
arrangement of Cu and O atoms that induce different physical 
properties. Cu2O is a p-type semiconductor having a band gap 
sufficiently close to the optimal band gap under AM1.5 
radiation spectrum, which makes it an attractive material for 
photovoltaic applications and solar cells. The structural and 
morphological properties of deposited thin films were 
investigated by Scanning Electron Microscopy (SEM) and 
Atomic Force Microscopy (AFM). The thin film thickness and 
optical constants were determined by Spectroscopic 
Ellipsometry (SE). The purpose of the paper was to study the 
technological possibilities of preparing high quality Cu2O thin 
films, used in photovoltaic applications. The sputter-deposited 
Cu2O thin films presented in this work show good potential as 
absorber layers for photovoltaic applications. 

Keywords-copper oxide; solar cell; magnetron sputtering; 
SEM; AFM; ellipsometry. 

I.  INTRODUCTION 

In recent years, cuprous oxide (Cu2O) has been 
intensively studied due to its high optical absorption 
coefficient and favorable electrical propert ies. Cu2O thin 
films properties are depending on the deposition method, as 
a result of the detailed arrangement of Cu and O atoms that 
induce different physical properties. Several methods can be 
used to prepare Cu2O thin films, including thermal 
oxidation, chemical vapor deposition, plasma evaporation, 
reactive sputtering, and electrodeposition [1][2]. It has been 
reported that most of these synthesis methods result in a 
combined growth of Cu2O and CuO phases, which is 

unfavorable in photovoltaic applications. Cu2O is very 
promising candidate for solar cell applications as it  is a  
suitable material for photovoltaic energy conversion [2]. In  
this work, we analyze Cu2O thin films, deposited on SiO2 
and quartz substrates by magnetron sputtering. The purpose 
of the paper was to study the technological possibilities of 
preparing high-quality Cu2O thin films for photovoltaic 
applications. 

The optical transmittances of the films show a strong 
dependence on the flow rate during deposition [1]. 

Ohajianya and Abumere [3] show that the efficiency of 
Cu2O/Cu solar cell increases as the thickness of the Cu2O 
decreases, up to a limiting thickness of 26.30 µm, after 
which the efficiency decreases as the thickness decreases.  

This paper is organized as follow: Section I. Introduction 
presents the applications of cuprous oxide (Cu2O); Section 
II. describes the method for preparing copper oxide thin  
film; Sect ion III. describes the structural investigations; 
Section IV. presents the results of the research, and the 
paper concludes in Section V.  

II. CUPROUS OXIDE THIN FILM PREPARATION METHOD 

 Cu2O is a p-type semiconductor having a band gap 
sufficiently close to the optimal band gap under AM1.5 
radiation spectrum, which makes it an attractive material for 
photovoltaic applications and solar cells. 

Cu2O thin films were deposited on 1 × 1 cm2 quartz and 
silicon substrates by a direct current (DC) magnetron 
sputtering system (Semicore Triaxis). The quartz substrates 
were cleaned in p iranha and rinsed in deionized water. The 
substrates were dried with nitrogen and loaded into the 
deposition chamber. Cu2O was deposited by reactive 
sputtering of Cu target (99.999%) in O2/Ar (6/49 sccm) with 
a substrate temperature of 400 ºC. The power density was 
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fixed at 2.2 W/cm2, and experimentally established. During 
the magnetron sputtering deposition, the base pressure was 
kept below 3.0 x 10-7 Torr and the sample stage was rotated 
at a constant speed of 12 rpm. The Cu2O thin  films  were 
deposited in two different thickness ~ 200 nm and ~ 500 nm 
with a deposition rate ~ 25 nm/min. As-grown Cu2O films 
were annealed at 900 ºC for 3 minutes in vacuum (pressure 
~10-1 Torr) in order to enhance the optical and electrical 
properties [4]. 

III. STRUCTURAL INVESTIGAT IONS 

The structural and morphological propert ies of deposited 
thin films  were investigated by SEM and AFM. The thin  
film thickness and optical constants were determined by SE. 
Several variants of Cu2O thin film preparat ion have been 
considered, resulting in films of approximately 200 nm and 
500 nm thickness.  

TABLE I.  SAMPLES AND DEPOSITION CONDITIONS FOR CU2O THIN 
FILMS DEPOSITED BY MAGNETRON SPUTTERING 

Sample name Film deposition conditions 

Sample 1 
Cu2O (as-grown): deposited at 400 0C; film thickness 
 200 nm, on n-type Si substrate 

Sample 2 Cu2O (as-grown): deposited at 400 0C; film thickness 
 500 nm, on n-type Si substrate 

Sample 3 Cu2O (as-grown): deposited at 400 0C; film thickness 
 200 nm, on quartz substrate 

Sample 4 
Cu2O (annealed): deposited at 400 0C; film thickness 
 500 nm, on quartz substrate 

Sample 5 
Cu2O (annealed): deposited at 400 0C; film thickness 
 200 nm and annealed at 900 0C, 3 min in vacuum, 
on quartz substrate 

Sample 6 
Cu2O (annealed): deposited at 400 0C; film thickness 
≈ 500 nm and annealed at 900 

0C, 3 min in vacuum, 
on quartz substrate 

 
Table I presents the experimental samples and 

deposition conditions for Cu2O thin films deposited by 
magnetron sputtering. 

IV. RESULTS 

The structural and morphological propert ies of deposited 
thin films were investigated by SEM and Atomic Force 
Microscopy AFM. The thin film thickness and optical 
constants were determined by SE. 

A. Scanning electron microscopy 

SEM images of 200 nm and 500 nm film deposited on 
SiO2 substrate are shown in Figures 1 and 2. For 200 nm 
films, the grain size is around 30 to 40 nm (Figure 1) and 
rarely more than 60 nm. For films of thickness 500 nm the 
grain size increased to 60 - 70 nm (Figure 2).  

 

  
a)         b) 

Figure 1.  SEM images of a) 200 nm as-grown Cu2O thin film on Si 
substrate, Sample 1 and b) SEM image of 500 nm as-grown Cu2O thin film 

on Si substrate, Sample 2. 

  
            a)       b) 

Figure 2.  SEM images of a) SEM image of 200 nm as-grown Cu2O thin 
film on quartz substrate, Sample 3 and b) SEM image of 500 nm as-grown 

Cu2O thin film on quartz substrate, Sample 4.  

  
a)          b) 

Figure 3.  SEM images of a) 200 nm annealed Cu2O thin film on quartz 
substrate, Sample 5  and b) 500 nm annealed Cu2O thin film on quartz 

substrate, Sample 6.   

Figure 3 presents SEM images for Sample 5 and Sample 
6, deposited on quartz substrate. It is noticeable that for the 
Cu2O thin film on quartz, average grain size increases from 
~70 nm for the as-grown film to ~600 nm for the annealed 
film [4].  

The size of the grains depends on the thickness of the 
films deposited and the type of substrate material. For the 
SiO2 substrate it is noticeable that the grains deposited are 
more uniform and smaller than the films deposited on the 
quartz. 

For the quartz substrate, increasing the thickness of 
Cu2O films, from 200 nm to 500 nm, also increases grain 
size. 
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B. Atomic force microscopy 

In order to study the effect of the deposition condition 
on the morphology of the Cu2O thin film, the morphologies 
of all samples have been analyzed using an Atomic Force 
Microscope (AFM), (INNOVA, Veeco Company). For the 
data acquisition, we used an AFM probe model RTESPA, 
doped with Si and for image analysis we used Scanning 
Probe Microscopy with special SPM Lab  Analysis v.7.0 
software (from Veeco Company). The scanning was made 
in tapping mode and the scanning speed was about 2.5 µm/s 
on a surface area of 10×10 µm2. The AFM images had a 
resolution of 512×512 p ixels. For all the samples, the AFM 
images were performed  first on 30×30 µm2 area and then on 
the 10×10 µm2 area, representing the cleanest zone of the 
large area. 

AFM data analysis allows quantitative information to be 
extracted on surface roughness. A systematic description of 
various analytical methods used for roughness 
characterizat ion can be found in [5]. The root-mean square 
roughness (RRMS) is defined as the standard deviation of the 
surface height profile from the mean height, (1). 
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







 



n

n
iRMS hh

N
R    (1) 

where N is the number of p ixels in the image (o r data 
points), hi is the height of the ith pixel, and h is the mean 
height of the image [5]. 

The AFM has been employed to determine the 
morphology, the grain size and the root mean  square (RMS) 
surface roughness of all deposited films at 400 o C as-grown 
for 200 nm and 500 nm th icknesses of films, and annealed 
at 900 0C for 200 nm and 500 nm thicknesses of films. 

The 2D and 3D AFM images of Cu2O thin  films  
deposited at different conditions show the surface 
morphologies of the films (Figures 4 to 8). Generally, we 
found that an increase in the thickness of Cu2O films 
potential results in an increase of the grain size and RMS 
surface roughness, as shown in Table II. 

TABLE II.  RMS FOR CU2O THIN FILMS 

Sample name RMS roughness 
[nm] 

Sample 2 6.31 

Sample 3 1.58 

Sample 4 7.95 

Sample 5 15.65 

Sample 6 20.60 

 
For the same thickness of 500 nm, the roughness on Si 

substrate is smaller than the roughness on quartz. Sample 6 
has the greatest RMS roughness.  

Generally, during the Cu2O film making, we found that 
an increase in film thickness and the treatment temperature 

increase the grain size and implicit ly the roughness of the 
films. 

Samples 2 and 4 had similar roughness, the coating was 
not influenced by the two selected substrates (Si and quartz 
substrates). However, we notice that the coating on Si 
substrate (Sample 2) had more dense and compact columns, 
compared with Sample 4.  

After the film deposition at 400 °C, it was observed the 
fine structure for the coatings on Samples 3 and 4, 
emphasized  by the low roughness values (1.58 nm, 
respectively 7.95 nm). 

The annealing at 900 °C, 3 min in vacuum led to an 
increase of roughness for both samples with different layers 
thickness deposited on quartz substrate (Samples 5 and 6). 

Sample 6, with a thickness of 500 nm, after the 
annealing, presented the largest grains size and therefore the 
highest value of roughness parameter (20.60 nm). 

 

C. Spectroscopic ellipsometry 
 
Spectroscopic ellipsometry  and reflectiv ity 

measurements are used for determination of Cu2O film 
thickness [6]. 

For determination of the optical propert ies of the Cu2O 
films, a layer-by-layer growth model was used as presented 
in Figure 9 [7]. In the calculat ion process, optical constants 
of each material in the respective layer are cited from the 
literature. The surface roughness is modeled by mixing the 
optical constants of surface material (Cu2O) and 50% air 
(i.e., n = 1 and k = 0) as shown in Figure 9.  

 
 

 
Figure 9. Schematic illustration of 3-layer model for oxidized Cu layer on 

quartz substrate [7]. 

We used the UVISEL Spectroscopic Ellipsometer 
equipment from HORIBA Job in Yvon in the spectral range 
190-2100 nm [8]. All calculat ions were performed using 
DeltaPsi vs 2.6 software. 

Tan Ψ and cos Δ spectra were modeled until the best fit 

was obtained. The model consists of a main copper oxide 
layer with a surface roughness layer and an interlayer layer 
above the (Qz /  Si) quartz / Si substrate. The Tauc - Lorentz 
dispersion law was used for the Cu2O layer, while the 
surface roughness layer was formed by one layer o f Cu2O, 
CuO and voids. The model used is shown in Figure 10. 
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Figure 10. Model of multilayer thin copper oxide 

Figure 11 presents the graphs of n, k constants for 
Sample 1, i.e., a  ~200 nm thick Cu2O th in film deposited by 
magnetron sputtering at 400 o C on  Si substrate. The model 
details of Sample 1 are: Thickness 314 nm +/- 19,728 nm;  
oscillator used Tauc-Lorentz; points number 27; fit quality 
factor 5.120504; roughness layer 115 nm +/ - 46.393 nm;  
band gap Eg = 2.1816.  
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Figure. 11. Graphs of n (blue curve), k (red curve) constants for Sample 1. 
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Figure. 12. Graphs of n (blue curve), k (red curve) constants for Sample 2. 

Figure 12 presents the graphs of n, k constants for 
Sample 2, i.e., a  ~500 nm thick Cu2O th in film deposited by 
magnetron sputtering at 400 oC on Si substrate. The model 

details of Sample 2 are: Th ickness 471 nm +/- 9.232 nm;  
oscillator used Tauc-Lorentz; points number 27; fit quality 
factor 7.929797; roughness layer 12 nm +/ - 3.592 nm; band 
gap Eg = 1.8945.   
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Figure 13. Graphs of n (blue curve), k (red curve) constants for Sample 4. 

Figure 13 presents the graphs of n, k constants for 
Sample 4, i.e., a  ~500 nm thick Cu2O th in film deposited by 
magnetron sputtering at 400 oC temperature on quartz 
substrate. The model details of Sample 4  are: Thickness 561 
nm +/- 16.858 nm; oscillator used Tauc-Lorentz; points 
number 27; fit quality factor 14,251030; roughness layer 15 
nm +/- 1.663 nm; band gap Eg = 1.8590. 
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Figure 14. Graphs of n (blue curve), k (red curve) constants for Sample 6. 

Figure 14 presents the graphs of n, k constants for 
Sample 6, i.e., a  ~500 nm thick Cu2O th in film deposited by 
magnetron sputtering at 400 oC and treated at 900 oC on 
quartz substrate. The model details of Sample 6 are: 
Thickness 590 nm +/- 9.964 nm;  oscillator used Tauc-
Lorentz; points number 27; fit quality factor 10.042980;  
roughness layer 21 nm +/- 1.509 nm; band gap Eg = 1.6900. 
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V. CONCLUSIONS 

Characterizat ion of sputter-deposited Cu2O thin films  by 
scanning electron microscopy and atomic force microscopy 
showed that the average grain size and the RMS surface 
roughness increases with film thickness. Spectroscopic 
ellipsometry measurements showed that annealing of the 
Cu2O film at 900°C reduces optical absorption, i.e., the 
extinction coefficient is reduced, presumably as a result of 
increased grain size [4]. In conclusion, the sputter-deposited 
Cu2O thin films presented in this work show good potential 
as an absorber layer for photovoltaic applications. 
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Figure 4. 2D and 3D AFM images of Sample 2. 

 
Figure 5. 2D and 3D AFM images of Sample 3. 
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Figure 6. 2D and 3D AFM images of Sample 4. 

 
Figure 7. 2D and 3D AFM images of Sample 5. 

 
Figure 8. 2D and 3D AFM images of Sample 6. 
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Abstract—In this paper, SiNx polygonal resonator is carefully
simulated for an optical sensor. The polygonal resonator has
recently attracted much attention for application in bio and
chemical sensors because it does not have a bending loss, which
can be fabricated with high integration rate, and it has an
advantage of using Multi Mode Interference (MMI) coupler. In
polygonal resonator sensor design, high Q-factor and low loss
Total Internal Reflection (TIR) mirror are important factors.
Therefore, a 125 degrees TIR mirror that has a 97%
reflectance considering the Goos-Hånchen shift and critical
angle is designed. For rib type waveguide, we designed it to
have 3 μm width, 0.5 μm height, and 0.25 μm etching depth. 
Regarding the simulation results of Finite Domain Time
difference (FDTD) method, the Q-factor of SiNx polygonal
resonator was 5736 and Free Spectral Range (FSR) was 16.3
nm. When we changed the refractive index, the shift of the
peak was 26.5 nm/Refractive Index Unit (RIU).

Keywords- photonics; optical resonator; optical sensors.

I. INTRODUCTION

In recent years, optical resonators have been researched
for their use as sensors and filter devices. When using these
optical resonators as a biosensors, attaching antibodies on the
surface are used for monitoring the change of refractive
index after an antibody-antigen reaction. These sensors are
called refractometric sensors [1]–[2]. They detect the
variation of refractive index by measuring the output power
at a fixed wavelength or shift of resonance wavelength. In
order to obtain high sensitivity, a resonator should have a
high Q-factor. The most common type of resonator is a ring
resonator [3]. However, during the fabrication progress, it
has the disadvantage of mass-production because a single
mode condition should be applied. In the ring resonator
structure, the waveguide width is too narrow to fabricate the
resonator using photolithography because the common
waveguide core material is Si, which has about 400 nm
width for a single mode waveguide. When the waveguide of
the ring resonator is at multimode, the output of the resonator

has a lot of peaks and thereby, it is not suitable to be used as
an optical sensor. For establish the single mode condition, a
common method is to design the rib type waveguide or to
use a low refractive index core material. However, bending
loss is another disadvantage of the ring resonator. It has a
high bending loss which limits the minimization of the
resonator. This disadvantage reduces the integration rate. To
overcome these drawbacks, we designed a polygonal
resonator that does not have bending loss. Also, a polygonal
resonator can use MMI coupler. Therefore, a polygonal
resonator can be an alternative solution. In this paper, we
simulated the polygonal resonators based on SiNx material
which has a refractive index of 1.9827 at 1.55 μm 
wavelength.

II. THEORETICAL ANALYSIS OF RESONATOR

Figure 1. A Resonator structure

As shown in Fig.1, a resonator structure is composed of a
bus waveguide and a resonator [4]. It has been used as sensor
and filter device. Ei1 is the input electric field, Et2 is the
coupling electric field from waveguide to resonator, Ei2 is the
coupling electric field from resonator to waveguide and Et1 is
the output electric field. The equation in this resonator can be
expressed as:
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Here, t is the transmission coefficient, κ is the coupling
coefficient and α is the attenuation coefficient. Using (1) and
(2), the output of the resonator can be expressed as:
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III. WAVEGUIDE DESIGN AND TIR MIRROR

0.5 μm

3 μm

0.25 μm
SiN

SiO2

Figure 2. Waveguide structure

The design of a waveguide is important because it
determines the propagation loss. Firstly, we designed the
waveguide to have a SiNx core and SiO2 cladding material.
SiNx material has a refractive index of 1.9827 at 1.55 μm 
wavelength [5] and SiO2 material has a refractive index of
1.44 at 1.55 μm wavelength [6]. As shown in Fig.2, the 
waveguide width, height and etching depth are 3 μm, 0.5 μm 
and 0.25 μm, respectively. This structure makes it possible to 
fabricate the resonator using a contact aligner that costs
lower and has a higher productivity than using e-beam
lithography. We also designed a TIR mirror which is a
significant factor for the polygonal resonator. The critical
angle and Goos-Hanchen shift should be considered
carefully in designing a TIR mirror [7]. The critical angle of
the SiNx waveguide structure is 46.57 degrees and the
estimated value of the Goos-Hånchen shift is calculated
about 200 nm. The designed TIR mirror has an angle of 125
degrees and the reflectance is 97% as shown in Fig.3.
According to the simulation, there are 5 Transverse Electric
(TE) and Transverse Magnetic (TM) modes in the
waveguide structure because of its wide width. However, the
surface roughness of the SiNx waveguide and the long path
length of the resonator make higher order modes disappear.
Therefore, the output of the polygonal resonator has a single
mode electric field.

Figure 3. Electric field propagation in TIR mirror

IV. POLYGONAL RESONATOR

The polygonal resonator is an attractive structure because
it has no bending loss and MMI coupler can be applied for
use. These advantages make fabrication easier than the ring
type resonator. However, sophisticated TIR mirror design
should be required for low bending loss of the polygonal
resonator. In the designed TIR mirror, each TIR mirror has
3% loss, so the total resonator loss is about 22%. Using
equation (3), a 50:50 coupler is needed for high on-off ratio.
Therefore, we designed 50:50 MMI coupler, which has 193

μm length. The total length of the polygonal resonator is 
800 μm. The simulation results of the octagonal resonator is 
shown in Fig. 4. The results showed that the Q-factor of the
polygonal resonator was 5736 and the FSR was 16.3 nm.
When the refractive index was changed, the shift of the peak
was 26.5 nm/RIU.
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Figure 4. The output intensity of polygonal resonator

V. CONCLUSIONS

In this paper, we designed a polygonal resonator as an
optical sensor. In contrast to ring resonators, having no
bending loss and using MMI are the advantages of polygonal
resonator. These advantages increase the integration rate and
make fabrication easier. Also, wide width waveguide can be
fabricated through photolithography just as a contact aligner.
The polygonal resonator will be a good solution to overcome
the disadvantages of a ring type resonator.
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Abstract—The increasing use and associated environmental
release of consumed human and veterinary antibiotics have
drawn great attention recently. A high percentage of the
excreted antibiotics remains in an intact form and enters the
natural aquatic systems via the effluent and sludge from
wastewater treatment plants, hospitals, and livestock farms.
These released antibiotics may lead to bacterial resistance
proliferation, contamination or adverse impacts on non-target
organisms and microbial ecosystems. Therefore, this situation
has created a compelling need to develop sensitive on-site
detection techniques for monitoring these antibiotics in the
environment. However, delicate instrumentation and complex
sample pretreatment requirement of conventional analytical
techniques such as spectrophotometry, electrophoresis, and
chromatography have hindered their practical applications in
real time and in situ sensing task. On the other hand,
electrochemical techniques have served as sensitive methods
for on-site monitoring with low cost, high efficiency, and
minimum sample pretreatment necessity. In the present work,
an electrochemical sensor for rapid determination of
sulfamethoxazole, one of the most widely used antibiotics, has
been developed. Functionalized reduced graphene oxide was
used to modify the electrodes owing to its high charge mobility,
low background noise, and high surface area. The response
was optimized in terms of pH, scan mode, and applied
potential. Moreover, the modified electrodes showed great
selectivity and stability, and thus collectively, renders it a
promising sensor toward detecting sulfamethoxazole in the
aquatic system.

Keywords-electrochemical sensor; emerging contaminants;
graphene oxide; environmental detection.

I. INTRODUCTION

Up to 95% of antibiotics could be excreted in an
unchanged state from animals and humans [1]. Throughout
the conventional biological wastewater treatment processes,
many antibiotics such as β-lactams, sulfonamides, 
trimethoprim, macrolides, fluoroquinolones, and
tetracyclines have been reported to remain in the final
effluents and be released to the environment [2-4]. Also,
treated-wastewater irrigation in arid regions has caused
elevated levels of bacterial antibiotic resistance in both
aquatic system and treated-wastewater-irrigated soils [1].

These released antibiotic compounds in discharge or reused
wastewater have raised increasing concern, owing to their
adverse impact to the aquatic environment or proliferation
of resistant strains of bacteria [2]. Sulfonamides, one of the
most commonly used antibiotic groups, are used for the
treatment of urinary-tract infections, pneumocystis
pneumonia, chronic bronchitis, meningococcal meningitis,
acute otitis, toxoplasmosis, skin and soft tissue infections
[5]. Sulfamethoxazole is a representative sulfonamide
antibiotic and frequently found in surface water and
groundwater worldwide [6, 7]. Given the wide usage of
sulfamethoxazole, its real-time and in-situ detection is of
great importance. A variety of analytical techniques,
including chromatography, spectrophotometry, and
electrophoresis, are time-consuming, expensive and
pretreatment-needed. On the other hand, electrochemical
techniques, which have fast response, low cost, simplicity
for operation, are promising for sulfamethoxazole detection.
A few studies have used electrochemical approach for
determination sulfamethoxazole [5, 8-10]. Herein, we
propose an electrochemical sensor for selective detection of
sulfamethoxazole based on modified electrodes with
functionalized reduced graphene oxide (RGO), owing to its
high charge mobility, low background noise, and high
surface area. Methods of sample preparation and
characterization of the present work are introduced in
Section II. Then we demostrate electrochemical responses
of the developed sensors for sulfamethoxazole
determination in Section III, and finally, we conclude in
Section IV.

II. MATERIALS AND METHODS

Chemicals of the highest purity available from Sigma
Aldrich (Missouri, USA) [11] and Acros Organics (New
Jersey, USA) [12], unless stated otherwise, were used
without further purification. Aqueous solutions were
prepared in water that purified to ≥ 18.2 MΩ·cm. The pH 
adjustment was achieved by adding HClO4 and NaOH
solutions. Synthesized graphene oxide and reduced
graphene oxide were characterized by UV-Vis
measurements (HITACHI U-3900 spectrophotometer). The
cyclic voltammetry (CV) measurements were performed on
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an electrochemical system (CH Instruments). Graphene
oxide (GO) was prepared from purified natural graphite by a
modified Hummers’ method. Functionalized RGO, N-RGO,
was prepared by reducing GO via a solvothermal reaction
with ammonia solution.

III. RESULTS AND DISCUSSION

In the UV-Vis absorption spectra (Figure 1 (a)), the
absorption peaks at 230 and 300 nm are assigned to the π-π 
transition of aromatic C=C bonds and C=O bonds,
respectively. After the reduction, the absorption peak was
red-shifted to 271 nm, indicating a successful GO reduction,
in which the conjugated C=C bonds were restored. The
electrochemical oxidation of sulfamethoxazole on the bare
and modified electrode surfaces was examined, as shown in
Figure 1 (b). The relative ordering of CV current has been
determined to be N-RGO > bare electrode > GO. In the
presence of sulfamethoxazole (50 μM), a relevant increase 
in the current was observed for N-RGO, as compared to
bare electrode and GO modified electrode (Figure 2),
implying an enhanced electrochemical response of the N-
RGO modified electrode. This indicates a promising sensing
feature of N-RGO toward sulfamethoxazole detection.

IV. CONCLUSIONS

In the present work, the characterization and evaluation
of functionalized RGO modified electrodes for
determination of sulfamethoxazole were performed. The
fabricated electrode is promising as an on-site detection tool
for point-of-care monitoring of sulfamethoxazole with fast-
response, sensitive, and cost-effective characters.

Figure 1. (a) UV-Vis spectra of GO and N-RGO, (b) Cyclic
voltammograms of bare electrode, GO, and N-RGO in 0.1 M KCl solution

containing 5 mM [Fe(CN)6]
3-/ [Fe(CN)6]

4-.

Figure 2. Cyclic voltammograms of bare electrode, GO, and N-RGO in
the presence of sulfamethoxazole (50 μM). 
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Abstract— This paper proposes the use of Visible Light
Communication (VLC) for vehicle safety applications, creating
a smart vehicle lighting system that combines the functions of
illumination and signaling, communications, and positioning.
The feasibility of VLC is demonstrated by employing
trichromatic Red-Green-Blue (RGB) LEDs as transmitters,
since they offer the possibility of Wavelength Division
Multiplexing (WDM), which can greatly increase the
transmission data rate, when using SiC double p-i-n receivers
to encode/decode the information. Each chip, individually, is
used to transmit the driving range distance and data
information. An on-off code is used to transmit the data. Free
space is the transmission medium. The receivers consist of two
stacked amorphous a-H:SiC cells. Multiple Input Multiple
Output (MIMO) architecture is used. For data transmission,
two headlights based on commercially available modulated
white RGB-LEDs are used. For data receiving and decoding,
three a-SiC:H double pin/pin optical processors symmetrically
distributed at the vehicle tail are utilized. The process of
accurately encoding and decoding positioning and the design of
SiC navigation system are discussed and tested. A visible
multilateration method estimates the drive distance range.

Keywords- a-SiC:H technology; LED; Visible Light
Communication; Intelligent Transportation System; optical
sensor; WDM.

I. INTRODUCTION

Recently, the demand for the solution of road traffic
problems such as accidents, congestion and the associated
environmental pollution, has significantly increased. By
enabling wireless communication among vehicles and
between vehicles and infrastructure, the safety and the
efficiency of road traffic can be substantially improved.
Current solutions, such as intelligent traffic control systems,
provide communication infrastructures along the road;
vehicular communication and likewise, are research trends
under the area of Intelligent Transportation Systems (ITS)
[1], [2] and [3].

Several modes of vehicular communications, such as
infrastructure-to-vehicle (I2V), vehicle-to-vehicle (V2V) and

vehicle-to-infrastructure (V2I) are becoming increasingly
popular, boosted by navigation safety requirements [4].

Recently, LED-based optical wireless communication
has been also proposed for car to car message delivery. This
option turned out to be particularly effective in short range
direct communications to explore Line-of-Sight (LoS) and
overcome the issues related to the isotropic nature of radio
waves. One additional benefit of LEDs is that they can
switch to different light intensities at a very fast rate. This
functionality has given rise to a novel communication
technology (Visible Light Communication - VLC) where
LED luminaires can be used for high speed data transfer [5],
[6]. In the recent past, we have developed a WDM device
that enhances the transmission capacity of optical
communications in the visible range. When different visible
signals are encoded in the same optical transmission path [7],
[8 ] the device multiplexes the different optical channels,
performs different filtering processes (amplification,
switching, and wavelength conversion) and finally decodes
the encoded signals recovering the transmitted information.
This device is used as a receiver. Therefore, by utilizing
VLC between vehicles, drivers are given a clearer
knowledge of the preceding and nearby vehicles status.

In this paper, a traffic scenario is established. The
transmitters and the receivers are characterized. To achieve
vehicular communication (V2V) 4 bit string color messages
in the visible range and their three parity bits for error
control are used to transmit a codeword that is received and
decoded by the SiC pinpin devices. Code and parity
multiplex/demultiplex (MUX/DEMUX) signals are
designed, transmitted and analyzed. The dependence of
distance between the transmitter and receiver on the shape
and magnitude of the encoded signal is presented. Driving
range distance is discussed and tested using the VLC system.
The proposed smart vehicle lighting system considers
wireless communication, computer based algorithms and
smart sensor and optical sources network, which builds a
transdisciplinary approach framed in cyber-physical systems.

This paper is organized as follows. In Section I, the
introduction is present and in Section II, the system design is
explained. Section III reports the encoder/decoder method
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and in Section IV, the driving distance is analyzed. Finally,
in Section V, conclusions are drawn.

II. SYSTEM DESIGN

A. The traffic scenario

White RGB-LEDs using WDM can achieve higher data
transfer rates and can also be used for lighting purposes [9].
For data transmission, we propose the use of two headlights
based on commercially available modulated white RGB-
LEDs. For data receiving and decoding, three a-SiC:H
double pin/pin optical processors symmetrically distributed
at the vehicle tail are used (see Figure 1).

This VLC system enables the data transmission between
vehicles, which is crucial to stack the information concerning
the status of the vehicle (e.g., brake, speed, acceleration,
engine failure, traffic congestion). To build a one-way VLC
system that allows a feedback channel between the leader
vehicle and the follower vehicle. The follower vehicle is
assumed to be equipped with two headlamps transmitters.
They send a codeword message [RGBV: PR, PG, PB]
composed of red, green, blue and violet 4-binary bits (four
input data bits [R G B V]) and generate three additional
parity bits [PR, PG, PB] for easy decoding and error control
[10]. The parity bits are SUM bits of the three-bit additions
of violet pulsed signal, with two additional bits of RGB. The
leader vehicle is assumed to be equipped with three a-SiC
pinpin receivers to detect optical messages, as in Figure 1.
The spacing of the two transmitters is fixed while their
distance to the receivers varies and depends on the speed (v1,
v2). Both transmitters are oriented towards the receivers.

Receivers

Transmitters

V1

V2

Figure 1. Illustration of the V2V. Use Case: the follower vehicle
sends the message that is received by the leader and can be

retransmitted for the next car.

In Figure 2, the geometrical relation between the two
vehicles (leader vehicle and follower vehicle) and the
separating distances (A, B and C) are displayed. Here, the
follower vehicle sends the information using the modulated
light from the headlamps forming a lighting coverage. The
leader vehicle receives and decodes the message in three
separated receivers at the tail and compares them. It was
assumed that each LED chip sends light only perpendicular
to the semiconductor's surface, and a few degrees to the side,
which results in a light cone pattern (Figure 2). Three
situations are possible: A, the vehicles are at a safety
distance and the three sensors receive the same message with

the same intensity; B, the vehicles are in a warning distance,
they are approaching and the left and the right sensor receive
the same message but at the middle sensor the message
arrives with double intensity; C the vehicles are too close, in
the automatic braking distance, and the same message arrives
to the left and to the right sensor and no message is read out
by the middle one. Based on that, the driving range distance
is calculated and a warning is sent to the driver or eventually
activates the automatic braking system.

. .. . ..
. ..A B C

Transmitters

Receivers

Figure 2. Driving range distance showing the inter-vehicle
distance decreasing as total photocurrent on the three receivers

changes.
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Figure 3. Normalized emission spectra for the white RGB-LED.

The usage of trichromatic RGB-LEDs as transmitters
offers the possibility of WDM which can greatly increase the
transmission data rate. For data transmission, we use
commercially available violet and white RGB-LEDs whose
spectra is displayed in Figure 3.

The output spectra of the white LED contains three peaks
assigned to the colors red, green and blue that mixed together
provide the white perception to the eye. They are used for
lighting purposes and when modulated, to transmit data.
Each chip, in the trichromatic LED, can be switched on and
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off individually for a desired bit sequence [R G B]. An extra
violet modulated LED [V] was added to increase data
transmission and to generate parity bits [11] that allow error
control [12].

For data transmission an on-off keying (OOK) code was
used. In Figure 4, an example of the digital signals
(codeword) used to drive the LEDs is displayed. All the
sixteen (24) on/off possible combinations of the 4 input
channels (RGBV) are reported as well the corresponding
parity bits. The arrow sets the seven bit [1111:111]
codeword.
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Figure 4. Representation of the original encoded message [R G B
V; PR PG PB].

Here, the Hamming (7,4) code [11] encodes the 4 bits
(four input channels, RGBV) of data into 7 bits by adding 3
parity bits. The encoder takes four input data bits [R G B V]
to which corresponds one of the possible 16 combinations
and generates three additional parity bits, i.e., the parity bits
are SUM bits of the three-bit additions of violet pulsed signal
with two additional bits of RGB [12] and are given by:

PR-(VRB) = V R B (1)
PG-(VRG) = V R G (2)
PB-(VGB) = V G B (3)

Moreover, the seven-bit codeword at the output of the
encoder will be in a format, with the data and the parity bits
[R G B V ; PR PG PB] separated.

C. Receiver

The optoelectronic sensor is a double pin heterostructure
produced by Plasma Enhanced Chemical Vapour Deposition
(PECVD) sandwiched between two transparent conductive
contacts (TCO). The device configuration is shown in Figure
5. In the stacked structure, p-i'(a-SiC:H)-n/p-i(a-Si:H)-n, the
intrinsic layer of the front p-i-n photodiode in made of a-
SiC:H while the back intrinsic layer is based on a-Si:H. The
deposition conditions and optoelectronic characterization of
the single layers and device as well as their optimization

were described in [8] and [13]. Both front and back diodes
act as optical filters confining, respectively, the optical
carriers produced by the blue and red photons, while the
optical carriers generated by the green photons are absorbed
across both.
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Figure 5. Receiver configuration and operation.

A polychromatic mixture of red, green, blue and violet;
λR,G,B,V; pulsed communication channels (input channels;
transmitted data) are combined together, each one with a
specific bit sequence and absorbed according to their
wavelengths (see arrow magnitudes in Figure 5). The
combined optical signal (multiplexed signal; received data)
is analyzed by reading out the generated photocurrent under
negative applied voltage (-8V), with and without 390 nm
background lighting, applied either from front or back sides
[14]. The RGB-LEDs are used together for illumination
purposes and individually to transmit the channel location
and data information.

D. Optical filter
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Figure 6. Red and violet signals without (No bias) and under front (Front
bias) and back (Back bias) irradiation

Four monochromatic input channels illuminated the
device separately (transmitted data) or combined (MUX
signal) with 12 kbps transmission rate. The generated
photocurrent was measured. For the red and violet channels,
the photocurrents without optical bias (no bias) and under
front and back lighting are displayed in Figure 6. Results
show that front irradiation enhances the red signal and
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decreases the violet, while back irradiation has the opposite
effect (see arrows in the figure).

The gathered data confirms that the optical gain, under
irradiation, depends on the irradiated side and on the
incoming wavelength acting as an active filter for the input
channels [14]. Under front irradiation, the long wavelength
channels are enhanced and the short wavelength channels
quenched while the opposite occurs under back irradiation.

III. ENCODER /DECODER

The algorithm to decode the information is relatively
straightforward and the knowledge of the background acting
as selector that chooses one or more of the 2n sublevels (with
n being the number of transmitted channels) and their n-bit
binary code makes the communication reliable [15].
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Figure 7. Code and parity MUX/DEMUX signals under 390 nm
front irradiation. On the top the transmitted channels [R G B V : PR

PG PB] are decoded.

In Figure 7, the received data, i.e., the MUX code signal,
due to the combination of four (400 nm, 470 nm, 530 nm,
626 nm) input channels and the correspondent parity bits are

displayed under front irradiation. The solid lines show the
MUX signal that arises from the transmission of the four (R,
G, B, V) wavelength channels. The dashed line marks the
synchronized parity MUX signal transmitted with the data
code. Due to the different optical gains, the colors red, green
and blue were assigned respectively to the transmission of
PR, PG and PB. The sixteen ordered levels (d0-d15) of the data
MUX signal are pointed out at the correspondent levels, and
the ordered eight levels (p0-p7) ascribed to the parity bits are
displayed as horizontal dotted lines. On the right hand side of
Figure 7, the correspondence between the parity levels and
the parity bits is shown. In the top, the decoded seven bit
word [R,G,B,V, PR, PG, PB] of the transmitted inputs is
displayed. Results show that each of the 2n possible on/off
states corresponds to a well-defined level. In Figure 7, all the
on/off states are possible hence, 24 ordered levels are
detected (d0-d15) and correspond to all the possible
combinations of the on/off states. Under front irradiation,

each of those n channels is enhanced or quenched differently,
resulting in an increase of red/green magnitude and a
decrease on the blue/violet magnitude. In the sequence, by
assigning each output level to a n digit binary code (weighted
by the optical gain of the each channel), the signal can be
decoded. A maximum transmission rate capability of 30 kbps
was achieved in a four channel transmission.

The proximity of the magnitude of consecutive levels
(Figure 7) causes occasional errors in the decoded
information that is corrected using the parity bits. For
instance, levels d1, d2, and d3 have similar magnitude and can
be confused when reading a word message, however their
parity levels, respectively, p7, p5 and p2, are quite different.
The parity of the word is checked after reading the word. The
word is accepted if the parity of the bits read out is correct. If
the parity of the bits is incorrect, an error is detected and
should be corrected [12].
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Figure 8. Two different code and parity MUX/DEMUX signals
under 390 nm front irradiation. On the top the transmitted channels

are decoded.

To automate the process of recovering the original
transmitted data, an enhanced algorithm was developed. The
transmitted information is decoded by comparing both the
signal from the code and parity MUX levels under front
irradiation, as shown in Figure 7. The decoding algorithm is
based on a proximity search [16]. The vector components are
determined by the signal currents I1 and I2, where I1 (d
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levels) and I2 (p levels) are the currents measured
simultaneously, under front optical bias, for the 4-bit
codeword (RGBV) and for the 3-bit parity [PR, PG PB]. The
result is then compared with all vectors obtained from a
calibration sequence (see Figure 7) where each code level,
d(0-31), is assigned the correspondent parity level, p(0-15).
The color bits of the nearest calibration point are assigned to
the time slot. An Euclidean metric is applied to measure the
distances. We have tested the algorithm with different
random sequences of the channels and we have recovered the
original color bits, as shown in the top of Figure 8.

IV. DRIVING DISTANCE

Lumens of light emitted by an LED depend on the
current passing through the LED. For the luminous path loss
(LL), the conversion of the current flowing through the LED
to lumens is given by [17].

( )LEDtheofpoweremitted
1

L
2L ×=

D
(4)

where D is the distance between the LED and the receiver.
The light generated by an LED is directly proportional to the
forward current flowing through the device. In order to
analyze the influence of white LED brightness (headlight-
like) on the sensor response, the drive current applied to each
chip was changed, keeping all the same level for equal white
perception. The intensity of the violet LED was kept constant
at 30 mA. Each chip was modulated as shown on the top of
Figure 7. In Figure 9a, the MUX signal is displayed for
different applied drive currents. In Figure 9b, the [1111] code
level magnitudes, d15, (arrow in Figure 9a) as a function of
the drive current is displayed. The dotted curve shows the
trend of the photocurrent with the relative distance from the
receiver to the transmitter. Experimental results show that as
the drive current increases, the intensity of the MUX signal
also increases, but its shape remains the same. The sixteen
levels, each one ascribed to an on/off possible state, are all
detected allowing at the receiver the demultiplexing
operation and the recovery of the transmitted information.
Figure 9b, also shows that the code levels magnitude
increases in a fast rate up to driving currents around 10 mA
and then the photocurrent keeps increasing with the driving
current but at a slow rate. Here, if we plot the photocurrent as
a function of the one over the square of the driving current
(dot plot) we can map the relative distances between the
receiver and the transmitter. If the irradiance is calibrated for
a known separation between the transmitter and the receiver,
the irradiance at a given distance can be calculated using the
inverse square law, hence, as the photocurrent increases the
relative distance decreases exponentially. Three regions are
detected: region A where the photocurrent decreases slowly
with the distance; region B where its decrease is gradual; and
region C, where a fast decrease occurs. These three regions
can be directly correlated with the inter-vehicle driving
distance from Figure 2, after a calibration. So, by measuring
the photocurrent at fixed code level it enables the prediction
of the distance between vehicles and provides information to
warn the driver about the safety distance (Figure 2). This

warning can be transmitted through one of the four available
channels.

The VLC system compares the three received messages
and infers the driving distance between the leader and the
follower vehicles by reading the magnitude of the higher
level (dash dot arrow in the figure) in the middle sensor. A
warning message should be sent if the distance is lower than
the safety distance.
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Figure 9. a) MUX signal under different drive currents applied to
the chips of the trichromatic LED. b) [1111] code level magnitude

as a function of the drive current applied to the RGB chips.

We have simulated the scenario B (Figure 2). The drive
current applied to the two LEDs (headlamps-like) was the
same and adjusted in order to have the same lighting
conditions of this region. Here, the right and the left sensor
receive the same message and the one in the middle receives
the overlap of both. We have applied to the RGB LED a
current of the order of 4 mA and 30 mA to the violet one. In
Figure 10, the received MUX signals on the right and left
sensors or in the middle one are displayed. The solid lines
are ascribed to the MUX data word and the dotted lines to
the correspondent parity MUX. The same 4:3 binary
information (on the top of the figure) was sent
simultaneously by both LEDs.

As expected, the shape of both code and parity MUX
signals are the same but the intensity in the middle sensor
(≅1 µA) is almost twice of the one received in the two others
(≅0.5 µA).

61Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-581-4

SENSORDEVICES 2017 : The Eighth International Conference on Sensor Device Technologies and Applications

                           72 / 146



0.0 0.5 1.0 1.5
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

Word Parity

C
o

d
e

w
o
rd P

B

P
G

P
R

V
B
G
R

Middle

Right and Left

M
U

X
si

g
n

a
l
(µ

A
)

Time (ms)

Figure 10. MUX (solid line) and parity (dotted line) signals
acquired by the right, the left and the middle receivers.

Note that, when applying to each chip a forward current
of the order of 4 mA, the magnitude of the data MUX signal
is ≅1 µA (Figure 9b) to which corresponds a relative distance
around 0.4 that leads to region B.

V. CONCLUSION

In this paper, a VLC system, for vehicle safety
applications, was presented. The system is composed of a
VLC transmitter that modulates the light produced by white
RGB-LEDs, and by VLC receivers based on photosensitive
elements (a-SiC:H pinpin photodiodes) that code and decode
the modulated signals. A scenario for the VLC system was
tested and analyzed and a traffic scenario was simulated. By
reading out in the receivers the magnitude of the multiplexed
signal, it was possible, concurrently, to decode a transmitted
message and to infer the driving distance between the
transmitter and the receiver.
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Abstract—The paper considers the concept of a Global Position
System (GPS) shadow Forward-Scatter Radar (FSR) for
detection of air targets at short distances. This paper discusses
the experimental results obtained after processing the GPS
signals received near the airport in Sofia, Bulgaria. This
research aims to demonstrate the ability to automatically
detect low-flying aircrafts by a Forward Scattering GPS
system. The other goal of this article is to study and estimate
different types of GPS shadows created by aircrafts of
different sizes and shapes.

Keywords- Forward scattering radar (FSR); radio shadow.

I. INTRODUCTION

In recent years, passive radar systems where GPS
satellites are used as transmitters have become increasingly
popular as an alternative to traditional radar systems. The
GPS Forward Scatter Radar (GPS FSR) is a specific case of
FSR, where GPS satellites are exploited as ‘transmitters of
opportunity’. In [1], [2], [3], [4] and [5], the authors consider
the possibility of detecting air targets in bistatic and forward
scatter radar, which exploit GPS satellites as transmitters. A
possible algorithm for air target detection using GPS L5-
based FSR system is described in [6], and the detection
probability characteristics are analytically calculated in [7]
for low-flying and poorly maneuverable air targets in the
urban interference environment. In [6] and [7], the authors
have discussed the potential to increase the Signal-to-Noise
Ratio (SNR) to detect aircrafts with GPS L5-based FSR
system.

Papers [5], [6], [7] and [8] are devoted to experimental
measurements made by using the GPS L1-based FSR system
and the Software-Defined GPS receiver, developed by the
Aerospace Department at the University of Colorado [9],
allowing to observe the geometric shadows (signal blocking)
of ground objects of different sizes, mobile and stationary.

Our hypothesis was that, since there is a very weak signal
on the surface of the Earth from a GPS L1-based FSR
system, in order to register the radio shadow of some object,

the object size must be large, and the distance from the
receiver to the object must be small.

The purpose of our experiments was to clarify the real
possibilities of the proposed system for recording radio
shadows created by different objects - depending on the
object’s size, distance from the receiver to objects, speed of
objects, and satellite constellation at the time of recording.
Our GPS L1-based FSR system contained a Universal Serial
Bus USB-based recording system with a small commercial
GPS antenna, which recorded the GPS data flow and stored
it as binary files in our computer, and a Software-Defined
GPS receiver to process the recorded data in MATLAB [9].
The Software-Defined GPS receiver contains the Acquisition
block to identify satellites, and the Code & Carrier Tracking
block to form the navigation message. Next, the obtained
navigation message was integrated within hundreds
milliseconds in order to form the radio shadow of the object
and the integrated message was used for further detection of
the object based on its radio shadow. During the
experiments, the choice of satellites to observe the deepest
shadow from the object, the estimation of the type and
parameters of radio shadows, were all carried out manually
by the operator; they were not automated.

The purpose of this article is to explore different types of
GPS shadows created by aircrafts of different sizes and
shapes. This knowledge is necessary to extract the
characteristic parameters of the radio shadows, which can be
used for the further classification of different types of
aircrafts.

The originality of the research is that we propose to use
additional information derived from radio shadows of
different aircrafts in order to improve the detection of low-
flying aircrafts. The innovation is to develop new secondary
applications of GPS technology.

The rest of the paper is structured as follows. Section 2
describes the principle of the diffraction in forward scattering
radar system. The algorithm for signal processing is
presented in Section 3. Section 4 discusses the experimental
scenario and the experimental results. Finally, Section 5
draws conclusions based on the obtained results.
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II. DIFFRACTION IN FORWARD SCATTERING RADAR

The forward scattering radar technology exploits the
phenomenon of diffraction of electromagnetic waves in order
to detect targets. The diffraction is observed when the
wavelength of electromagnetic waves, incident on the target,
is much less than the size of the target.

If the distance from the receiver to the target (Rt) is
comparable to the size of the object (D), then the target
creates the “geometric shadow” of electromagnetic waves
incident on the target. In the zone of “geometric shadow”,
act the laws of geometrical optics, i.e., electromagnetic
waves spread straightforward. In that zone, the distance from
the transmitter to the target meets the inequality R << D2/λ 
where λ is the wavelength. In the near diffraction zone, i.e., 
Fresnel zone, the diffracted electromagnetic waves mutually
interfere, and the approximate inequality R ≤ D2/λ holds for 
the distance between the receiver and the target. In the far
zone of diffraction, i.e. Fraunhofer zone, the distances from
the transmitter to the target and from the target to the
receiver are much larger than the size of the target. In this
area, the inequality R >> D2/λ holds. The diffraction of light 
passed through the circular aperture is shown in Figure 1.

Figure 1. Diffraction of light passed through the circular aperture (1–
zone of geometric shadow; 2 to 5 – Fresnel zone; 6, 7 –Fraunhofer zone)

The diffraction of light on the disc is shown in Figure 2.
According to the Babinet’s principle, the diffracted signal in
this case only changes the sign compared to the diffracted
signal passed through the circular aperture.

Figure 2. Diffraction of light on the disc (1, 2 – zone of geometric
shadow; 3 to 7 – Fresnel zone; 8 to 11 – Fraunhofer zone)

The FSR technology actively exploits the diffraction of
the transmitted electromagnetic waves in the far zone of
Fraunhofer when the target moves near the baseline “receiver
– transmitter” and far from the receiver. In that case, the
Forward Scatter (FS) effect is observed, the most attractive

feature of which is the drastic increase in the forward
scattering radar cross-section, and, therefore, the strong
increase of Signal-to-Noise Ratio (SNR) of the received
signal.

This paper considers the case when a target fully blocks
the signal from the GPS satellite (geometric shadow), Figure
3. This way, the formed GPS radio shadow can be used for
target detection, estimation and classification.

Figure 3. FS GPS Shadow

III. SIGNAL PROCESSING

The use of GPS signals as a passive radar system is
becoming increasingly popular as an alternative to radar
systems. The general block-scheme for target radio shadow
detection using a Software-Defined GPS receiver [3] is
shown in Figure 4.

Figure 4. Block-scheme of signal processing

According to Figure 4, in the software-defined GPS
receiver, the message is obtained in result of execution of a
set of program files for acquisition and tracking, presented in
[5]. The message is further inverted as follows:

2)]max([( xxy −= , where )( PIabsx =              (1) 

where Ip is the component at the output of the Code &
Carrier tracking block, x is the absolute value of Ip, y is the
inverted signal x.

The SNR of the signal y is further improved by filtering
using the Jumping Average Filter. The Neyman–Pearson
algorithm for signal detection can be used for testing a
simple hypothesis H1 (target is present) against a simple
alternative H0 (target is absent):

otherwiseH

lyTnyifH
L

l
ffaf

:

)()}(max{:

0

1

'
1 ∑

=

⋅≥

                  (2) 

Software
defined

GPS
receiver

Inversion
&

Filtering

CFAR
Detection

Parameter
estimation

GPS receiver

GPS shadow

GPS transmitter

64Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-581-4

SENSORDEVICES 2017 : The Eighth International Conference on Sensor Device Technologies and Applications

                           75 / 146



where yf’(l) is the filtered signal within the reference window
of size L needed for power noise estimation. The scale factor
Tfa is determined in accordance with the probability of false
alarm Pfa, which should be maintained by the detection
algorithm.

The registered GPS radio shadows are characterized by
the following parameters:

1) The length of a target shadow, obtained by the FS
GPS system can be approximately related to the physical
size of the object. The length of the target shadow (dT) in
seconds is estimated as:

12 TTdT −= (3)
where T1 and T2 are the beginning and the end of the target
shadow in the time domain, which are estimated manually by
the operator when processing the experimental records of the
target shadow in MATLAB.

2) The peak signal-to-noise ratio (SNRpeak) is estimated
as the difference between the average noise power in dB and
minimal value of the radio shadow in dB, found in the
interval [T1, T2].

( ) ( )snpeak PPmeandBSNR min][ −= (4)

In (4), nP is the noise power in dB and sP is the power of

the target shadow in dB.

IV. EXPERIMENTAL RESULTS

In this experimental study, the GPS L1-based recording
system (1575.42 GHz) consists of two types of GPS
receivers and a GNS 5490 ADS-B receiver for verification of
measurements (Figure 5). The first GPS receiver (Antaris
AEK-4R) is used to determine the location of the satellites
over the horizon, while the other software GPS recording
system (GNSS_SDR) is used to record and store GPS signals
from different targets.

Figure 5. Experimental equipment

The GPS receiver GNSS_SDR was proposed and
developed in the Aerospace Department of the Colorado
University, USA [9]. This recording system receives and
records the GPS data flow using a small commercial GPS

antenna and an USB-based device. The recorded GPS signals
are saved as binary files in the computer memory. The
position of the satellites at the time of the experiment
obtained from the GPS receiver “Antaris AEK-4R” is shown
in Figure 6.

In our experiment, only signals from visible satellites that
are located close to the line “target-receiver” at high
elevation angles, are recorded for further processing. The air
target crosses the baseline “satellite-receiver” and forms GPS
geometric shadow, (falling of the received signal) which is
observed as a deep “hole” in the received signal.

Figure 6. Satellite constellation during the experiment

The two recording systems use the same GPS antennas

mounted on the roof of a car, which was stopped 900 meters

from the start of the runway of the Sofia airport (Figure 7).

During the experiment, the length of the airplanes is about

30-40 m and the distance from the airplane to the receiver is

about 80 m.

Figure 7. Receiver scenarios

During the experiment, airplanes that take off from the
west fly over the GPS receiver. The visible satellites shown
in Figure 6 are: 2, 5, 6, 7, 9, 16, 23, and 30. The filtered
signals from all visible satellites are shown in Figure 8. It can
be seen that the signal from satellite 7 was blocked by the
airplane.

As shown on Figure 8, the deepest “hole” in the signal
strength is created by the airplane in case of the satellite 7.

The detection sensitivity depends on the satellite
position. The detection probability is a function of the signal-
to-noise ratio. In our case, the highest signal to noise ratio is
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achieved when the air target is located near the baseline
“satellite-receiver”, which means that the bistatic angle is
close to 180 degrees.

Assessing the shadow parameters of two types of aircraft,
it was found that the parameters were very sensitive to the
geometry of the experiment. The position of the satellite is
very important. The biggest shadow comes from the
satellites located 90 degrees above the horizon. When using
the same GPS satellites for detecting an aircraft, it was found
that the distance from the airplane to the receiver strong
influenced over the GPS shadow.

After the preliminary analysis of data, the filtered data
has been statistically processed in order to calculate the
statistical parameters of all shadow parameters. The
mathematical expectation and the standard deviation of all
measured parameters have been calculated for each aircraft
(Table 1). The goal of this statistical processing is to check
the possibility of using the resulting parameters for
classification of targets by means of a statistical approach.

Figure 8. Filtered signals from all visible satellites

The duration of the target shadow (dT) in seconds is
estimated as the difference between the beginning and the
end of the target shadow in the time domain. The peak
signal-to-noise ratio (SNRpeak) is estimated as the
difference between the average noise power in dB and the
minimal value of the GPS shadow in dB.

TABLE I. MATHEMATICAL EXPECTATION AND STANDARD

DEVIATION OF SHADOW PARAMETERS FOR A320 AND ERJ-175

Targets
Length/
Height

(m)

Estimation dT
[s]

SNR
peak
[dB]

Airbus
A320

37.57/
34.1

Mean 2.75 11.33
STD 0.32 3.91

Embraer
ERJ-
175

31.68/
26

Mean 2.29 10.12
STD 0.52 5.34

In Table 1, the results are obtained by statistical
processing of 7 records for Airbus A320 and 5 records for
Embraer ERJ-175. The geometry of the scenarios was
constant in all experiments for correct comparison of the
obtained results. All experiments were conducted when the
airplanes were taking off, the flying speed was about 300
km/h and the distance from the airplane to the receiver was
about 80 m.

V. CONCLUSION

The purpose of the article was to demonstrate the ability
to automatically detect of low-flying aircrafts by Forward
Scattering GPS system. The other goal of this article was to
study and estimate different types of GPS shadows created
by aircrafts of different sizes and shapes. The recordings
were made both with commercial and with non-professional
equipment. The topology of the experiments was the same
as that used in the FSR systems. The statistical processing
of the resulting estimates of GPS shadow parameters shows
that the selected aircrafts create GPS radio shadows with
different parameters. From the results, it is evident that we
can apply a statistical approach for the classification of
aircrafts from their radio shadows. The quality of the
classification depends on the size and shape of targets.

The proposed approach and results can be used in
various systems for security and surveillance facilities. In
addition, the proposed technology can be used to create a
passive GPS radar network for detection of air targets based
on their GPS radio shadows. The advantage of the proposed
GPS FSR system is that it is cheap and costs less than $
1,000. It is also a passive system using signals from
available GPS satellites that cover the entire globe with a
signal. Thus, the proposed FSR system can be used around
the world.
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Abstract— Blind people have been, over time, a reason for
motivation in the development of solutions to improve their
quality of life. The aim of this work is to propose a solution for
one of such problems, namely, the selection and combination of
clothing for the blind. Thus, this article describes the whole
project developed, in agreement with the Portuguese
Association of the Blind and Amblyopic of Portugal (ACAPO),
for the creation of a Web platform to aid the blind in selecting
combinations of clothing. Near Field Communication (NFC)
technology is the basis of this project in the identification of
garments. The features of the garments are inserted manually,
and a combination of features is possible. There is also the
possibility to automatically identify the color of the garment.
The system has been tested by the ACAPO organization and
preliminary feedback is positive, which are a good starting
point for the future. This solution helps promote an increased
autonomy for blind people.

Keywords-Inclusion; Blind People; Image Processing;
Clothes Combination; NFC.

I. INTRODUCTION

The definition of being human leads us to certain
questions: to what extent are we different? Will our society
be able to define our species without aesthetic questions? Is
our society with its capabilities, whether social,
psychological, technological, to help citizens with
disabilities? Is there enough technology to minimize the
obstacles faced by these people in their daily lives?
Certainly, the technology in this field has evolved a lot, but
there are still some gaps to be filled.

People with visual impairment face difficulties at various
levels, since they are limited in their functional capacity to
carry out daily activities, such as different domestic tasks,
the choice of clothing, and in all the tasks that are easy for
people with visual capacity.

Vision is a sense that dominates human life. It allows us
to know and have a perception of the world around us, while
giving us meaning for objects, concepts
and ideas. Vision is the primary human because it is the
dominant sensory channel in the acquisition of information
from the outside. Vision accounts for about 80% of our
sensory inputs [1][2].

With the advancement of technology, it is important to
evolve to minimize all the limitations of a blind person. One
issue that remains to be explored is the case of blind people
is the selection and combination of garments. Sometimes,
even if we do not have any type of disability, we have
difficulty choosing what to wear; we can imagine the
difficulty of a visually impaired person in this aspect. Not
knowing the colors, the type of pattern, or even the place
where the garments are found makes this a daily battle in
which resources are not the best. Therefore, we proposed this
project to address the issue of combining clothing for the
blind.

This paper is organized in 5 sections. Section 2 presents
some available solutions to help in the autonomy of blind
people. Section 3 describes the various components of the
solution presented, including system architecture, hardware,
software, database as well as Web and windows applications.
Section 4 describes the tests performed with blind people to
validate the solution presented and finally, Section 5 draws
the conclusions and suggests further developments.

II. RELATED WORK

Currently, there is no solution on the market to help blind
people with their clothes combination. Indirectly, but not
focused on this purpose, we can find applications for mobile
devices that can provide, even if far from what is wanted,
some help. Some applications already developed in that
sense include: Be my eyes, Color Detector, Ibeacons and
Colorino.

‘By my eyes’ [3] is a mobile application considering a
video call via the internet to get help from a visually capable
person. The color detector is an application of the app store
for iOs that uses a screenshot to calculate the average color
of a chosen area. The Beacons are small devices that use
Bluetooth Low Energy (BLE) technology. This technology
has an incalculable practical effect. With the beacons, it is
possible to identify, for example, landmarks, bathrooms,
stairs, shops and many other things. The Colorino is
particularly suitable for people who have a reduced vision
and even for the blind, as it assists in the choice of clothes,
the washing procedure and the color combination.

The research project Context Extraction for the Blind
Using Computer Vision (CE4BLIND) is a mobile digital
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platform that results in a computer application that can be
used on a computer, mobile phone or tablet. This project
aims to increase the perception of reality to those who cannot
use their vision as stated by those responsible for the project,
that is, to facilitate and give these people greater autonomy
in tasks such as reading a newspaper, a restaurant menu or
identifying a route [4].

Another project described in literature is "Assistive
Clothing Pattern Recognition for Visually Impaired People"
which consists of recognizing patterns of clothing being able
to identify 11 clothing colors and recognize 4 categories of
clothing patterns [5]-[7]. The paper "Rotation and
Illumination Invariant Texture Analysis" suggests a form of
clothing combinations of complex patterns for visually
impaired people [8][9]. Also, the project described in the
paper "Recognizing clothes patterns and colors for blind
people using neural network" allows to classify the type of
pattern of garments through extracting their characteristics
by a camera [10]-[12].

As described, although there are some projects that can
be used to help the blind, none of them contains the idea
presented in this project. Thus, the development of an
application for combinations of clothing pieces was
elaborated.

III. DEVELOPED APPLICATION

In this section, the entire system developed is presented,
including all the hardware and software.

A. System Architecture

First, to develop this project, it was proposed to develop
a Representational State Transfer (REST) system
architecture (Figure 1).

Figure 1. Rest Architecture.

For this, the system is composed of an Application
Programming Interface (API) and a front-end application
that is all that the user "can see". The API is responsible to
process all requests of the user, coming from the front-end
interface, such as image acquisition and processing,
automatic combinations, among other features.

B. Hardware

The hardware platform focuses on the Arduino Uno,
equipped with an Atmel AVR microcontroller and a C++
programming environment (Figure 2).

Since, the technology used for this project is the NFC
(Near Field Communication), it requires an NFC shield to
Arduino. The reading module is the ITEAD PN532. It has
SPI (Serial Peripheral Interface), I2C (Inter-Integrated
Circuit) and UART (Universal Asynchronous
Receiver/Transmitter) communication interfaces. However,
the mode of communication used is the SPI. In this way, the
Arduino is connected to a PC and allows the interface with
the Web platform.

Figure 2. Hardware Developed.

The TAG chosen to place in the clothes is the NTAG216
tag minimally invasive (Figure 3).

Figure 3. Clothes with TAG.

The tag used has the following characteristics:
• Chip - NTAG216;
• Frequency - 13.56MHz;
• Memory - 888 bytes;
• Data transfer: 106 kbit/s;
• Maximum number of characters (URL) – 854.
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The NXP NTAG®216 chip offers excellent memory
capacity, ideal for storing more information, however, in this
project we will not make use of it once it is identified by its
UID (Unique Identifier) [13][14].

C. Software

The application development uses Laravel, which is a
PHP (Hypertext Preprocessor) Framework that uses the
MVC (model-view-controller) architecture [15].

This architecture allows simplifying the application in 3
layers, namely user interaction (view), data manipulation
layer (model), responsible for reading and writing, and the
controller layer, responsible for all user requests that controls
the model to be used and the display to be shown to the user.

The database used by default in Laravel is MySQL.

D. Database

The database was developed to respond to a set of
challenges posed by the system that results in the following
key requirements:

1. A user can perform more than one function;
2. Each role is associated with a set of permissions,
regardless of which user executes it;
3. Each clothing item (with a unique identifier) is

associated with a set of parameterized characteristics:

• Size;
• Washing;
• Printed;
• Season;
• Type;
• Color;
• Style.

The database created was based on the Entity-
Relationship (ER) Model. In the database management
system, a set of tables will also be considered, which will
assist in the decision making. The application also has an
administrator level that is composed of the following tables:

• Users;
• Profiles;
• Permissions.

This way, we guarantee privileged access to certain areas
of the application and a level of administration.

E. Web Application

To understand the structure of the Web application,
Figure 4 shows the block diagram of the organization
considered.

Considering Figure 4, it is possible to verify that there are
four main elements, the "Menu", "About", "Contact" and
"Administrator", and, to be able to access them, a user
authentication is necessary.

For this purpose, it is necessary to access the "Register"
to create the user.

Figure 4. Block Diagram of MyEyes.

With the login done, it is possible to access the "Menu",
where there are 6 topics, “My profile”, “My Clothes”,
“Combination”, “History Data”, “Color Palettes and
Camera” (Figure 5):

Figure 5. Menu MyEyes.

• My Profile: is where all user's personal
management is done, where all the user's
authenticated fields can be seen, such as name,
email and password. This data can be edited at any
time.
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• My Clothes: serves to manage the clothes that the
user owns. The clothes can be listed by their
attributes, such as: style, type, pattern, size, colors
and season. During the listing, the user can edit and
delete the part, thus allowing stock management
(Figure 6).

Figure 6. My Clothes Details.

• Combination: The whole combination of
clothes is implemented here. The user can see
their combinations, edit and delete them in
"view details" (blue boxes), referring to each
piece of clothing (Figure 7).

Figure 7. Part of Combination Layout.

• History Data: It allows the user to consult the
registry of the last pieces of clothing added, as

well as the clothes unavailable. That is, if it is
necessary to put a garment in this state, and in
case it may be for washing, a quick perception
about the state of it is presented.

• Color Palettes: This mode is like the
combination, but has an automatic mode in
which the application makes a filter through the
seasons (Autumn, Winter, Spring, Summer),
suggesting only parts from the same station or
that can be used in both. In this way, we
guarantee that all the possible combinations
agree with the season of the time, eliminating
numerous pieces that would generate confusion
to the user.

• Camera: Here, it is possible to obtain the
predominant color of a garment. There are two
ways to do this, one is to upload an image of a
garment, and another is to take a photo of the
garment with the webcam. After choosing one
of the two modes, the predominant color of the
garment is shown.

F. Windows Apllication

To allow the interface with the NFC reader, a computer
application was developed a computer application (Windows
operating system) in C # language, capable of performing the
readings of NFC tags (Figure 8).

Figure 8. Desktop Application.
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In this case, the algorithm has been thought in a way in
which the application detects the device automatically, at
the time of its connection, autonomously establishing a
communication.

IV. VALIDATION

This project was submitted for validation at the
Association of the Blind and Amblyopic of Portugal
(ACAPO) in Braga, Portugal. Application testing focuses on
accessibility and usability (Figure 9).

Figure 9. Blind people reading clothes.

During the validation, there were added pieces of
clothing and for each one was attached its NFC tag. After,
recognize of each clothing was performed with NFC reader.

The feedback was very positive. However, some remarks
were discussed to improve the application, like:

• Include more info in social networks (Facebook,
YouTube and so on);

• In the windows application, implement a beep
sound when detecting a new TAG;

• Create a “back button” at the end of each page to
improve usability;

• Invert the order the clothes are shown in when an
additional clothing item is added. This means that
the last record needs to appear in the first row;

• Exchange the TAG number by Description field
when the Clothe is displayed, since that TAG
number is insignificant to remember the clothe;

• Remove the confirmation button when attempting
to see more details or edit, and keep the
confirmation only in case of deleting.

Afterwards, all topics above were considered and a new
version of the application was validated again; it means that
the second validation was tested without any other additional
changes.

Considering the preliminary usability tests performed by
the ACAPO member, the blind people community
considered that this project will be very useful for the blind
population because it could fill a major gap that affects this
population, which is related to the identification and
characterization of clothing. This solves an obvious difficulty
in the task of making combinations at the time
of choosing the pieces of clothing that they are going to
wear.

These obstacles go so far as to prevent a blind person
from being able to choose their daily clothes in a completely
autonomous way, forcing them to ask for help from others to
describe the pieces that they have, and to organize their
wardrobe in order to not be confused by the colors, shades,
fabric types and other characteristics of the garment.
Moreover, they consider that as there are many blind citizens
who live alone and several couples consisting only of blind
people, the usefulness of such a tool will increase their
autonomy and promote a better inclusion in society. It would
be extraordinary if, with this platform, people no longer had
the need to ask for help from others regarding clothing
combinations. It is true that video calls today make this kind
of task much easier, but we must clearly aim for autonomy
and independence, and My eyes can offer blind people this
legitimate desire to be able to choose in an informed and
conscious way the clothes they wear every day.

V. CONCLUSION AND FUTURE WORK

This paper presented a system able to allow visually
impaired people to combine cloths based on their taste and
options.

The introduction of NFC technology in clothing allows
the creation of an autonomous clothing management for a
blind person. Being a Web application, it is accessible to all.
This application will make possible to contribute to the lack
in the existing technology in relation to the aesthetics and
visual image of a blind person. The user interface is intuitive
and of great usability.

The tests performed with the Portuguese Association of
the Blind and Amblyopic of Portugal (ACAPO) validated the
proposed solution.

As future work, we intend to implement machine learning
in combinations of garments, as well as the insertion of
garments automatically using a camera and image processing
algorithms in the extraction of characteristics. The multi-
language capability needs to be implemented also to increase
the number of potential users. Moreover, we intend to use
NFC from mobile devices to incorporate this project.
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Abstract—In emergency cases, when the available time for 

blood transfusions is limited, blood type O (universal donor) is 

administered. However, sometimes, this can cause a 

transfusion reaction that can lead to the death of the patient 

receiving the transfusion. The equipment available on the 

market is not adequate for emergency scenarios (not portable 

and slow results). This paper presents the steps taken into 

consideration in the development of a blood type analyzer 

using computer vision and machine learning algorithms 

suitable for emergency situations (small size, lightweight, easy 

transportation, ease of use, fast results, high reliability and low 

cost). Several prototypes have been developed with the final 

version performing real world scenario experiments in 

hospitals for validation. With this system, it will be possible to 

contribute to the reduction of casualties in blood transfusions 
associated to human error or blood incompatibilities. 

Keywords-blood types; computer vision; machine learning; 

prototype. 

I.  INTRODUCTION  

Blood transfusions are a daily necessity in hospitals and 
their success depends on various procedures and their 
execution without errors. A key procedure is the correct 
identification of the blood type of the patient requiring the 
blood transfusion, since an error in this procedure leads to 
incorrect administration of the required blood unit. This 
procedure becomes more complicated when it comes to 
emergency situations due to the lack of time and the need to 
perform the tests in the laboratory. This scenario occurs 
because automated systems available on the market are 
bulky and cannot be transported. Additional time is needed 
for laboratory trips and manual solutions have the possibility 
of human error in the procedure, while reading and 
interpreting the results. In urgent situations, the procedure 
calls for the use of a blood type considered the universal 
donor (O negative) for the transfusion to be performed. 
However, because the universal donor is scarce and can 
induce transfusion reactions, blood transfusions based on the 
universal blood donor principle should be reserved for 
emergency situations only. In this sense, the ideal scenario 
would be to administer the compatible and corresponding 
blood even in emergency situations and it is necessary to 
develop a new solution that enables it [1]-[5]. 

To make it possible even in emergency situations to 
perform the tests and identify the patient's blood type, 

avoiding the use of the universal donor, some prototypes 
were developed that aim to automate the tests and obtain fast 
results in a portable way. The different prototypes developed 
are based on the automation of the procedures of an already 
validated manual test, the slide test, and the use of a camera 
that captures the images after performing the procedures to 
obtain test results. The plate test consists of mixing one drop 
of four different reagents with the blood, separately. Each of 
the reagents, Anti-A, Anti-B, Anti-AB and Anti-D will 
identify the presence or absence of a specific antigen found 
in red blood cells. The identification of the antigens is done 
through the occurrence of an agglutination reaction that 
causes the development of agglomerates in the blood [6][7]. 
These agglomerates are visible to the naked eye, but in this 
case, they will be detected automatically using the test image 
and the use of Computer Vision and Machine Learning 
algorithms. This will allow to reduce or even eliminate the 
human errors occurrence in blood type identification, 
enabling to administrate a compatible blood type since the 
first blood unit, avoiding causalities. 

This paper is organized in 5 sections. Section II, 
describes the functions used to classify the human blood 
type. Section III shows some results obtained for 40 tests. 
Section IV presents several prototypes developed in this 
project and finally, Section V, presents some remarks 
obtained in this project and indicates some future work 
considerations.  

II. BLOOD TYPE DETECTION ALGORITHMS 

As described in [8] several algorithms of Computer Vision 
were used (below sequence of actions 1-5), to identify the 
occurrence of the agglutination reaction from the analyzed 
images. An example of an analyzed image is presented in 
Figure 1. 

 
Figure 1.  Example of an image of  the test of type of blood with an HDD 

camera (O+ type) [edited from [8]) 
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However, to make the identification of the reaction even 
more robust, Support Vector Machines (SVMs) (sequence of 
action number 6 above), were introduced so that, based on 
experience and consequent learning, blood type 
identification could be obtained even in the weakest 
reactions [8]. The following sequence of actions was 
considered: 1 - Image Acquisition; 2 - Color Plane 
Extraction; 3 - Pattern Matching; 4 - Geometric Matching; 5 
- Features Extraction; and 6 - Support Vector Machines. The 
5th action (features extraction) considers obtaining from the 
analyzed images the Standard Deviation, the Histogram, 
Histogram of Gradients (HoG) and  Fast Fourier Transform 
(FFT) results, which are presented in the next section (Table 
I). 

III. RESULTS 

The different characteristics extracted allowed to obtain 
better or worse effectiveness. The effectiveness of each of 
them is represented in Table I for 40 tests carried out, 
corresponding to 124 samples (4 samples per test) [8]. 

TABLE I.   RESULTS OF SVMS WITH THE DIFFERENT FEATURES 

EXTRACTED FROM THE IMAGE [8] 

Features Support Vector Machines Results 

Standard Deviation 1 

Histogram 1 

HoG 0.7917 

FFT 0.8718 

IV. DEVELOPED PROTOTYPES 

The development of the different prototypes and plates 
test (where the reagents were placed with the blood) allowed 
to improve their capabilities, including speed of test, 
visualization of the reactions, efficacy of detection and the 
diminution of its dimensions facilitating the portability of the 
future product [9] [10], Figure 2. 

 

 
Figure 2.  Prototypes and plate tests. (1):  with recycled material [9]. (2) 

with electronics included [10]. (3) with a screen and small dimensions. 

As can be seen in Figure 2, throughout the development 
of the different prototypes, changes were made, which 
resulted in a final prototype much closer to the intended final 
device in which the test plate is sealed and there is only a 
single blood insertion site. This last prototype carries out 
tests between 3 to 5 minutes, in an efficient and portable 
way, and ready to be tested in a hospital setting.  

V. FINAL COMMENTS 

This project describes a solution developed for detecting 
human blood types using computer vision and machine 
learning algorithms. The success of this solution will allow 
to reduce human errors, minimize the necessity of using the 
universal donor in blood transfusions being able to be used in 
emergency scenarios. Several prototypes have been 
developed, with the last one currently being subject to real 
world tests in hospitals for validation. 
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Abstract—The main objective of this work is the design and 
development of a device similar to a continuous gas sensor, 
which can analyze the composition of combustible gases, 
depending on the types of sensors installed in the capsule 
designed for this purpose. Some manufacturers of continuous 
gas analyzers develop equipment with high price. The purpose 
of this work is the design and implementation of a low cost 
system, affordable to any type of company, based on the 
platform Open Hardware Arduino, for measuring and 
analyzing biogas. This system can be used for many 
applications and because biogas is a renewable gas fuel, it will 
be increasingly important in countries committed to the 
reduction of greenhouse gases. All circuits will be designed and 
later simulated with the Multisim 12.0 software. The printed 
circuit boards will be created with the help of the Ultiboard 
12.0 software and, finally, the necessary files will be created for 
the printing of these circuits in the plates with the software 
LPKF CircuitPro 1.5. 

Keywords-continuous analyzer; combustible gases; biogas. 

I.  INTRODUCTION 

Continuous gas analyzers are equipment that analyzes the 
composition of gases continuously. That is, as the gas is 
flowing through the analyzer, the reading of the gas 
composition can be instantly obtained. 

Focusing on combustible gases, these are used for the 
production of thermal energy from a combustion process. 
Some gases of this type are natural hydrocarbons and those 
manufactured solely for use as fuel. Among all possible 
cases, it has been decided to develop a prototype to 
determine the composition of biogas. The composition of 
this combustible gas varies according to the origin of the 
same [1]. Biogas can be generated in natural media or in a 
sealed, oxygen-free tank called anaerobic digester, from the 
reactions of biodegradation that are produced of the organic 
matter, by the action of microorganisms in the absence of 
oxygen [2]. 

This combustible gas consists of a mixture composed of 
50-70% of methane (CH4) and 30-50% of carbon dioxide 
(CO2). It also contains minimal amounts of other gases, such 
as nitrogen (N2), hydrogen sulphide (H2S), and some traces 
of water vapor. The calorific value of the biogas will vary its 
value depending on the proportion of methane in the mixture 
[3]. 

The measurement system designed in this work is based 
on four sensors that have been chosen according to the 
composition of this renewable fuel gas. However, it can be 
extrapolated to any other type of gas simply modifying the 
set of selected sensors. 

The rest of this paper is organized as follows. Section II 
describes the sensors used. Section III describes the 
developed prototype. The conclusions and acknowledgement 
close the article. 

II. SENSORS FOR COMBUSTIBLE GASES 

Regarding the monitoring of combustible gases, sensors 
are required that can detect high concentrations of gases, 
compared to those required for toxic gases that must be more 
sensitive to lower levels of concentrations. 

For both cases, there are five types of sensors, each based 
on a different foundation for the detection of different gases, 
namely electrolytic sensors, catalytic sensors, solid state 
sensors, infrared sensors and photoionization detectors.  

Among all types of gas sensors, semiconductor type 
sensors have been chosen. These sensors have a thin film of 
metal oxide, on which a piece of silicone is deposited. The 
absorption of gas at the surface with this oxide results in a 
change in the electrical resistance, which is related to the 
measured gas concentration of the sample. 

The following sensors have been selected for the 
implementation of the biogas measurement and analysis 
system: ammonia (TGS2444), hydrogen (TGS821), methane 
(TGS3870) and carbon monoxide (TGS5042) sensors [4]. 
Fig. 1 depicted the sensors selected along with their interface 
circuitry. The sensors have been bought as ready product but 
the interface circuitry have been fully designed and built. 

III. DEVELOPMENT OF THE PROTOTYPE 

This section deals with the design and theoretical 
development of all the circuits involved in the biogas 
measurement and analysis system. All circuits will be 
defined theoretically and, later, simulated by the software 
Multisim 12.0. Printed circuit boards will be created with the 
help of Ultiboard 12.0 software. Finally, the necessary files 
will be created for the machine responsible for printing these 
circuits on the plates with the LPKF CircuitPro 1.5 software 
[5]. 
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Figure 1.  Sensor used: (a) ammonia, (b) hydrogen, (c) methane and (d) 
carbon monoxide 

In this research, an Arduino board, model MEGA2560 
has been used as Data Acquisition system (DAQ) for the set 
of sensors. It is based on a microcontroller ATmega2560. 
Analogue input channels are used to measure the voltage of 
the output circuits of the sensors. The cost of Arduino 
MEGA is noticeably lower than the cost of a traditional 
DAQ. The carbon monoxide sensor is the cheapest, 28€, 
whereas the ammonia sensor costs 90€. The system total cost 
is about 300€. The cost of the Arduino board is 40 €. A DAQ 
with analog inputs costs over 450€ in the market, so the low 
cost character of the proposal is clearly stated. 

A methacrylate capsule has been designed with Autodesk 
AutoCad 2013 and Autodesk Inventor 2014 software, which 
will circulate the biogas to analyze and house the sensors 
used (Fig. 2a). Fig. 2b shows a snapshot of the hydrogen 
sensor as sample of the developed prototype. 

Figure 2.  Appearance of: (a) Methacrylate capsule containing the sensors 
and (b) hydrogen sensor. 

Figure 3.  Preliminary experimental results. 

Early results are shown in Fig. 3 where a snapshot of the 
system working under laboratory conditions can be 
observed. 

IV. CONCLUSIONS 

In this work, the design and development of a cost-
effective continuous gas analyzer has been reported. Each of 
the four sensors chosen for the detection of the biogas 
composition has been studied and analyzed. Besides, all the 
circuits necessary for this purpose have being realized. All 
the circuits that compose the system of measurement and 
analysis of biogas have been simulated with the software 
Multisim 12.0, obtaining at all times the corresponding 
values exposed in the sheets of characteristics of each of 
them. All the printed circuit boards of the circuits necessary 
for this project have been implemented with the software 
Ultiboard 12.0. Currently, the developed meter is in the test 
phase in order to validate the proposed system. 
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Abstract—The aim of the present work is an application of the 
fabrication technologies of p-n junctions working as  
photodetectors into the ultraviolet region. Usually, the 
ultraviolet (UV) photodetectors are fabricated as a standard p-
n diode structure with the anode on the top and the cathode on 
the bottom on silicon carbide (4H-SiC) substrates. The critical 
part for detectors is the formation of the p-n junction. It can be 
done by different technological processes, such as ion 
implantation, epitaxy, etc. This paper presents three different 
technological approaches to fabricate UV photodetectors as p-
n photodiode. 

Keywords- ultraviolet photodetector; semiconductor; thin 
film; ultraviolet light. 

I.  INTRODUCTION 
Ultraviolet (UV) photodetectors have drawn extensive 

attention owing to their applications in industrial, 
environmental and even biological fields. All these 
applications require very sensitive devices with high signal-
to-noise ratio and sometimes high response speed. Compared 
to UV-enhanced Si photodetectors, a new generation of wide 
bandgap semiconductors, such as III–V nitrides, gallium 
nitride (GaN) and SiC, allow to position the p-n junction 
deeper in the semiconductor structure, which results in lack 
of sensitivity to unwanted planar defects. Moreover, the SiC 
material is present in different morphology monolithic and 
amorphous, which enables realization of advanced stacked 
photodetecting structures [1]. The monolithic SiC 
photodiodes are commonly characterized by high 
responsivity, high thermal stability, robust radiation hardness 
and high response speed. But, their parameters depend on the 
material polytype. The 4H-SiC polytype device, due to its 
large bandgap (Eg=3.26 eV), offers lower leakage current 
and excess noise factors compared to other SiC polytypes 
such as the 6H-SiC and 3C-SiC. The aim of this work is the 
presentation of the fabrication techniques of p-n SiC 
junctions, aimed to work as photodetectors in UV region, 
and comparison of obtained results in the form of collected 
electrical characteristics. 

The paper consists of 4 sections. The first section is the 
introduction, where the new generation of wide bandgap 
materials for the ultraviolet photodetectors are presented. 
The second section describes 3 fabrication approaches of SiC 
p-n junctions. The results of the electrical characterization of 

the photodiodes are presented in section three.  
The conclusion is gathered in section four. 

II. TECHNOLOGIES AND ELECTRICAL 
CHARACTERIZATION OF SIC P-N JUNCTIONS 

A p-n junction photodiode is just a p-n junction diode 
that has been specifically fabricated and encapsulated to 
permit light penetration into the vicinity of the metallurgical 
junction. The formation of the p-n junction is critical for 
detectors. It can be done by different technological 
processes, such as ion implantation, epitaxy etc. 

Three different technological approaches to fabricate UV 
photodetectors as p-n photodiode where the p-n junction is 
made by [2]–[4]: 

 p-type epitaxial layer grown in the chemical vapor 
deposition process (CVD) (#1), 

 4H-SiC wafers purchased (Cree Inc.) with formed p-n 
epitaxial layer (#2), 

 multiple optimized plasma Al ion implantation (#3), 
are under examination. All photodiodes are based on the 
SiC(n++) substrate with a back metal electrode on the bottom, 
which use 3-inch diameter 4H-SiC wafers purchased from 
Cree Inc. The junction is formed from the top by the above 
mentioned technologies. The whole structure has a metal 
electrode formed on the top. For experiments, the wafer was 
diced into segments (10 mm × 10 mm) with a diamond 
cutting saw. 

A. Approach #1: p-type epitaxial layer grown in the CVD 
process 
The p-n junctions were fabricated on the substrate having 

an n-type resistivity of 0.015-0.028 Ωcm (~1018 cm-3).  
A p-type epitaxial layer was grown on the (0001) Si face via 
CVD to a thickness of 0.5 μm and a carrier concentration of 
1015 cm-3, as presented in Figure 1. 
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Figure 1.  Cross-section of UV photodetector structure with p-type 

epitaxial layer grown in the CVD process. 

The devices are fabricated using mesa geometry to 
delineate the p-n junction by standard photolithography. The 
junction was passivated by a thin layer of thermal oxide, 
which was followed by plasma-enhanced-chemical-vapor 
deposited silicon oxide (SiO2). Silicon oxide provides an 
edge termination of the diode metal contact. The electrodes 
on n-type and p-type regions were formed by titanium (Ti) 
and Ti/Al (aluminium) evaporation (lift-off technique), 
respectively. The contacts were annealed for 5 minutes at 
1050°C in argon (Ar) ambient using a rapid thermal 
annealing (RTP). 

B. Approach #2: 4H-SiC wafers purchased (Cree Inc.) 
with formed p-n epitaxial layer 
In the approach #2, contrary to approach #1, the p-type 

layer was formed by implantation using plasma source of 
aluminum ions through windows made in a 1um thick 
deposited oxide. Aluminum is the preferred dopant to 
produce p-type regions in SiC because of its stability during 
post-implantation annealing. In fact, the severe ion-induced 
lattice damage caused by the implantation process requires 
an appropriate post-implantation annealing for the electrical 
activation of the dopant and for recovering the crystalline 
structure, even when an ion implantation at high temperature 
is performed.  

The dopant activation was made by subsequent annealing 
at 1600°C for 20 min. The electrodes on n-type and p-type 
regions were formed by Ti/Al/Ti and Ti evaporation (lift-off 
technique). Both contacts were annealed simultaneously at 
1050°C for 5 min. in Ar ambient. The scheme of the 
obtained structure is presented in Figure 2. 

 
Figure 2.  Cross-section of UV photodetector structure with formed p-n 

epitaxial layer in producer (Cree Inc.). 

C. Approach #3 multiple optimized plasma Al ion 
implantation 
The diodes were fabricated on wafers consisting of  

n-type 4H-SiC substrate with resistivity of 0.021 Ωcm, 
0.5 μm thick n-type buffer epitaxial layer with a doping 
concentration of 1×1018 cm-3 and 4.5 μm n-type top epitaxial 
layer with a doping concentration of 1.52×1016 cm-3. The 
cross-section of the fabricated diodes is presented in 
Figure 3. 

 
Figure 3.  Cross-section of UV photodetector structure with multiple 

optimized plasma Al ion implantation. 

The p-type dopant was again Al and the technology was 
the implantation. But, the main boundary conditions of 
implantation as maximally flat (quasi flat, box-shape) profile 
were taken into implementation. According to the 
experimental results, it was assumed that minimum 
implantation energy should be around 55 keV and should not 
exceed 250 keV. Such process of the flat distribution of p-
type Al dopant and a box-shaped profile was realized with 
multiple energy ion implantations. The total fluence was 
7×1014 cm-2. 

III. RESULTS 
The electrical characterization of the p-n photodiodes is 

mainly covered by measurements of reverse characteristics at 
room temperature in the dark conditions. These 
characteristics are most suitable to the leakage current 
representation, which determines the photodetector quality 
and sensitivity. The results of the electrical characterization 
of the prepared photodiodes structures with the use of 
KEITHLEY SMU 237 [5] are presented in Figure 4.  
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Figure 4.  Comparison of reverse I-V characteristics of the circular SiC  

p-n photodiodes for all three technological approaches. 
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A comparison of the obtained results shows that the 
optimization of the quality of p-n junctions leads to expected 
improvement of photodiode quality by reducing the leakage 
current by about one order of magnitude. The best 
characteristics of the device fabricated by approach #3 can 
also be explained by the fact that the p-type region was 
formed not by a simple singe implantation, but by an 
optimized multiple ion implantations. 

IV. CONCLUSION 
In this paper, the general ideas of various technological 

approaches of the p-n junctions’ formation and 
characterization were presented. For the UV photodetector 
purpose, the most suitable technological approach is 
optimized multiple Al plasma ion implantations. Purchased 
4H-SiC substrates with the epitaxial p-n layer are also good 
for photodiodes preparation. The epitaxial layer grown in the 
CVD process looks as the least promising technology for use 
in SiC photodiodes. In future work, we are planning to test 
structures developed with the use of different UV radiation 
sources. 
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Abstract—Today, the working point identification of axial com-
pressors is not sufficient, especially of aircraft engine compressors.
For this reason, considerable efficiency losses occur in certain
working points. The sensors of commonly used measurement
methods have to be placed directly in the compressor airflow.
This location is not desirable because the sensors are creating
vortexes. This paper shows a new method of working point deter-
mination of axial compressors. The new developed measurement
system with optical sensors provides a contactless blade deflection
measurement without influencing the air flow. The assumption
is that blade deflections contain information about the actual
compressor working point. The advantage of this technique is
the minimal invasive nature. Experiments on an axial compressor
have approved the assumption and potential of this technique.

Keywords—axial compressor; optical; working point.

I. INTRODUCTION

For many years, strain gauges were usually applied to
research blade vibration effects. New methods based on optical
sensors have been researched since the 70’s [1], [2]. These
methods are known as Blade Tip Timing (BTT) or Blade
Vibration Monitoring (BVM). In the last fifteen years, the
cost for optical equipment, like laser, fast receiver and optical
fibers took off rapidly. One of the main reasons for that is the
extreme expansion of optical fiber communication. So, optical
based blade tip timing is becoming more and more important
in compressor research. Other physical sensor principles, like
inductive and magneto resistive, microwave or capacitive [3]–
[5] are conceivable but they have to show an adequate precision
and resolution. The main advantage of BTT is the monitoring
of each individual compressor blade with the same sensor set.
In addition, BTT do not influence the blades in contrast to
strain gauges. With strain gauges, it would be necessary to
add them to each blade and implement a telemetry system
to monitor them. The time and money invested are extreme
in comparison. The tasks in which BTT is most promising
currently and in medium term are to extend maintenance
intervals on stationary compressors, compressor research in
particular stall, flutter and vibration analysis [6]–[8]. A very
new approach and still in the beginning of research is the
working point determination and optimization [9].

There is a steady development on axial compressors to
increase the pressure ratio per stage. This results in a working
region which is closer to the non stable state of the axial
compressor, the surge line. Currently, accurate working point
determination is not possible. To regard the working point
uncertainty, the working lines are placed with a greater margin
to the surge line. Furthermore, it has to be considered that

a compressor aging causes a surge line movement to the
working lines. Considerable efficiency losses are the result of
these three facts. The sensors of commonly used principles to
measure pressure or mass flow have to be placed directly into
the air flow. There, they generate vortexes which induce blade
vibrations. These vibrations may cause compressor instabilities
and so it is not allowed to use intrusive measurement methods.
These restrictions lead to uncertainties with working point
identifications.

The contribution of this paper is the introduction of a
new BTT based working point determination. This method
provides a contactless and non-intrusive possibility to detect
blade deflections. Aerodynamic effects on compressor blades
were analyzed. This analysis leads to the assumption that blade
deflections are usable to identify working points. Techniques
to prevent or reduce negative influences of engine order (EO)
vibrations of blade deflection measurements are presented. To
approve the new method, experiments with an axial compres-
sor were done. Therefore, a compressor map was generated
to correlate blade deflections with actual working points.
These experiments have shown the potential and usability
of a working point identification based on blade deflection
measurements.

Section 2 describes the aerodynamic effects on the com-
pressor blades to understand the idea of working point identi-
fication with blade deflection measurements. Section 3 shows
the used measurement principle of BTT to measure blade
deflections and also the technical details of the used axial
compressor. Section 4 describes preliminary investigations of
the compressor blades which allow optimal sensor positioning
around the compressor casing. This can prevent or reduce a
negative measurement effect because of EO vibration. Section
5 explains the theory of compressor map generation and
presents the generated compressor map. Section 6 discusses
the reached measurement precision of blade deflection mea-
surements. Furthermore, first measurement results of blade
deflections in dependence of the actual compressor working
point are presented.

II. AERODYNAMIC EFFECTS ON THE COMPRESSOR BLADE

This section provides a very short insight in the aerody-
namic effects on the compressor blades and will help to under-
stand the fundamental idea about working point identification.

Two forces influence the compressor blades during opera-
tion, the lift FL and the drag FD (Figure 1). The drag force is
the sum of the pressure and the friction force. The lift force
is the integral in the direction of the free stream velocity of
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the pressure differences between profile top side pt and profile
bottom side pb for each surface area element dA:

FL =

∫
Ablade

(pt − pb) · dA (1)

It is usual to introduce dimensionless coefficents [10]. The
dimensionless coefficient for FD is:

cD =
FD

Aq∞
(2)

q∞ is the fluid dynamic pressure and A a defined reference
area. For a profile, it is the perpendicular to the ground
projected cross sectional area. The dimensionless coefficient
for FL is:

cL =
FL

Aq∞
(3)

These forces are generally generated by the airflow. They
are dependent on the airflow velocity C∞, the profile shape,
the Reynolds number, the surface friction, boundary layers,
laminar and turbulent flow, et cetera. Further information about
these effects are illustrated in technical literature [10], [11].

C∞
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γ
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tangent at the front
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Figure 1. Aerodynamical forces on the compressor blade.

According to the Kutta-Joukowski theorem, the lift force
is orthogonal and the drag force is parallel to the direction
of flow. Fr is the resulting force. It can be divided into an
axial Fn and a circumference force Fu. The angle between
the lift and the resulting force is called glide angle γ. The
flow direction is described with the angle of attack α. The
incidence angle βi has a major effect on the resulting force.
When the compressor is throttled (working point moves left
in the compressor map) the pressure ratio increases, the mass
flow decreases and the incidence angle increases. Each blade
profile shape has a special cL and cD behavior depending on
the incidence angle [10], [12]. This information can be used to
research a working point determination with blade deflections.

III. MEASUREMENT PRINCIPLE AND TECHNICAL DETAILS
OF THE AXIAL COMPRESSOR

For the BTT measurement principle, one or several blade
sensors are arranged around the circumference of the casing.
Figure 2 shows this principle. Alternative sensor positions exist
in order to prevent the influence of engine order (EO) vibration
amplitudes [6], [7]. When a blade crosses the region of one
blade sensor, an event will be created. In the absence of blade
bending, it is possible to determine the actual undisturbed
position s0 of each blade in relation to the event of the
commonly used OPR sensor or, even better, a high resolution
reference system and the actual revolution speed or, rather,
period of time. If the blade vibrates in none EO modes, the
position varies (s∆) with time. Additionally, there will be an
offset depending on the working point because s∆ correlates
with the resulting force Fr. The actual blade position of blade
w in relation to one reference mark can be calculated with (4).

sw = sw0 + sw∆ (4)

w : [1, h=Number blades] with w ∈ Z

blade sensors

reference sensor

axial compressor

Sref s0

~v

flow

Sx...S1
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s∆

S1

Sx

Sref

Ref. Marks
Figure 2. BTT measurement principle on an axial compressor.

In this paper, the individual components of Fr will not
be regarded, only the effect in circumferential direction. This
will be part of further investigations. For this research, a high
resolution reference system was used. Several reference marks
are mounted on a suitable load independent position, like the
shaft or the disk. They are triggering events at constant angles
of the compressor turn. The essential velocity or period of time
is calculated with the time difference between two reference
events. More details and strategies for a high resolution refer-
ence and blade position determination are illustrated in [13].

For the investigation of compressor effects and achievable
precisions, a set of three optical blade sensors and one ref-
erence sensor is used. Figure 3 shows the principle of the
blade sensors. There is one coupling fiber with a core diameter
of 4 µm and one outcoupling fiber with a core diameter of
102 µm. Both fibers are guided over a combiner module to
one integrated transmitting and receiving end. The combined
end has a long ferrule to overcome the width of the compressor
casing. The reference sensor is built similarly, except for
the ferrule. A ferrule connector for physical contact (FC/PC
connector) is used instead. The beam from a laser source with
a wavelength of λ = 780 nm and a power of 20 mW is
coupled into the sensor module. When the radiated light from
the transmitting fiber is reflected by an object, like a blade or a
reference mark, the reflected light is collected by the receiving
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fiber and then guided to an optical receiver. The receiver
converts the optical to an electrical signal. A digital storage
oscilloscope is used to acquire the data for the following data
analysis. Considering that the differences of blade deflections
in several working points are often in the range of micrometers,
that makes it necessary to regard negative effects, like time
walk and time jitter. [14] describes these effects and methods
to reduce them. The complete measurement system runs with
a sampling rate of fs = 250 MHz with a 3 dB bandwidth of
approximately fBW = 200 MHz.

Single-Mode Fiber

Multi-Mode Fiber

Outcoupling
dcore = 102 µm
dclad = 122 µm

Coupling
dcore = 4 µm, λ = 780 nm
dclad = 125 µm

Multi-Mode Fiber

Single-Mode Fiber
and receiving end
combined transmitting
Sensor:

Ferrule

Figure 3. Optical blade sensor setup with special ferrule.

The axial one stage intermediate-pressure-compressor with
the internal name EB52 has h = 58 blades. It is a re-
search compressor at the Whittle Laboratory of the University
of Cambridge and is driven by a synchronous motor to a
maximum revolution speed of n = 3000 1/min. The inner
diameter from blade tip to blade tip is dc = 0.487 m. The
compressor can reach an aerodynamic power of about 6 kW
and a pressure ratio of Π = 1.02. The pressure ratio of
this research compressor is in comparison to civil engines
very small. The engine PW6124 (Airbus A318) from Pratt
& Whitney reaches Π = 1.83 per stage [10]. The one stage
compressor HP9 (report AGARD-AR-275) reaches Π = 1.24.
Additionally, the blades of EB52 are very stiff in relation to
the maximum aerodynamic power and pressure ratio, so that
the blade deflections will be relatively small.

IV. PRELIMINARY INVESTIGATION OF AXIAL SENSOR
POSITIONING

Usually, blade vibrations fblade have a random character
with small amplitudes, thereby averaging is permissible. But,
sometimes, varying tip clearances or stator parts lead to
excitation of the blades natural frequencies and the vibration
amplitudes are rising. For the quality of BTT measurement,
this is adverse in the case of EO vibrations. An EO vibration
is an integer multiple of the revolution frequency frev (5).

EO =
fblade

frev
with EO ∈ Z (5)

If the compressor blades vibrate with this kind of fre-
quency, the vibration is synchronized with the compressor
revolution. Figure 4 shows a blade vibration with an EO of

6 (blue line). It is defined when the vibration magnitude is
negative, the blade comes later to a sensor position because the
vibration direction is opposite to the rotational direction. When
the magnitude is positive, the blade comes earlier to a sensor
position. The sensor positions are called disturbed positions
for both states. Only vibration nodes represent undisturbed
sensor positions and are usable for direct blade deflection
measurements. Furthermore, the blue line can be interpreted
as the delta arrival time caused by an EO blade vibration
for imaginary sensor positions. If the sensors are located on
disturbed positions around the compressor circumference, the
measurement result shows a false static blade deflection. If EO
vibrations are not considered, blade deflection measurements
for working point determination or vibration analysis for flutter
or stall may be difficult or impossible. Therefore, one of the
main tasks for BTT is an optimal sensor positioning.
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Figure 4. Engine order blade vibration.
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Figure 5. Blade vibration eigenfrequency and eigenform analysis.

The compressor blades were surveyed and the eigenfre-
quencies (natural frequencies) and eigenforms were identified.
Figure 5 shows the resulting frequency spectrum and most sig-
nificant frequencies. The mode shapes with the most influence
on BTT measurement were analyzed in detail.
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Figure 6. Axial sensor positioning with blade vibration analysis, green
region stands for vibration node.

Figure 6 reveals that the 1st torsion and 2nd bending
mode show nodes of vibration close to the trailing edge. This
effect is used to minimize their influence to blade deflection
measurements for working point determination. The sensors
are positioned close to the trailing edge. In the case of EO
blade vibration with 1st torsion or 2nd bending mode, they
should not affect the measurement. The 1st bending mode
shape makes it impossible to use an ideal sensor position.
Unfortunately, this mode has the biggest amplitude.

V. COMPRESSOR MAP GENERATION

To correlate the acquired blade deformation data to the
corresponding working points, all important measurement
values need to be recorded. One sample of specific values
describes a specific working point. All working points span the
compressor map which describes the physical behavior of the
compressor. The test rig is equipped with a data acquisition
system which measures the revolution speed n, the torque
at the shaft M , the static inlet temperature T0, the total
temperature upstream of the rotor Tt,2, the total inlet pressure
pt,0, the pressure difference between inlet and the rotor ∆pS,1
and the differential pressure over the compressor stage ∆pS,2.
With these values, the compressor map can be determined.
Detailed information about compressor map generation are
illustrated in [10]. Additionally, the pressure difference over
the rotor ∆pS,R as well as the total temperature downstream of
the stage Tt,3 are measured. Figure 7 shows the probe positions
of the test rig.

Figure 8 shows the generated compressor map for the axial
compressor presented in this paper.

From the inlet conditions and the pressure drop between
inlet and rotor ∆pS,1 the mass flow ṁ can be derived. The
pressure difference over the stages ∆pS,2 enables to determine

p0, T0

∆pS,1

∆pS,2
∆pS,R

Tt,2

Tt,3

M

Figure 7. Overview of the probe positions of the test rig.
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Figure 8. Compressor map for the EB52.

the pressure ratio Π of the compressor. The power at the shaft
Pin is computed from the torque M and the revolution speed
n. The mass flow and the pressure ratio allow the calculation
of the required power for the pressure rise under isentropic
conditions Pid. The ratio of the isentropic and the measured
power yields to the compressor efficiency η. To create the
compressor map, the compressor is throttled until it stalls.
The pressure ratio is plotted versus the mass flow for different
rotational speeds. Based on the measured efficiency, a contour
plot is created to show lines of constant efficiency. As the
compressor’s behavior is dependent on the inlet conditions,
it is not convenient to use the real mass flow and rotational
speed, as the compressor map would not be the same on
two different days or two different altitudes. Hereinafter, the
different conditions are described with I and II. Therefore, the
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compressor map is transformed in a way that every point in the
map has its specific streamline pattern. This can be achieved if
the Mach number in axial (Maax) and circumferential direction
(Ma rad) are constant for each point in the compressor map. The
Mach number in axial direction is:

Maax =
cax

a
=

ṁ

ρA
√
κRT

(6)

with the flow velocity in axial direction cax, the sonic
velocity a, the isotropic exponent κ, the specific gas constant
R, the temperature T of the fluid and the corresponding area
A [10].

By replacing the density ρ with the law of an ideal gas
and subsequently describing the static pressure and static
temperature by their total quantities, a constant axial Mach
number is achieved when the following equation is satisfied:

ṁI

√
Tt,I

pt,I
= ṁII

√
Tt,II

pt,II
(7)

By defining the corrected mass flow as:

ṁcor = ṁ
pref

pt

√
Tt

Tref
(8)

with the reference values for pressure pref and temperature
Tref. Often, the values of standard atmosphere are used. The
total values pt and Tt are the values at the compressor inlet.

It is obvious, that a constant axial Mach number is present,
when the corrected mass flow is constant. The Mach number
in circumferential direction is:

Mau =
rω√
κRT

(9)

Replacing the static temperature with the total temperature
and the angular velocity ω with the revolution speed, a constant
circumferential Mach number is given when:

nI√
Tt,I

=
nII√
Tt,II

(10)

Introducing the corrected revolution speed:

ncor = n

√
Tref

Tt
(11)

one can see that a constant circumferential Mach number
is achieved when the corrected revolution speed is constant.
To get a compressor map that is independent of the inlet
conditions, the pressure ratio has to be plotted vs. the corrected
mass flow. The throttle lines have to be parameterized for
constant corrected revolution speeds.

VI. BLADE DEFLECTION RESULTS

This section shows the reached measurement precision and
discusses the blade deflection results in comparison to the
compressor map. Figure 9 shows the single shot resolution
θ. The resolution can be calculated with (12). There is vt the
tangential velocity, dc the compressor diameter (blade tip to
blade tip), frev the revolution frequency and ts the sampling
rate. The single shot resolution is varying from 0.05 µm to
0.26 µm with the actual revolution speed. All other parameters
are constant in the equation.

θ = vt · ts = πdcfrev · ts (12)
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Figure 9. Achieved precision σs for all compressor blades, variation σσs of
precision over all blades and resolution θ of the measurement system.

The resolution is only the first part which describes the
quality of a measurement system. The reached precision de-
pending on this resolution is more important. Figure 9 shows
also the precision for the distance sw (4) between a blade
w and one reference mark. Each precision value stands for
over all compressor blades averaged standard deviation of
the arithmetic mean value of each compressor blade. This
precision σs is calculated with (13):

σs =
1

h

h∑
w=1

σws (13)

with h the number of blades and σws the standard deviation
of the arithmetic mean value for blade w.

The arithmetic mean value σws is calculated with (14). σws
stands for the standard deviation of each individual blade and
k for the number of sampled distances sw.

σws =
σws√
k

(14)

The standard deviation is expressed with (15). For this
calculation, the i-th sampled distance swi of blade w to one
reference mark and the empirical expected value sw of the
sampled distance was used.
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σws =

√√√√ 1

k − 1

k∑
i=1

(swi − sw)2 =
√
V AR(sw) (15)

Additionally, in Figure 9 the variation of the standard
deviation of the arithmetic mean value over all blades (16)
is shown.

σσs
=

√
V AR(σws ) (16)

The precision decreases slightly over the compressor revo-
lution speed and is varying between 0.25 µm and 0.4 µm. The
reason for this are the increasing amplitudes of flow induced
stochastic blade vibrations. The blades rotate through a steady
flow field that is non-uniform in circumferential direction. A
forced vibration is induced due to pressure fluctuations.
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Figure 10. Blade deflection results for several revolution speeds in
comparison to pressure ratio Π.

The precision variation of the blades are smaller than
0.125 µm and shows the same behavior as the precision. They
are increasing with the compressor revolution speed.

Figure 10 shows the first results of averaged blade de-
flections over the mass flow in comparison with the pressure
ratio Π. Each color stands for one corrected revolution speed
ncor in the range of 1980..2478 1

min . The procedure was
to set the revolution speed and change the working point
with increasing throttling of the compressor step by step. The
increased throttling leads to a reduced mass flow and in the
first part to an increased pressure ratio and blade deflection.
The working point moves left. Between each step several
measurements for the compressor map and the blade deflection
were done. The revolution speed lines 1980 and 2478 1

min
show a good correlation to the pressure ratio. The maximum
pressure ratio is very closely to the maximum blade deflection.
The speed line at 2131 1

min has another behavior. It could
be influenced by undetected EO’s, not sufficient measurement
quality (poor blade edge quality at this working point), not
regarding the individual components of the resulting force Fr
or another unknown effects.

VII. CONCLUSION

This paper has introduced a new method of working
point identification with blade deflection determination. The
theoretical background was explained, the used measurement
equipment and several preliminary investigations were pre-
sented, and the used statistical values for the analysis were
described. The first results were discussed and have proven
the possibility of working point identification based on blade
deflection measurements. This method allows to increase the
efficiency of axial compressors. Further research is recom-
mended to develop more robust sensor principles. It would be
desirable to verify this new method on axial compressors with
a higher pressure ratio. It is assumed that the measurement
effect is much higher there.
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2016.

[12] H.-A. Schreiber, W. Steinert, T. Sonoda, and T. Arima, “Advanced high
turning compressor airfoils for low reynolds number condition: Part
2-experimental and numerical analysis,” in ASME Turbo Expo 2003,
collocated with the 2003 International Joint Power Generation Confer-
ence, American Society of Mechanical Engineers, 2003, pp. 451–463.

[13] R Reinhardt, D Lancelle, O Hagendorf, O Magnor, and P Duenow,
“Improved reference system for high precision blade tip timing on
axial compressors,” in Optical Fiber Sensors Conference (OFS), 2017
25th, IEEE, 2017.

[14] R. Reinhardt, O. Magnor, P. Duenow, O. Hagendorf, and A. Rohlfs,
“Event detection methods for high resolution time measurements on
an application example,” in AUTSYM 2014, vol. 7, 2014.

86Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-581-4

SENSORDEVICES 2017 : The Eighth International Conference on Sensor Device Technologies and Applications

                           97 / 146



Pose Identification and Updating in Autonomous Vehicles 
 

Antoni Grau, Yolanda Bolea 
Automatic Control Dept. 

Technical University of Catalonia, UPC 
Barcelona, Spain 

e-mail: {antoni.grau;yolanda.bolea}@upc.edu 

Rodrigo Munguia 
Computer Science Dept. 

University of Guadalajara 
Guadalajara, Mexico 

e-mail: rodrigo.munguia@upc.edu
 
 

Abstract—In this paper, a novel algorithm to know the pose of 
any autonomous vehicle is described. Such a system (Attitude 
and Heading Reference System, AHRS) is essential for real 
time vehicle navigation, guidance and control applications. For 
low funded projects, with simple sensors, efficient and robust 
algorithms become necessary for an acceptable performance, 
and the well-known extended Kalman filter (EKF) fulfills those 
requirements. In this kind of applications, the use of the EKF 
in direct configuration has been much less explored than its 
counterpart, the EKF in indirect configuration. Specifically, in 
this paper a novel method based on an Extended Kalman 
Filter in direct configuration is proposed, where the filter is 
explicitly derived from both kinematic and errors models. 
Experiments with real data show that the proposed method is 
able to maintain an accurate and drift-free attitude and 
heading estimation.  

Keywords—Attitude Estimation; Sensor Fusion; Vehicle 
Navigation. 

I.  INTRODUCTION 
Autonomous Vehicle applications (Unmanned Ground 

Vehicles, Micro-Air Vehicles, Unmanned Aerial Vehicles 
(UAV), and Marine Surface Vehicles) all require accurate 
position and attitude to be effective [1]. While navigation 
grade Inertial Measurement Units (IMU) have existed for 
many years, they remain very expensive, and out of reach 
both in terms of cost and payload for all but the best funded 
projects. Small UAVs, even if the can afford the cost, cannot 
supply the necessary power to these units. A combination of 
instruments capable of maintaining an accurate estimate of 
the vehicle attitude, while it maneuvers, is called Attitude 
and Heading Reference System (AHRS). The first AHRS 
implementations were based only in gyroscopes. Gyros are 
prone to bias, which could produce large errors after long 
periods of integration. Filtering techniques are often required 
if less reliable (low-cost) gyros are used. Using filtering 
techniques, other sensors (i.e., accelerometers and 
magnetometers) can be combined with gyros in order to limit 
the attitude errors in time. With the availability of hardware 
(i.e., MEMS sensors and microcontrollers) several 
approaches for AHRS systems in the literature have been 
appearing, especially in the last decade. Nowadays, AHRS 
are typically based on gyros that are updated by gravity 
sensors (i.e., accelerometers) for pitch and roll and by 
magnetic field sensors for yaw. Nevertheless, depending on 
the application, it is common to find approaches relying in 

alternative sensors for bounding attitude errors in time, [2]-
[5].  

Several estimation techniques have been used for attitude 
determination. Schemes presented in [2] and [3] use Linear 
Filtering and Iterated least-squares methods, respectively. 
The linear Kalman filter (KF), commonly used for estimating 
the system state variables and for suppressing the 
measurement noise has been recognized as one of the most 
powerful state estimation techniques. Some methods relying 
on linear Kalman Filtering are presented in [5][6]. 

There are two basic ways for implementing the EKF: 
total state space formulation (also referred to as the direct 
formulation) and error state space formulation (also referred 
as the indirect formulation).  

EKF in indirect formulation estimates a state vector 
which represents the errors between the estimated state and 
the estimated nominal trajectory. The measurement in the 
error state space formulation is made up entirely of system 
errors and is almost independent of the kinematic model. 
Most of the approaches follow this kind of configuration 
[4][7][8]. The differences among those methods mainly 
consist of variations in the design of the error models. 

In EKF, in direct configuration the vector state is updated 
implicitly with the predicted state and the measurement 
residual (the difference between the predicted and current 
measurement). In this kind of EKF configuration, the system 
is essentially derived from the system kinematics. One of the 
characteristics of the direct configuration is its conceptual 
clarity and simplicity. In addition, it is possible to found 
other methods which rely in variations of Kalman filtering as 
the Unscented Kalman filtering [9]. Another interesting 
family of methods for attitude estimation is the nonlinear 
observers [10], but unsuitable for this research due to high 
computation load and real time purposes. 

In a previous work [11], an uncoupled approach is 
presented. In that method, an EKF in direct configuration 
derived from the kinematic model estimates the attitude of 
the device, whereas an extra KF derived from the error 
sensor model estimates the gyro bias. However, the main 
drawback for the previous architecture was not to use 
optimally the full information available in the system 
covariance matrix. These data are useful to make a finest 
estimation of the system errors. As a consequence, some 
parameters had to be artificially tuned in order to improve 
the performance of the method.  
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This paper describes a novel algorithm for implementing 
an Attitude and Heading Reference System based on an 
Extended Kalman Filter in direct configuration. In this 
approach, the filter is explicitly derived from both the 
kinematic and error models. One of the advantages of the 
proposed approach is due to the clarity and simplicity 
associated with the implementation of the EKF in direct 
configuration. Section II describes the proposed method and 
the novel system architecture. Results with real data are 
presented in Section III, and some conclusions and future 
work are presented at the end of the paper.  

II. METHOD DESCRIPTION 

A. Vector state and system specification 

The goal of the proposed method is the estimation of the 
following system state x̂: 

x̂ xnb b
gq ω ′ =                               (1) 

where qnb = [q1,q2,q3,q4] is a unit quaternion representing 
the orientation (roll, pitch and yaw) of the body (device); ωb 
= [ωx ωy ωz] is the bias-compensated velocity rotation of the 
body expressed in the body frame; xg = [xg_x xg_y xg_z] is the 
bias of gyros.  

In this work, the axes of the coordinate systems follow 
the North, East, Down (NED) convention. For simplicity, the 
orientation of the body follows Euler angles α, β and γ 
denoting respectively roll, pitch and yaw, respectively. Euler 
angles can be computed from quaternion qnb. 

In order to estimate the system state x̂, measurements 
obtained with an IMU of 9-DOF are considered. The IMU is 
formed by a 3-axis gyroscope, a 3-axis accelerometer, and a 
3-axis magnetometer. 

1) Gyroscope measurements 
The angular rate ωb of the vehicle, measured by the gyros 

(in the body frame) and indicated as yg, can be modeled by:  

                           gxb
g gy vω= + +                               (2) 

where xg is an additive error (bias) and vg is a Gaussian 
white noise with power spectral density (PSD) σg

2.  
2) Accelerometer measurements 

The acceleration of the device ab, measured by the 
accelerometers (in the body frame) as ya, can be modeled by: 

                          axb
a a

by a g v= − + +                          (3) 
where gb is the gravity vector expressed in the body 

frame, xa is an additive error (bias), and va is a Gaussian 
white noise with PSD σa

2. Bias in accelerometers triads are 
often relatively small, thus in this work it is neglected. 

Magnetometer measurements: The earth field mb 
measured (in the body frame) as ym can be modeled by: 

                             mx m
b

my m v= + +                             (4) 
where vm is a Gaussian white noise with PSD σm

2. 
Magnetometer bias xm could be fairly large but extremely 
slow time varying; therefore in this work it is not considered 
for online estimation; instead a calibration technique, as the 
presented one in [10], could be used for setting its initial 
value. 

B. Architecture of the system 

Figure 1 shows the architecture of the system which is 
defined by the typical loop of prediction-update steps in the 
EKF in direct configuration:  

System Prediction: Prediction equations propagate along 
the time the estimation of the system state, by means of the 
measurements obtained from gyroscopes. Prediction 
equations offer correct estimates at high frequency, but only 
for a short period of time. 

System Update: The unavoidable small errors in gyro 
readings produce large errors in attitude estimation after long 
periods of integration. The use of aiding sensors capable of 
measuring external references becomes essential in order to 
limit the estimation error. In this work, the gravity vector g 
and the magnetic earth field m are used as external references 
for correcting roll, pitch and yaw estimations: 

i) During the periods when the device is in a non-
accelerating mode (variable rate), information about the 
attitude of the device-vehicle (roll and pitch) is incorporated 
into the system by means of the observation of the gravity 
vector.  

ii) Information about the heading (yaw) of the device-
vehicle is incorporated into the system (at a predefined 
constant rate) by means of the observation of the earth 
magnetic field.  

System Prediction: At every step k, when gyroscope 
measurements are available, the system state x̂ is updated by 
the following (discrete) nonlinear model. 

              

( ) ( )

( )

4 4( 1) ( )

( 1) ( ) ( )

g(k 1) g(k)
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cos w I W
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nb nb
k k

b
k g k g k
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q q
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+

  
  +

 
 








=

= − −

= ∆

       (5) 

In the model represented by (5), a closed form solution of 
q̇ = 1/2(W)q is used for integrating the current bias-
compensated velocity rotation ωb over the quaternion qnb. In 
this case w = [ωb

(k+1)∆t/2]´ and: 

                         

1 2 3

1 3 2

2 3 1

3 2 1

0 -w -w -w
w 0 -w w

W
w w 0 -w
w -w w 0

 
 
 =
 
 
 

                   (6) 

Also an alternative kinematic model for modeling the 
orientation of a camera by a quaternion can be found in a 
previous authors’ work, [12]. Parameter λxg is a correlation 
time factor which models how fast the bias of gyro is 
varying. ∆t is the sampling time of the system. 

The state covariance matrix P is taken a step forward by: 

             ( 1) ( )k x k x u uP F P F F U F+
′ ′= ∇ ∇ +∇ ∇              (7) 
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The measurement noise of gyroscope vg is incorporated 
into the system by means of the process’ noise covariance 
matrix U, through parameter σg

2: 

              
2 2

3 3 3 3g xgU diag I Iσ σ× ×=                         (8) 

 
The full model used for propagating the sensor bias error 

is: biask+1=(1-λ∆t)biask + vb, where vb models the uncertainty 
in the bias drift. The uncertainty in bias for gyro vxg is 
incorporated into the system through the noise covariance 
matrix U via PSD parameter σxg

2.  
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(9)

 

The Jacobian ∇Fx is formed by the partial derivatives of 
the nonlinear prediction model, (5), with respect to the 
system state x̂. In Jacobian notation, "∂fx/∂y" is used for 
partial derivatives and it must be read as the partial 
derivative of the function f (which estimates the state 
variable x) with respect to the variable y. Jacobian ∇Fu is 
formed by the partial derivatives of the nonlinear prediction 
model, (5), with respect to the system inputs. 

A. System Updates 

The filter can be updated as follows: 

                     1ˆ ˆx x ( )k k i iW z h+= + −                          (10) 

                           1k k iP P WS W+ ′= −                             (11) 

where zi is the current measurement and hi = h(x̂) is the 
predicted measurement; W is the Kalman gain computed 
from:  

1
1k i iW P H S −
+

′= ∇                              (12) 

Si is the innovation covariance matrix: 

1 ii i ikS H P H R+
′∇=∇ +                         (13) 

∇Hi is the Jacobian formed by the partial derivatives of 
the measurement prediction model h(x̂) with respect to the 
system state x̂. Ri is the measurement noise covariance 
matrix. Equations (10) to (13) will be used for system 
updates together with the proper definitions of zi, hi, ∇Hi and 
Ri.  

1) Roll and pitch updates 

If the device is not accelerating, (i.e., ab ≈ 0), then (3) can 
be approximated as ya ≈ −gb + va (xa is neglected). In this 
situation, accelerometer measurements ya provide noisy 
observations about the gravity vector (in the body frame). 
The gravity vector g is used as an external reference for 
correcting roll and pitch estimations.  

In order to detect the time (corresponding to k instants) 
that the body is in a non-accelerating mode, the Stance 
Hypothesis Optimal Detector (SHOE) is used [13].  

The gravity vector g is predicted to be measured by the 
accelerometers as hg: 

                             

0
R 0nb

g

c

h
g

 
 =  
                                    

(14)

 
where gc is the gravity constant and Rnb is the navigation 

to body rotation matrix computed from the current 
quaternion qnb.  

 

Figure 1.  System architecture defined by an EKF in direct configuration. 
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If the device is not accelerating and a minimum period 
(corresponding to t1 seconds) have elapsed since the last roll 
and pitch update, then the filter is updated (using (10) to 
(13)) with: 

 i az y=   i gh h=     
2

3 3 aIiR σ×=    x̂i gH h∇ = ∂ ∂      (15) 
1) Yaw updates 

The model hγ used for predicting the heading (yaw) of the 
device is defined as: 

       ( )2 2
2 3 1 4 3 4atan2 2( ),1 2( )h q q q q q qγ = − − +       (16) 

where qnb=[q1,q2,q3,q4] is the current quaternion; atan2 
is a two-argument function that computes the arctangent of 
y/x given y and x, within the range [-π, π].  

As it can be observed in (16), the model does not predict 
the earth magnetic field to be measured. Instead, the model 
directly predicts the yaw angle to be measured. The idea of 
the selection of this measurement prediction model is due to 
the scalability of the system. In this sense, an alternative 
measurement device could be directly attached to the AHRS 
in order to correct the heading estimations. 

In order to use the proposed measurement prediction 
model hγ in the 3-axis magnetometer which is included in the 
9-DOF IMU, a yaw measurement zγ

n is obtained from the 
measured magnetic field ym.  

Due to the angle of inclination of the magnetic field 
vector, the measured magnetic vector is first projected to the 
north-east plane, by removing its z component: 

    n bn
mm R y=                                    (17) 

    1 [ 0]n n n
x ym m m=                            (18) 

where mn=[mx
n, my

n, mz
n] and Rbn is the body to 

navigation rotation matrix computed from the current 
quaternion qnb. The magnetic field vector mn

1 (expressed in 
the navigation frame), from which the z component has been 
removed, is projected back to the body frame by: 

    1
b nb nm R m=                                    (19) 

where mb=[mx
b, my

b, mz
b] and Rnb is the navigation to 

body rotation matrix computed from the current quaternion 
qnb. Finally, the measured yaw zγ

n is obtained by: 
    ( )atan2 ,n b b

y xz m mγ = −                         (20) 

In this work it is assumed that the angle of declination of 
the magnetic field is ignored or is previously known. 
Measurements zγ

n are assumed to be corrupted by Gaussian 
white noise vγ with PSD σγ

2. 
At constants intervals of t2 seconds the filter is updated 

(using (10) to (13)) with: 
  n

iz zγ=        ih hγ=      2
iR γσ=      x̂iH hγ∇ = ∂   (21) 

III. EXPERIMENTAL RESULTS 
In order to validate the performance of the proposed 

method, a comparative study with real data is presented. In 
this case, the output estimated by the proposed algorithm 
(Direct method) is compared with the output obtained from 
the method described in [14], which is based in an EKF in 

indirect formulation (Indirect method). For the comparative 
study, the output obtained from a commercial 3DM-
GX3®45 AHRS unit is considered as the ground truth. This 
unit can be easily mounted in any ground vehicle. 

For each test the 3DM-GX3®45 was randomly gyrate 
while it was held in a hand. At the same time, raw data 
obtained from the accelerometers, gyroscopes and 
magnetometers included in the unit, along with the attitude 
computed by the same unit, were recorded in a plain text file 
at a frequency of 100 Hz. Several data captures were carried 
out trying to cover different dynamic circumstances like 
periodic and soft turns as well as random and strong shakes. 
Each capture lasts about 3 minutes. 

A MATLAB implementation of both, the proposed 
approach (Direct method), as well as the Indirect method 
were executed in off-line mode, using the raw sensor data 
stored in the plain text files as input signals. The execution 
time was: i) Direct method = 736 microseconds/step, ii) 
Indirect method = 586 microseconds/step. It is important to 
note that for the Indirect method the size of the system state 
is 6 (actual rotational velocity is not included), instead of 9. 
So (as is typical in EKF applications) difference in execution 
time should be mostly related with the size of the system 
state.  

The outputs obtained with: i) the Direct method, ii) the 
Indirect method and iii) the 3DM-GX3®45 unit have been 
compared. In experiments the mean absolute error (MAE) 
was used for comparing the performance of both methods: 

1

1MAE
n

k k
k

f y
n =

= −∑  

where n is the number of samples, fk
 is the angle 

measured by the 3DM-GX3®45 unit at instant k, and yk is 
the angle estimated by a method at instant k. In experiments, 
for clarity purposes, Euler angles are obtained every time 
that they are needed from the current estimated quaternion 
qnb. 

For the comparative study two aspects were evaluated: 
a) The performance of the methods for estimating the 

gyro bias xg. That is, the ability of the filters to converge 
when the initial conditions differ considerably from the 
actual value, in order to minimize the error in estimations.   

b) The performance of the methods when the frequency 
of operation is reduced (or the sample time is increased).   

For the case (a), the methods were executed over the 
input signals stored in the plain text files. After that, the 
methods were run again over the same input signals, but 
artificially introducing a huge extra bias xg(a) into each gyro 
measurement yg, so that: yg = ωb

 + xg + vg + xg(a), see (2). In 
experiments xg(a) = [.05  -.05  .025] radians.  

For the case (b), the methods were first executed over all 
the samples captured. After this operation, the methods were 
executed again but in this case periodically skipping samples 
in order to emulate different frequencies of operation. In this 
case, 100Hz, 50Hz and 25Hz were considered.  

Table I shows the average MAE obtained with the Direct 
method and the Indirect method for several captures of data 
(considering all the conditions previously described). As it 
can be appreciated, the computed MAE is in general very 
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similar for both methods. In a more detailed observation, the 
Direct method performs slightly better for converging (and 
thus minimizing the error in estimation) when an initial huge 
gyro bias is present. On the other hand, the Indirect method 
shows a slightly better response at very low frequency of 
operation. 

Figure 2 shows the progression over time for the 
estimations obtained with the Direct and the Indirect 
methods, for a test with random turns and strong shakes. The 
plots correspond to the response of both methods when an 
extra gyro bias and a frequency of operation of 100Hz are 
considered. In Figure 2, at the beginning of the test (before 
second 30th) it can be clearly appreciated the adverse effect 
in the estimated roll, pitch and yaw due to the integration of 
the contaminated gyro measurements (observe the absolute 
error corresponding to this period). However, the estimated 
gyro bias rapidly converges to its actual value due to the 
system updates carried out in the filters. When the gyro bias 
is estimated then the absolute error is minimized. For this 
test, also it can be appreciated that the convergence of the 
Direct method is faster than the Indirect Method, thus 
accelerating the minimization of errors estimation. 

 
TABLE I 

MEAN ABSOLUTE ERROR (DEGREES) 

No extra bias 100Hz 50 Hz 25 Hz 

Roll  (Direct) 0.65 0.84 2.62 
Roll (Indirect) 0.66 0.83 2.50 
Pitch (Direct) 0.36 0.58 1.80 
Pitch (Direct) 0.35 0.56 1.74 
Yaw (Direct) 0.68 0.96 2.42 

Yaw (Indirect) 0.81 1.02 2.10 

Extra Bias 100Hz 50 Hz 25 Hz 
Roll  (Direct ) 1.12 1.28 3.01 
Roll (Indirect) 1.39 1.54 2.92 
Pitch (Direct) 0.87 1.07 2.30 
Pitch (Direct) 0.98 1.19 2.33 
Yaw (Direct) 2.52 3.52 5.76 

Yaw (Indirect) 3.10 3.33 5.21 

IV. CONCLUSION AND FUTURE WORK 
This work presents a practical method for implementing 

an attitude and heading reference system that can applied to 
autonomous vehicles for an automatic navigation. The 
architecture of the system is based on an Extended Kalman 
filtering approach in direct configuration. Experiments with 
real data show that the proposed method is able to maintain 
an accurate and drift-free attitude and heading estimation. 
Moreover, it is capable of estimating the parameters of 
sensors error (i.e., gyro bias) in a robust manner, thereby 
improving the system estimations even when the quality of 
the measurements obtained from gyros is very poor.  
Therefore, the accuracy of the estimates is almost only 
limited by the pre-calibration of accelerometers and 
magnetometers. Based on the experimental results, it is 

considered that the method is enough robust for its use along 
with low-cost sensors. The modularity of the proposed 
architecture permits the scalability of the system. In such a 
case, an alternative measurement device could be easily 
attached to the system (replacing the magnetometers) in 
order to correct the heading estimations. 

The EKF in general is not an optimal estimator (owned to 
its linearization nature). In addition, if the process is modeled 
incorrectly, the filter may quickly diverge. Also, it has been 
seen that the EKF tends to underestimate the true covariance 
matrix and therefore the filter could become inconsistent. 
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Figure 2. Estimation results for a test with random turns and strong shakes with a duration about 170 seconds. 
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Abstract—Urinary tract infection (UTI) is the most common
nosocomial infection in many hospitals, accounting for 30% to
40% of all nosocomial infections. About 90% of them are
related to long-term indwelling catheters, such as long-term
care patients, diabetics, pregnant women, patients with
Parkinson's disease, cortical stroke, brain tumors. Bacterial
invasion of the human urinary system caused by inflammation
of the bladder causes the bladder cells to induce cytokine
secretion, including IL-1α、β、TNF-α, IL-6, IL-8 and IL-
10, resulting in leukocyte aggregation, bleeding, and edema.
This condition can lead to chronic nephritis, and severe cases
can develop sepsis and even death. In this study, we developed
a portable intelligent irrigation device based on activated
carbon to assist the long-term use of urinary catheters in
patients. Its principle works mainly through the activated
carbon itself. The developed device has a large specific surface
area and adsorption properties and can inhibit bacterial
growth, while the adsorption of bacteria produced by internal
and external toxins can slow down the pathogenicity of
bacteria in organisms.

Keywords-bladder irrigation; urinary tract infection; activated
carbon.

I. INTRODUCTION

Bladder irrigation is a procedure in which sterile fluid is
used to prevent clot retention/ infection by continuously
irrigating the bladder via a catheter. Irrigation fluid
management requires timely application of the right amount
of detergent solutions. Competition for solutions, limited
liquid resources and concerns for patients are making good
irrigation management a challenge. In the world, Urinary
Tract Infection (UTI) is the most common nosocomial
infection in many hospitals [1][2]. Therefore, irrigation is a
priority. However, poorly designed and planned irrigation
management procedures and practices undermine the efforts
to improve patients health and exposes people and the
environment to risks. Many hospitals could benefit from
having a proper irrigation schedule in place.

Just the right amount of irrigation needs to be determined.
Too little irrigation can cause UTI; on the other hand,
irrigation that is done too frequently can cause damage of the
mucous membrane. There are many types of irrigation
systems available on the market. The most common type is
Continuous Bladder Irrigation (CBI) and it is a
supplementary approach for irrigation management after
surgery in order to prevent clot retention, cystospasm, and
hemorrhage postoperatively. Although CBI is widely used to

prevent clot retention and infection, it is not easy for nurses
to transport the CBI device and bring it to each patient.
Nurses are responsible for ensuring a continuous flow of
prescribed solution during the whole procedure. Thus, it is
imperative to assess the blocked catheter by checking the
color of the drainage bag and controlling the flow rate.
Currently, the flow rate of irrigation fluid is controlled
manually by a nurse according to the color of drainage fluid.
In this study, digital controllers using microcontrollers and
analog controllers will be developed. These controllers are
based on the measurement of the bladder tension. There are
many types of sensors on the market that can be used to
measure the tension, such as [3]. Some of these sensors are
based on the resistance principle and some are based on the
capacitance principle. Complementary Metal Oxide
Semiconductor (CMOS) technology [3] is one of such
technologies, which benefited from the communication and
computing technologies. It should be pointed out that
medical devices may themselves not require the sub-micron
scaling of the CMOS technologies, but such developments,
which generally serve in the first place for research purposes,
can easily be translated into a medical device application.
Further, claims of the field are shaped by biological media as
novel resources. In this study, the integration of CMOS
devices with various emerging sensing elements, utilizing
techniques, such as surface activation by chemical means is
quite promising in the field of research involving the
development of CMOS-based sensors for bladder irrigation
devices. The rest of the paper is structured as follows. In
Section II, we present the materials and fabrication method.
In Section III, we show the results and discussion. Finally,
we conclude in Section IV.

II. MATERIALS AND FABRICATION METHODS

Bladder irrigation is one of the most effective measures
to prevent urinary tract infection in patients with long-term
indwelling catheter [4]. The operation of traditional artificial
bladder irrigation is complicated and needs constant
monitoring. Based on traditional artificial bladder irrigation
technology, a kind of intelligent bladder irrigator and its
control system are designed. The control system includes
Programmable Logic Controller (PLC) and touch screen. By
using a weighing sensor to monitor the weight of the
infusion bag in real time, the irrigator control pinch valve
can switch the infusion tube automatically. Bladder irrigation
can be carried out automatically by using this intelligent
bladder irrigator.
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In order to assure a clean environment and to minimize
the possible influence of environmental conditions in the
experiments, a measurement cell was designed and
fabricated. The use of this microfluidic chamber minimizes
both the sample volume and the amount of reagents needed
for detection, reducing thus the cost of the assay.

III. RESULTS AND DISCUSSION

The portable intelligent bladder irrigation device is the
main part of the electronic system and its duty is to apply an
electrical voltage and convert the electrochemical signal
between the electrodes into an analog input. Figure 1 shows
the device contains an analog digital converter ADS1256
from Texas Instruments (ADC), which turns the signal and
sends it to the microcontroller composed of a FreeScale
MC56F8037 commercial card (DSP, Digital Signal
Processor). Finally, the data is sent to the control software
by means of a USB connection.

Figure 1. The electronic system

In order to integrate the intelligent bladder irrigation
device with electrical connection pads, we have realized an
integration scheme, in which the microchip is squeezed
between a custom PolyMethylMethAcrylate (PMMA) fluidic
adapter and a Printed Circuit Board (PCB), as shown in
Figure 2. The electrical connections were realized between
the electrical pads of the fabricated chip and the PCB, in
which the conductive layers are oriented vertically in the
thickness direction, making contact from top to bottom.
These connectors prevent the use of fragile bond wires that
may compromise fluidic integration, as well as the larger
footprints that are required when using spring loaded
connectors. Moreover, using the given integration scheme,
the device replacement can easily be done within a minute.

For men or women, a bladder irrigation device measures
the Escherichia Coli in the bladder, urethra, and abdomen. A
catheter in the bladder fills the bladder with fluid and
measures Escherichia Coli in urine. Another catheter, placed
in the vagina for women or the rectum for men, reflects the

Escherichia Coli in the abdomen. A bladder irrigation device
can reveal detrusor over activity, stress incontinence from
sphincter weakness, or weak pelvic floor muscles. Figure 3
shows the number of E.Coli could be reduced by the bladder
irrigation device.

Key protection cover

Protective shell(front)

Tactile Switches

Printed circuit board

Suction Pump

Fixed frame

Protective shell (back)

battery

Figure 2. The bladder irrigation device

Sample reading

time

Figure 3. The bladder irrigation device measures the Escherichia coli in the
bladder

IV. CONCLUSION

In this work, we have demonstrated an intelligent
bladder irrigation device and a CMOS sensor to detect E.
Coli in an artificial urinary bladder. It was capable of
performing detection in an automated fashion while
consuming fewer volumes of reagents using activated
carbon.
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Abstract—Breath analysis techniques offer a potential revolution
in health care diagnostics because of their un-obtrusiveness and
their inherent safety. However, while standard instrumentation
such as mass spectrometers use laboratory settings to provide a
correlation between exhaled substances and physical conditions,
to fully realize the potential of breath analysis as a self-monitoring
tool, its application must take place also in the clinics and at
home and not only in a laboratory. This basic requirement has
stimulated the necessity to develop cheap, portable, real time,
easy-to-use devices for reliable breath tests and analysis. In this
paper, we present the design of a portable breath analyzer, able
to sense a set of breath volatile organic compounds (VOCs), to
perform a processing of the data collected and to generate an
output easily interpreted both by physicians and patients.

Keywords–Breath analysis; Gas sensors; Self-monitoring;
Home-care; Portable device; Signal processing.

I. INTRODUCTION

Breath analysis may play a key role in health care diag-
nostics [1]. This is because each breath contains fundamental
information about the health status of an individual: breath
molecules are the product of the composition of inspiratory
air and the volatile substances in blood. In addition, also cells
in the mouth, in the upper airways, in the gastrointestinal tract
contribute volatile molecules to the exhaled breath. Conse-
quently, the challenge is to extract from the breath meaningful
data which can be correlated to subject’s health.

On one hand, despite its great potential, breath analy-
sis has not yet been employed in the ordinary diagnostic
clinical trials. First of all, the main bottleneck is the lack
of standardized protocol to collect breath sampling and to
avoid all the confounding factors (such as inspired ambient air
[2], breath flow rate, heart rate [3]). Moreover, the standard
instrumentation (gas chromatography-mass spectrometry, for
instance) is very expensive, time consuming and its use often
requires highly qualified personnel. On the other hand, the
main advantage of breath analysis is its un-obtrusiveness and
safety. As a consequence, it may be a very suitable diagnostic
tool, especially for those people who have to control a set of
parameters daily.

These requirements have solicited the necessity to develop
cheap, portable, real time, easy-to-use devices for breath anal-
ysis, in order to promote not only its purchase, but also its use
in every type of setting (in home environment, for instance).
In human breath, more than 200 volatile molecules have
been identified and assessed. Some of such molecules were
correlated to various diseases such as diabetes, oxidative stress,
lung cancer, gastrointestinal diseases, etc. [4][5][6][7]. Due
to such complex pattern of breath compounds, a design of a
portable device for breath analysis should be based on selected
chemical sensors able to sense specific VOCs. Generally, a
long-term vision for breath analysis performed with a portable
device should follow some basic requirements:

• the breath analysis device should be compact, easy
to use, and able to follow, in real time, the breath
molecules trend;

• the device should be able to transmit breath analysis
results also to a remote personal computer (the family
doctor’s one, for instance);

• since it should be based on array of gas sensors, cross-
correlation between sensors should be carefully taken
in account to improve the sensitivity and the reliability
of the overall device.

Recently, e-noses have gone in this direction. Formerly de-
signed for broader applications (environmental gases monitor-
ing, for instance), in recent years the idea of exploiting e-noses
also for clinical applications has gained increased interest [8].
E-noses allow for performing breath analysis in a very short
time, being quicker than a gas chromatograph. Since they are
able to perform breath tests in real time, in many studies they
have been employed to monitor volatile biomarkers related
to cancer [9], for instance, in infectiology [10], and also
to evaluate VOCs related to asthma [11]. Nevertheless, the
majority of such e-noses exploit very expensive technology
[12][13] or require complex circuitry [14][15].

In this paper, we describe how self-monitoring of some-
one’s own well-being state could be done by means of a low
cost device (called Wize Sniffer, WS) whose basic features
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have been described in [16][17]. In particular, the WS was
designed to detect a set of breath molecules related to cardio-
metabolic risk. Neverthless, its modular configuration allows
for detecting a broader set of molecules, simply changing the
gas sensors placed in gas samplig box. The WS is entirely
based on low-cost technology: the semiconductor-based gas
sensors are commercial, and breath signals are analyzed by a
widely employed open source controller: Arduino Mega2560.
In addition, it is programmed to also send breath analysis
results also to a remote care center.

In the paper, Section II summarizes the detected VOCs;
in Section III, the hardware/software architecture is described;
Section IV reports the WS functionality tests and the different
data analysis approaches. We conclude the paper in Section V.

II. CARDIO-METABOLIC RISK PREVENTION

The WS was conceived in the framework of SEMEOTI-
CONS (SEMEiotic Oriented Technology for Individuals Car-
diOmetabolic risk self-assessmeNt and Self-monitoring, grant
N. 611516) European Project [18], which aimed to develop
a multi-sensory platform able to assess individuals well-being
state by detecting in the human face all those signs related
to cardio-metabolic risk [19]. Such multisensory, interactive
platform included a sensorized Mirror (the Wize Mirror) and
the WS. In particular, the WS was designed to help the user
monitor his/her noxious habits for cardio-metabolic risk, by
detecting the following VOCs:

• Carbon monoxide (CO). More than 5000 compounds
in cigarette smoke are dangerous. CO, in particular,
decreases the amount of oxygen that is carried in
the red blood cells. It also increases the amount of
cholesterol that is deposited into the arteries;

• Ethanol (C2H6O). Moderate ethanol consumption, in
healthy subjects, reduces stress and increases feelings
of happiness and well-being, and may reduce the
risk of coronary heart disease. Heavy consumption
of alcohol, instead, causes addiction and leads to an
accumulation of free radicals into the cells, causing
oxidative stress.

In addition, the device can also provide useful information
about metabolism, user’s carbohydrates adsorption and vascu-
lar status by detecting these other molecules:

• Oxygen and carbon dioxide (O2 and CO2): the
amount of O2, which is retained in the body, and the
one of CO2, which is produced as a by-product, can
be considered as a measure of the metabolism;

• Hydrogen (H2): it is related to the carbohydrates
breakdown in the intestine and in the oral cavity by
anaerobic bacteria;

• Hydrogen sulfide (H2S): it is a vascular relax agent;
for instance, it has a therapeutic effect in hypertension.

III. HARDWARE AND SOFTWARE ARCHITECTURE

A. Wize Sniffer’s sensor platform
The core of a portable device designed to detect volatile

molecules (wheather they derive from ambient air, for exam-
ple, or human exhaled breath) is the gas sensors array. For
this purpose, different technologies and sensors’ transduction
principles are exploited to assess the type and the concentration

of the gases under investigation [8]. Regarding the WS, our aim
was to find a trade off between good sensitivity, low cost and
small dimension. As we mentioned in the previous section, the
WS was developed to detect a set of molecules related to those
noxious habits for cardio-metabolic risk; nevertheless, our aim
was to design a modular sensor platform in order to detect
a broader set of molecules, by simply changing the sensors
according to the VOCs to be identified. As a consequence,
the sensors’ ease of integration in the circuitry was another
requirement we needed.

On one hand, optical gas sensors, as well as quartz crystal
microbalance (QCM)-based gas sensors and surface acoustic
wave (SAW)-based gas sensors are very sensitive; on the other
hand, they are expensive (especially in the case of optical gas
sensors) and need complex circuitry (in the case of QCM and
SAW gas sensors). Also, carbon nano-fiber (CNF) based gas
sensors are very expensive, especially for their manufacturing.
We chose metal oxide semiconductor (MOS)- based gas sen-
sors: they are low cost and easy to integrate in the circuitry;
they have very small dimension, long life and rapid recovery.
In Table I, all the employed MOS-based gas sensors are listed.

TABLE I. SENSORS INTEGRATED IN THE WS SENSOR PLATFORM

Detected molecule Sensor Best detection range
Carbon monoxide MQ7 20-200 ppm

TGS2620 50-5000 ppm
Ethanol TGS2602 1-10 ppm

TGS2620 50-5000 ppm
Carbon dioxide TGS4161 0-40000 ppm
Oxygen MOX20 0-16%
Hydrogen sulfide TGS2602 1-10 ppm
Hydrogen TGS821 10-5000 ppm

TGS2602 1-10 ppm
TGS2620 50-5000 ppm
MQ7 20-200 ppm

Unfortunately, humidity and cross-sensitivity strongly af-
fect the behavior of MOS-based gas sensors [20]. In our case,
humidity is a strong influencing parameter, as we deal with
human breath. For this reason, we i)integrated a temperature
and humidity sensor into the gas sampling box (Sensirion
SHT11); ii)put a heat and moisture exchanger (HME) filter
at the mouthpiece to reduce the contribution due to the water
vapor from 90%RH to 65-70%RH; iii)investigated the behavior
of Wize Sniffer’s sensors both in response to a humidity
variation and under precise measurement conditions: 30C+/-
7% and 70%RH+/-5%, that are the ones that occur in the
gases store chamber when a breath analysis is performed,
as shown in Figure 1. Calculating the sensors’ humidity
drift is useful to potentially compensate it during the data
processing. Figure 2 shows how the humidity strongly affects
sensors’ output (in this case, the one of MQ7 gas sensor). The
relationship between humidity and sensors’ output generally
can be modeled by means of a power law:

Vout = f(hum) = a ∗ (humb) + c (1)

where a and c are constant. In addition, we considered the
entire range of humidity variation (for instance, 50%-55%
Relative Humidity (RH) in the case of MQ7, as shown in
Figure 2) and then, we calculated the slope of the curves.
Based on the slope, drift coefficients were assessed (see Table
II) as the decrease in sensors’ output (Volt) per unit decrease
in humidity, as given in (eq. 2):

Sd = ∆V/∆hum (2)
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Figure 1. Temperature and relative humidity in the gas sampling box when a
breath analysis is performed.

Figure 2. MQ7 output when a rise in humidity occurs.

TABLE II. SENSORS’ DRIFT DUE TO HUMIDITY

Sensor ∆V/∆hum (mV)
MQ7 296
TGS2620 60
TGS2602 82
TGS821 120
TGS2444 84

By keeping the humidity constant, sensors’ output will
depend on the gas concentration only. For this purpose, we
investigated the sensors’ output in response to a well-known
gases concentration. The sensors were put into a vial. The
humidity into the vial was kept at 70%RH+/-5% by means
of a saturated solution of NaCl placed on the bottom; then,
we injected well-known gases concentration and registered
sensors’ output. The raw sensors’output were read by an
Arduino Mega2560 connected via serial port to a personal
computer. The experimental data were displayed in real time on
the computer screen and stored as text files for later processing.
For example, in Figure 3, we can see TGS2620 output when
well-known concentration of carbon monoxide, ethanol and
hydrogen were separately injected into the vial. Also in this
case, the relationship between sensors’ output and gases con-

centration can be modeled by means of an equation similar to
eq.1. Nevertheless, when a breath analysis is performed, a mix-

Figure 3. TGS2620 output when a well-known concentration of carbon
monoxide, hydrogen and ethanol were injected into the vial.

ture of gases spreads into the gas sampling box and chemically
interacts with the sensors. In this case, the phenomenon known
as cross sensitivity makes these sensors non selective. Such
behavior affects the method for data analysis, as described in
Section IV.

Finally, the final set-up of the device is shown in Figure
4 and Figure 5. In the first one, the internal configuration of
the device is reported: the gas sampling box, on the right,
has a capacity of 600 ml according to the tidal volume [21].
The MOS-based gas sensors are placed within such box.
Sensors’ output is read and pre-processed by a widely used
open source controller: an Arduino Mega2560. In Figure 5,
the two configurations of the WS are shown: the WS can work
both as a Wize Mirror tool and as a stand-alone device. In both
cases, the user blows into a disposable mouthpiece, where a
HME filter is placed. A flowmeter monitors the exhaled breath
volume. Breath gases reach the gas sampling box by means of
a corrugated tube. A fan is switched on between two breath
tests to purge the gas sampling box with ambient air and to
recovery sensors’ steady state.

B. WS Software
Given its unobtrusiveness and its safety, breath analysis

may be used as a daily monitoring analysis tool. To fully
exploit its potential, its application must take place not only
in laboratory settings, but also in the clinics.

In addition, our aim was to develop a device which could
be used also in home environment and which could be able to
send breath analysis results to a remote personal computer (for
instance, to the one of the own family doctor) thus promoting
independent living in community-based, home, and long-term
care settings [22]. Arduino samples sensors’ signals every
250 ms, saves raw vector data and extracts the maximum
value of raw breath curve. Several parameters and features
can be derived from breath curves [23] to fully characterize
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Figure 4. Final set-up of the Wize Sniffer. Internal configuration.

Figure 5. Final configuration of the Wize Sniffer. On the left, the WS is used
a Wize Mirror tool. On the right, it is used in a stand-alone configuration.

them. We chose to calculate the value at curve plateau as it
better describes the chemical balance between sensors’sensing
element and target gases. Such data are then processed and
analyzed, as described in Section IV.

In order to send breath analysis results also to a remote
personal computer, we implemented a client-server architec-
ture. It means that, after performing a test and processing the
results, the device, by means of an internet connection and a
TCP/IP communication protocol, can send the results to the
physician, for instance. Arduino is programmed to execute a
daemon on port 23. By implementing a Telnet server, it waits
for a command line from the remote personal computer and
then can provide the data. A measure is valid if the user’s
exhaled volume equals at least the one of gas sampling box.

IV. FUNCTIONALITY TESTS

The aim was to assess if the WS was able to monitor and
evaluate the individuals’ noxious habits for cardio-metabolic
risk (smoke and alcohol intake in particular).

As described in [24], the WS underwent a clinical val-
idation in three research centers: CNR in Pisa and Milan,
CRNH (Centre de Recherche en Nutrition Humaine) in Lyon.
The validation campaign involved 77 volunteers, with different
habits and lifestyle. The subjects had to answer Audit test
and Fagerstrom test, which respectively assessed the alcohol
and smoke dependence, and other questionnaires about their
lifestyle.

Taking into account the methodological issues about breath
sampling [25], we outlined a measuring protocol, which con-
sidered mixed expiratory air sampling, since our interest was
focused on both endogenous and exogenous biomarkers. The
subjects took a deep breath in, held the breath for 10s, and
then exhaled once into the corrugated tube trying to keep the
expiratory flow constant and to completely empty their lungs.
The study was approved by the Ethical Committee of the
Azienda Ospedaliera Universitaria Pisana, protocol n.213/2014
approved on September 25th, 2014; all patients provided a
signed informed consent before enrollment.

As mentioned before, MOS-based gas sensors are strongly
affected by cross-sensitivity. It means that such type of sensors
is not selective for one substance only, but they are sensitive for
a set of VOCs. Such characteristic makes the quantitative anal-
ysis of the detected VOCs very difficult. As a consequence, we
exploited another approach for data analysis, more classical,
based on multivariate methods of pattern recognition. Pattern
recognition exploits sensors’ cross-correlation and helps to
extract qualitative information contained in sensors’ outputs
ensemble. Then, first Principal Component Analysis (PCA)
was performed, in order to provide a representation of the data
in a space of dimensions lower than the original sensors’ space.
After assessing, by the PCA, the presence of clusters (see
Figure 6), the data were processed with a K-nearest neighbor
(KNN) classification algorithm, previously trained with the
data coming from another acquisition campaign. The aim was
to classify the subjects according to their habits: Healthy
(that means, no cardio-metabolic risk), Light Smoker, Heavy
Smoker, Social Drinker, Heavy Drinker, LsSd (Light smok-
ers, Social drinker), LsHd (Light smokers, Heavy drinkers),
HsSd (Heavy smokers, Social drinker), HsHd (Heavy smokers,
Heavy drinker). The Audit and Fagerstrom questionnaires were
our ground truth. The KNN classifier was able to correctly
classify in 89,61% of cases. Errors were due to TGS2602 and
TGS2620 cross-sensitivity for hydrogen. In fact, for instance,
three no-risk subjects were classified as social drinker probably
because of high hydrogen contribution, which caused a rise in
these sensors voltage output.
Then, the population under study was increased, up to 169

subjects. Figure 7 provides a summary of subjects’ habits and
lifestyle in general. In particular, the subjects were divided into
”low risk population”, ”medium risk population”, ”high risk
population” basing on the sum of scores relative to Audit (AS),
Fagerstom (FS) and lifestyle questionnaires, which were our
ground truth also in this case. Also, the measuring protocol for
breath sampling was the same, as well as data pre-processing:
the parameter extracted from raw breath curve by Arduino
was the value at the curve plateau, again. Given the significant

99Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-581-4

SENSORDEVICES 2017 : The Eighth International Conference on Sensor Device Technologies and Applications

                         110 / 146



Figure 6. First three principal components.

Figure 7. Population under study.

number of subjects, in this case we tried to implement a
method of data analysis which was able to predict subjects’
risk score (RS, it means, sum of Audit, Fagerstom and lifestyle
questionnaires scores), based on the breath data.
Sensors’ raw data first were zero-centered and normalized, thus
putting in evidence the qualitative aspects of the data. Then,
also in this case, the principal components were extracted and
the PC scores were plotted against the subjects’ RS (Figure
8). As can be deduced from the colours (green points derive
from no-risk subjects, the blue ones from low-risk subjects, the
yellow ones from medium risk subjects, the red ones from high
risk subjects, the magenta ones from very high risk subjects),
subjects’ RS are arranged in ascending order.

Except for PC3, from a visual, exploratory analysis, we
saw that the PC scores did not have a sharp increasing or
decreasing linear trend with respect to RS, thus not having
enough information to contribute to any prediction model.
Such result matches the one reported in [26]. Being inspired by
this study, we also implemented an Independent Component
Analysis (ICA) on our data.

ICA is a high-order transformation method for data rep-
resentation which extracts independent components from the

Figure 8. PC scores against subjects’ risk scores.

data set. If, on one hand, PCA exploits the real sensors’ cross-
correlation, ICA originates from the assumption that the data
has a non-Gaussian distribution, which often is a property of
the gas sensors’ array measurement data [27]. In our case,
breath signals and the environmental ones (noise) get mixed
with each other before the chemical interaction with the sensor
array. As a consequence, each sensor’s output is the result of
a combination of different gaseous contributions.

We applied FastICA algorithm to our data set, and plotted
individual independent components (IC) against subjects’ RS.
As shown in Figure 9, in this case, sharper linear trends
emerge. Then, the data set was split into two data-sets (train

Figure 9. PC scores against subjects’ risk scores arranged in ascending order.

data set and validation data set) to build the prediction model,
which was developed by means of the Matlab LinearModel
Tool. Indeed, by using the independent components, a linear
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regression model was built to establish a relationship between
the risk score and the breath data pre-processed by ICA. Then,
such model was validated by using the validation data set.
In Figure 10, we can see that the correlation coefficient (r)
between actual and estimated risk scores is 0.8976.

Figure 10. Actual risk scores against predicted ones.

V. CONCLUSION

In this paper, we describe how breath analysis could be
exploited for daily self-monitoring by using a portable, low
cost, very easy to use device that we developed and called
Wize Sniffer. In the presented use case, the WS could help the
user to monitor his/her habits and prevent the cardio-metabolic
risk. Nevertheless, the WS modular configuration allows for
changing the gas sensors according to the molecules (and then,
to the related diseases) to be monitored. The core of such type
of devices is the gas sensor array. We chose to use MOS-
based gas sensors, because of their low cost, their ease to be
integrated in the circuitry, their long life and rapid recovery
time. Nonetheless, they are affected by humidity, which is, in
our case, a parameter to be taken into account, as human breath
is composed of 90% water vapor. As reported in Section 4, we
faced this issue first by integrating a HME filter and then by
calculating sensors’ drift due to humidity in order to possibly
compensate it. Another peculiarity of MOS-based sensors is
the cross-sensitivity, which makes difficult any quantitative
analysis approach. In this case, we faced this problem by using
multivariate methods of analysis. In addition, our data analysis
directly provides the user with him/her cardio-metabolic risk
score. The safety and the unobtrusiveness of the device allow
for a daily monitoring which, even if without a real diagnostic
meaning yet, could represent a pre-screening, useful for an
optimal selection of more standard medical analysis.
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Abstract—This research estimates emotions of university students
from their pulse waves. Negative emotion of university students
causes school dropout, which is becoming a serious problem in
Japan. It is indispensable for school staffs and counselors to know
when and where students have negative emotion in the campus.
Since pulse wave movement along with emotion changes varies
with personality types, we build a model dependent on personality
type, to estimate student emotion from characteristics of pulse
wave movement. Experimental results show that the model for
each personality type improves the accuracy of emotion estima-
tion for new students. Positive or negative emotion estimated
from pulse wave signals contributes to enhancement of campus
environment by school counselors.

Keywords–emotion; school dropout; pulse wave; personality

I. INTRODUCTION

University dropout is a serious social problem in Japan.
According to a survey conducted by the Ministry of Education,
Culture, Sports, Science and Technology, there are the rates
of student dropout were 0.42% for elementary school, 2.83%
for junior high school, 1.49% for high school and 2.9% for
university [1] [2].

According to Kearney & Silverman, youths are considered
to drop out of school for one or more of the following reasons
(functional conditions):

• To avoid school-based stimuli that provoke a general
sense of negative affectivity (anxiety and depression)

• To escape aversive school-based social and/or evalua-
tive situations

• To pursue attention from significant others
• To pursue tangible reinforcers outside of school

The first two functional conditions refer to school dropout be-
havior maintained by negative reinforcement, or the reduction
of unpleasant physical arousal or emotional states triggered
by school-based stimuli [3]. This research focuses on these
functional conditions. Students who drop out of school are
assumed to not be able to deal well with negative emotions
and situations causing them.

M.E.Pritchard and G.S.Wilson reported the combined in-
fluence of emotional health had a significant effect on intent
to drop out [4]. Therefore, the university should aware of the
emotional health condition of the students so that students can
maintain a positive mood.

This research estimates when and where universities stu-
dents have negative emotions leading them to school dropout.

The estimation of the time and places causing negative emotion
enables university staff to know what kind of events in campus
activities bring them negative emotion. They can provide the
students with mental care, such as emotional support and
introduction of counseling agency, which prevents the students
from dropping out.

Emotions are estimated through periodical inspection with
questionnaires, behavior observation, and measurement of
physiological responses. Since frequent questionnaires are a
burden to students, they are not suitable to finely grasp
emotions changing over time. Settlement of equipment, such as
cameras is necessary to observe behaviors. However, it records
the behavior of many students, which violates their privacy.
On the other hand, physiological responses can be obtained
through measurement of biological data using a wearable
device. Biological data correlated with emotion enables us to
estimate emotions online. The combination with positioning
tools, such as GPS and WIFI identifies the place where
negative emotions occur.

A classifier based on machine learning is a promising
means for the estimation of emotion from measured biological
data. However, the transition pattern of biological data for the
occurrence of specific emotion varies with individuals [5]. If
we want to estimate emotions from physiological responses,
it is necessary to train a classifier with the biological data
brought by emotions of each student in advance for a certain
period of time [6]. In a classifier trained with biological data
of any student, the estimation accuracy would be significantly
low, while training of a classifier with biological data of each
student is a big burden for the student. We need to overcome
the problem to estimate emotion from a physiological response
of students.

To solve this problem, this research trains a classifier with
biological data collected from students of identical personality,
because transition patterns of physiological response depend
on personality types [7] [8]. Students of various kinds of
personalities have diversity in patterns of the physiological
response to the occurrence of a specific emotion. If we train a
classifier using such physiological response, we cannot expect
the classifier to extract the common patterns of physiological
response. In this research, the emotion is estimated using
classifiers trained with the physiological response of students
similar in their personality type. Since a classifier is prepared
for each personality type, the emotion of a new student can be
estimated only with the student answering a quick personality
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test.
In this research, experimental results show classifiers for

each personality type improved the accuracy of emotion es-
timation for new users. For each personality type, there was
a difference in estimation accuracy, the pattern of the phys-
iological response, and important variables. Among elements
composing personality, the extroversion and the neuroticism
seem to play a vital effect on the estimation accuracy. Peo-
ple strongly extroverted are likely to have positive emotion,
while those who have high neuroticism are likely to be
sensitive to stimulation. It is inferred that there was a differ-
ence in biological data and variables of importance because
neuroticism certainly affects heart rate and Low-Frequency
(LF) component/High-Frequency (HF) component of heart
rate variablity, while extroversion, openness, and agreeableness
certainly affect the natural log of LF.

A classifier for each personality type would tell the time
and place for which university students have negative emotion
in an on-line manner. For students who have negative emotions,
such as anger and sorrow, it would be possible to provide
support, such as keeping an eye on them, giving them a phone
call, and introducing them to a counseling agency.

The rest of the paper is structured as follows. In Section
2, we show existing research about determinate emotions. In
Section 3, we show the use case and method of my study.
In Section 4, we show the experimental result. In section 5,
we discuss from experimental result. Finally, we conclude in
Section 6.

II. EXISTING RESEARCH

Section II describes the advantages and disadvantages of
existing methods to determin emotions. A scale is necessary
to determine emotions. The scale includes psychological scales
to examine subjective emotional experiences, behavior scales
based on external reactions, and biological scales based on
internal responses.

The psychological scale includes the introspective method,
the Likert scale, the rating scale method, the open-ended
question method, the questionnaire method, and so on. Since
these scale methods require students to answer big question-
naires, they have difficulties to obtain data of many university
students.

The behavior scale needs permanent acquisition of vari-
ous nonverbal behaviors, such as facial expression, posture,
attitude, gesture, and voice. Although behavior data can be
obtained through a lot of measuring equipment in many places,
it causes privacy violation.

The biological scale uses both of autonomous reaction
by activities of the autonomic nervous system and voluntary
reactions by activities of the central nervous system. The
former includes blood pressure, heart rate, skin electrical
reflection, skin temperature, and blood flow rate, while the
latter includes brain waves, electromyograms, and respiration.
The wearable device for determination equipment enables to
obtain those biological data all the time. Emotions can be
estimated in an online manner from them.

However, physiological responses when each emotion oc-
curs often do not match. The reason is that the physiological
response patterns are different among individuals [5]. Leon
has optimized classifiers with training using biological data for
each person to eliminate individual differences in physiological

Figure 1. Estimating emotions considering personality

response [6]. Since personalized classification method requires
time for the training using individual biological data, new users
cannot use it immediately.

In order to obtain a practical solution to know the timing
when each university student has a negative emotion, we need
a method many users can use easily on the spot. These existing
methods are not suitable for easy classification of student
emotions.

III. EMOTION ESTIMATION WITH PERSONALITY

A. Use Case
This sections describes the method to estimate emotions

in this research. Emotions are estimated from biological data
considering personality. Students take a personality test to
select a classifier according to their test result. The method
estimates emotions from heart rate and its variability using
a wearable pulse wave meter. Various wearable devices have
been developed and operated in the field of health care and
sports in recent years [9]. For students wearing a pulse wave
meter, an application on a smartphone estimates negative
emotions. Once it finds a student who often suffers from
negative emotion, it notifies faculty and counselors of the
information, to provide the mental care for the student. Figure
1 shows an operational diagram of the method.
B. Estimating Personality

In this section, a personality and the method to estimate
personality are described. There are typology theory and
property theory in the ways of grasping a personality. The
typology theory applies a personality to a stereotype set based
on psychological or biological characteristics. The typology
theory is intuitively easy to understand, but the intermediate
type is likely to be ignored in the theory. It is also difficult
for one type to move to another. On the contrary, in the
characteristic theory, the personality is composed of several
characteristics. It expresses personality with multi-dimensions
for quantitative comparison. The characteristic theory has
the disadvantage that it is difficult to grasp the identity of
personality. However, we can analyze personality statistically.
It is also possible to grasp the personality in a typological way,
if we classify subjects from a certain viewpoint.

The characteristic theory is used in this research. The Big
Five test expressing personality with five factors is considered
to be the most influential test in the characteristic theory.
The five factors are neuroticism, extraversion, openness, agree-
ableness, and conscientiousness [10]. Neuroticism responds
sensitively to external stimuli and shows emotional instability
trend. Extroversion indicates a tendency to actively appeal to
the outside world. People with high extroversion tend to have
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positive emotions. It means openness to experience. It shows
a rich tendency for thought and images. Agreeableness shows
a tendency to synchronize with other people in relationship
with people. Conscientiousness shows a tendency to overcome
things with clear purpose and intention.Conscientiousness is a
dimension related to control of impulses.

Emotion is presumed to be affected by neuroticism related
to anxiety causing emotional instability. It is also likely to be
affected by extraversion leading to positive emotions.

C. Classifiers Based on Heart Rate
The students use the wearable device to measure biological

data.We measure the heart rate and the heart rate variability.
This section describes heart rate. The heart rate increases
with anger, fear, and sadness, not with joy, surprise, and
disgust [11]. The activity of the human autonomic nervous
system changes when the emotion changes. The activity of
the autonomic nervous system is measured from the frequency
response of heart rate variability [12]. From the heart rate
variability, the following components can be obtained; Very
Low-Frequency (VLF) component (frequency is 0.0033 to
0.04 Hz), Low-Frequency (LF) component (frequency is 0.04
to 0.15 Hz), High-Frequency (HF) component (frequency is
0.15 to 0.5 Hz), Total Power (TP) component (the sum of
the three frequency components), Standard Deviation (SD) of
pulse record (PR) interval, RMssd (whose the deviation of the
difference between adjacent PR intervals)

The value of HF indicates the enhancement of parasympa-
thetic nervous system, while the value of LF/HF indicates the
sympathetic nerve system. TP indicates the activity degree of
autonomic nervous system. RMssd indicates the tension degree
of the vagus nerve. This research uses a pulse wave meter
attached to the earlobe.

D. Create Personality Model
This section describes how to classify personality. The

estimation system in this research uses TIPI-J invented by
Japanese as a scale of Big Five [13]. Since TIPI-J is a simple
scale that can measure five personality traits with each of
two items, the burden on students is small. The estimation
system figures out personality vector on the basis of the
five personality traits with TIPI-J. After it classifies them, it
calculates the centroid vector of each cluster by the k-means
method [14], to create a personality model. A new student is
classified into the nearest cluster based on the distance from
the personality vector of the student to the centroid vector of
the cluster. The number of personality clusters is determined
to the most appropriate one, trying from 2 to 6 clusters in the
experiment.

E. Emotion Estimation along Personality Model
Supervised machine learning creates emotional classifiers.

The emotional classifier is created for each personality model.
The explanatory variable of the emotional classifier is heart rate
and heart rate variability, while the objective variable specifies
whether the student has negative or positive emotion.

To know the student has negative or positive emotion,
we use the Circumplex Model and the Affect Grid proposed
by Russell [15] [16].The Circumplex Model expresses all
emotions in two dimensions of the pleasant-unpleasant one
and the arousal-sleepiness one.The Affect Grid is an evaluation

method of emotions, based on a Circumplex Model. It is
formed in a square grid composed of 81 squares of 9× 9.

It is considered that the accuracy to estimate emotion
improves, if the biological data is classified into groups having
common patterns. The personality is used as the scale for the
classification. Section 3.2 shows that personality traits affect
brain functions and body reactions. Some research reports that
there is a difference in the balance of autonomic nervousness
depending on personality [7] [8]. It is expected that common
patterns of biological data can be extracted if students are
classified according to personality models. The classifier for
each personality model of the user would estimate the emotion
more accurately than one ignoring the difference in personality.

IV. RECALLING EXPERIMENT
A. Purpose and Method of Experiment

This section describes the experiment conducted in this
research. Experimental results show that the personality model
improves the accuracy of emotion estimation. Our subjects are
20 university students, 10 male and 10 female. Heart rate and
heart rate variation were calculated from pulse wave signals
obtained by a wireless earlobe pulse wave device, Vital Meter
made by TAOS Institute [17].

Three types of emotions obtained through experiments
were positive emotions, negative emotions, and emotion during
relaxation. After the subject recalled one of pleasure events,
anger events, and the others, we estimated their emotion. The
recall time was 2 minutes. We conducted each of three types
of emotion estimation after recalls five times.

We used the random forest to create classifiers. Explanatory
variables are 17 variables in total. They include the average,
the minimum, and the maximum of heart rate, beat count (heart
rate at all measurement time), SDNN, RMssd, and the average
of VLF, LF, HF, LF/HF and TP. It also includes the standard
deviation of heart rate, VLF, LF, HF, LF/HF, and TP.

The objective variables are two variables; one means the
student has positive emotion, while the other means negative
emotion. To obtain the objective variable, the subject’s emotion
was attained with the Affect Grid. In the pleasant-unpleasant
dimension of the Affect Grid, the center was set to 0. We
regarded +1 to +4 as positive emotion, while -4 to 0 as negative
emotion.

To show that the personality model works effectively, the
classifier created from 20 subjects without classification by
personality model was compared with the classifier trained for
each personality model.

In the former, data of 20 subjects was divided into twenty
pieces, one for each subject, and the 20-part cross-validation
was carried out. In the latter, a classifier was created for
each personality model resulting from clustering of the five
personality traits of 20 subjects with the k-means method.
After the data was divided into the number of subjects for
each personality model, the cross validation for the number of
subjects was carried out for each personality model.

B. Estimation Accuracy by Personality Model
We compared the estimation accuracy by the cross-

validation of classifiers that do not classify personality models
as well as classifiers for each of two to six personality models.
The f-measure, a harmonic mean of the precision and the recall
was used as an evaluation index of the estimation accuracy.
When the personality is not classified, the F value is 0.501.
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Figure 2. Personality Traits of Each Personality Model

TABLE I. P-VALUE ON EACH PERSONALITY MODEL

Compared E O C A N
A:B 0.032 0.345 0.947 0.776 0.861
A:C 0.100 0.018 0.015 0.713 0.154
A:D 0.084 0.209 0.058 0.460 0.199
B:C 0.245 0.879 0.065 0.491 0.079
B:D 0.367 0.998 0.140 0.935 0.448
C:D 0.999 0.793 0.927 0.220 0.097

The best of estimation accuracy is 0.557 when the personality
model is classified into four.

Figure 2 shows the codebook of each personality model
when the personality model is classified into four. In the
score of 5 personality traits by TIPI-J, the minimum is 2,
while the maximum is 14. The gray marker shows the average
values of all 20 subjects. Personality model A, B, C, and D
involved 8, 5, 4, and 3 subjects, respectively. From Figure
2, personality model A is sociable, strong in outstanding
curiosity and self-control, because of the high extraversion,
openness, and conscientiousness. Personality model B is intro-
verted, strong in intention and diligence, because of the low
extraversion and high conscientiousness. Personality model
C believes to be sensitive to the stimulus, has a solid idea,
is unique, and accepts himself/herself as he/she is, because
of the high neuroticism and low openness, agreeableness,
and conscientiousness. Personality model D understands the
psychological state of the others, is insensitive to stimulation,
and has high impulsivity, because of high agreeableness, low
neuroticism and conscientiousness.

We applied the Steel-Dwass test, which is a multiple
comparison test [18], assuming that the score of personality
traits of each character model can be described as ”there is no
difference between the average values of both groups”. Table I
shows the obtained p-value as a result of the Steel-Dwass test.
The row of ”A: B” in the column of ”Compared” in Table I
shows the result of comparing personality traits of personality
model A and personality model B. The rejection region of p-
value was set to 0.1. As a result, the personality models A and
B showed the significant difference in extroversion, A and C
showed it in openness and conscientiousness, A and D showed
it in extraversion and conscientiousness, B and C showed it
in conscientiousness and neuroticism, C and D showed it in
neuroticism.

Next, Figures 3 to 5 show the comparison of the average
values and dispersion of f-measures in each personality model
when classified and not classified with the personality model.
”Non” is the average value of the f-measure of persons
belonging to each personality model when 20-part crossing
verification was carried out without considering personality.
”CP” is an abbreviation considering personality, which is the
average of f-measure when cross-validation is carried out only

Figure 3. F-measures of Positive Emotion

Figure 4. F-measures of Measures of Negative Emotion

for persons of each personality model when personality is
considered.

The f-measure of positive emotion in personality model
C decreased when personality was considered, but f-measure
in the other personality model increased. Personality model C
with high neuroticism had the greatest CP of negative emotion
among other personality models, and D of low neuroticism is
the greatest Non-CP of negative emotion. Moreover, person-
ality model A with high extraversion had the greatest CP and
Non-CP of positive emotion. Although dispersion of negative
emotion decreased in all personality models, the dispersion
of positive emotion, the average of dispersion of positive and
negative emotion rose.

C. Emotions for Each Personality Model
Figure 6 shows a graph of biological data for each personal-

ity model. The Steel-Dwass test is applied assuming that there
is no difference between the average values of both groups
regarding biological data of each personality model. If the
rejection area of the p-value is 0.1, a significant difference
was observed in the average value and standard deviation of
LF/HF of personality models A and D.

Table II shows the values of the questionnaire after re-
calling. The value is represented by the effect grid. Table II
shows the range of positive emotion and negative emotion on
the pleasant axis and the arousal axis for each personality
model. On the pleasant axis, 1 to 4 corresponds to the positive
emotion, while -4 to 0 to the negative emotion. Both of the
emotions become stronger as the absolute value increases.
Moreover, the range on the arousal axis is -4 to 4 for any
emotion. As shown in Table II, personality model C seems
to have a low arousal level. However, p-value with multiple
comparison tests for the questionnaire after recalling presented
no significant difference, if the rejection area is set to 0.1.

Table III shows the top 5 of the variable importance in each
personality model in the random forest. It turned out that the
importance of the explanatory variables is different depending
on each personality model. In the comparison of personality
model A with personality model D, A has at least 2.9, whereas
D is less than 1 for every variable.
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Figure 5. F-measures of Positive and Negative Emotion

Figure 6. Biological Data of Each Personality Model

V. DISCUSSION

A. Personality and Estimation Accuracy
For each personality model, we investigate the estimation

accuracy of the classifiers incorporating the personality models
and the classifier neglecting the personality models. Let us
denote the estimation accuracy of the former with CP, while
that of the latter with Non. The increasing rate of the difference
of CP from Non for personality model A is the largest, 0.082,
compared with other personality models. Personality model
A is the highest in the extraversion. Those who are highly
extroverted are said to feel positive emotions, which seem to
increase the accuracy of positive emotion. Personality model
B has low value both in Non and CP.

The activity of autonomic nerves was mild in personality
model B, because the value of TP indicating the degree of
activity of autonomic nerves was low. Personality model B is
considered to be unlikely to change biological data because of
its low extraversion as well as introverted and calm personality.
In personality model C, CP of positive emotion decreased,
while CP of negative emotion was 0.644, which was the largest

TABLE II. RANGES ON PLEASANT AND AROUSAL AXES

Personality Model A Personality Model B
Emotion 　 Positive Negative Positive Negative
pleasant axis 2.352 -1.439 1.786 -1.281
arousal axis 0.407 0.227 -0.179 -0.031

Personality Model C Personality Model D
Emotion 　 Positive Negative Positive Negative
pleasant axis 2.333 -1.167 1.696 -1.591
arousal axis -0.667 -0.833 0.565 -0.273

TABLE III. TOP 5 VARIABLE IMPORTANCE

Rank Personality Model A Personality Model B
1st LF AVG 5.002 VLF AVG 1.820
2nd HR AVG 4.282 HF SD 1.594
3rd HR Min 3.892 RMssd 1.341
4th LF/HF AVG 2.985 VLF SD 1.330
5th LF SD 2.949 LF/HF AVG 1.274

Rank Personality Model C Personality Model D
1st HF AVG 2.604 LF SD 0.908
2nd HF SD 2.310 SDNN 0.713
3rd LF AVG 2.205 RMssd 0.711
4th HR Min 1.958 LF/HF AVG 0.650
5th TP AVG 1.542 LF AVG 0.633

among all personality models. Since it has high TP, autonomic
nervous activities are assumed to be intense in personality
model C. Personality model C is sensitive to stimulation and
feels anxiety because of its high neuroticism, which seems
to affect the estimation accuracy of negative emotion. Since
personality model D is introverted and has a low neuroticism,
it is considered that its emotion is calm and stable. It is thought
that the estimation accuracy of positive emotion was low.
People with high agreeableness are reported to have high-stress
values [19]. The estimation accuracy of negative emotion was
good because of stress accumulation.

As a countermeasure to the personality model with low
estimation accuracy, we can add behavior data, such as GPS
logs and acceleration to explanatory variables. Since changes
in biological data are unlikely to occur in low-accuracy models,
it is considered that the accuracy can be improved with
behavior data.

B. Influence of Personality and Biological Data
As a result of multiple comparisons of each biological data

for each personality model, a significant difference was found
in the average value and standard deviation of LF / HF of
personality model A and personality model D. There was no
significant difference in the questionnaire after a recall by each
personality model. However, there was a significant difference
in extraversion and conscientiousness in the personality traits
of personality model A and personality model D. From the
above, it is considered that extraversion and conscientiousness
have influenced the average value and standard deviation of
LF / HF with respect to personality model A and personality
model D. Eysenck states that extroverts have a high level
of restraint of the cerebral cortex caused by the reticular
activating system, while introverts have a high arousal level [8].
Extroverts are insensitive to stimulation. Their cerebral cortex
awakening is late, or the awakening falls quickly even if it gets
awaken. On the other hand, introverts are sensitive to stimuli.
Their cerebral cortex tends to awaken excessively even with a
small stimulus. Therefore, the extrovert type is considered to
have low physiological excitement. Buck, Miller&Caul [20]
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also showed that an extrovert person has a weak autonomic
nervous system reaction. From the above, it is expected that
the value of LF/HF will be low in personality model A who
is high in the extraversion and insensitive to stimulation. On
the contrary, the value of LF/HF would be high because
personality model D is low in the extraversion and sensitive
to simulation. However, the result was different. Personality
model A with high extraversion had a high LF/HF value, while
personality model D with low extraversion had a low LF/HF
value. Although this research evaluates the extraversion as five
factors in the Big Five, Eysenck evaluates it in the extrovert
- introvert dimension. Because of it, the difference seems to
have occurred.

The extrovert described by Eysenck has traits, such as
sociability and impulsivity. On the other hand, extraversion
by the Big Five is considered to be cautious with identifying
it as sociability. In the Big Five, shyness is not extraversion.
It considers the shyness corresponds to high anxiety and neu-
roticism in almost all cases [10]. In addition, the impulsivity
of Eysenck’s extrovert can be seen as conscientiousness of the
Big Five. Therefore, although personality model A has high
extraversion, it has high conscientiousness and low impulsivity.
It is presumed to be different from extrovert described by
Eysenck. The expectation that the value of LF/HF will be
high is not adapted because personality model D with low
extraversion is sensitive to stimulation.

Eysenck also states that people with high neuroticism are
more likely to arouse the autonomic nervous system while
people with low neuroticism are less likely to be aroused.
Therefore, it seems that the value of the standard deviation of
LF/HF was low because of the low neuroticism in personality
model D.

Regarding the fact that explanatory variables emphasized
in each personality model shown in Table III are different, it
is presumed that biological data affected by personality are
different. Kobayashi showed that the natural log of LF is
correlated with openness and agreeableness during rest, while
extraversion during calculation [21]. It is considered that the
average value of LF is a variable of high importance for
personality model A with high outgoingness and openness,
while the standard deviation of LF is the variable of the high-
est importance for personality model D with agreeableness.
Besides, Nagamine and Nakamura [22] show that there is a
positive correlation between neuroticism and the degree of
stress. They also state the degree of stress and the heart rate
have a positive correlation. In the personality model C with
a high neuroticism, it coincides with the fact that the average
value and the maximum value of the heart rate are large, and
the minimum value of the heart rate is the variable of the top
importance.

VI. CONCLUSION
This paper addressed the school dropout problem of uni-

versity students. As a method of estimating negative emotion,
the paper proposed a method to estimate emotions considering
personality.

From the experimental results, it was found that the es-
timation accuracy improves, if the classifier is trained for
each personality model. Personality traits of each personality
model were suggested to be related to biological data and
variable importance. From the above, individual differences
in physiological response differ from each personality type.

As future work, it is necessary to look at the correlation
to see how the personality traits exactly affect biological data.
The incorporation of gender difference could be one way to
improve the accuracy. Linking time and location information
to the estimated emotions, faculties and staffs can prevent
school dropout of students with mental care, such as emotional
support at a good timing.
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Abstract— An innovative mobile sensor system for breath
control in the exhaled air is introduced. In this paper, the
application of alcohol control in the exhaled air is considered.
This sensor system operates semiconducting gas sensor
elements with respect to the application in a thermo-cyclic
operation mode. This operation mode leads to so-called
conductance-over-time-profiles (CTPs), which are fingerprints
of the gas mixture under consideration and can be used for
substance identification and concentration determination.
Especially for the alcohol control in the exhaled air, ethanol is
the leading gas component to be investigated. But, there are
also other interfering gas components in the exhaled air, like
H2 and acetone, which may influence the measurement results.
Therefore, a ternary ethanol-H2-acetone gas mixture was
investigated. The establishing of the mathematical calibration
model and the data analysis was performed with a newly
developed innovative calibration and evaluation procedure
called ProSens 3.0. The analysis of ternary ethanol-H2-acetone
gas samples with ProSens 3.0 shows a very good substance
identification performance and a very good concentration
determination of the leading ethanol component. The relative
analysis errors for the leading component ethanol were in all
considered samples less than 9%.

Keywords--alcohol control; mobile sensor system; thermo-
cyclic operation; data analysis; substance identification;
concentration determination.

I. INTRODUCTION

There is a broad field of applications of breath
monitoring in human health care, medical applications and
alcohol control. In this context, several approaches are
suggested [1]. In particular, metal oxide gas sensors (MOG)
can be used as appropriate candidates for breath control. This
is due to the fact that they are very sensitive, have good long-
term stability and are low in price.

But, on the other hand, when these sensor devices are
operated isothermally, they are not at all selective. That
means that they cannot be used for sophisticated analysis of
gas mixtures. Therefore, other approaches are necessary like
a gas sensor array of MOGs [2][3] or by thermo-cyclic
operation of the MOG and simultaneous sampling of the
conductance, which leads to so-called “conduction over time
profiles” (CTPs) [4]-[7].

These profiles give a fingerprint of the surface processes
with the gas and represent the gas mixture under

consideration. The gas specific features of the CTPs can be
used for component identification and concentration
determination. At the Karlsruhe Institute of Technology
(KIT), many procedures were established to evaluate such
signal patterns [8], for batch-wise calibration of sensor
elements [9] and also for source localization [10].

In this paper, an innovative mobile sensor system
AGaMon (AtemGasMonotor, Breath Control Monitor) for
breath control in the exhaled air is introduced. Especially for
alcohol control, which is the investigated application in this
paper, ethanol is the leading component.

But, because other components like H2 and acetone may
also occur in the breathing air and may influence the
measurement results, ternary ethanol-H2-acetone gas
mixtures are considered. This is an important update to the
investigation performed in [11]. The analysis of these
samples is performed with the calibration and evaluation
program for ProSens 3.0, which is an integral component of
the sensor system.

In Section II, the mobile sensor system AGaMon is
described. A short outline of the calibration and evaluation
procedure ProSens 3.0 is given in Section III. In Section IV,
the data analysis for the application alcohol control with
ternary ethanol-H2-acetone gas mixtures is given, including
the calibration set up, substance identification and
concentration determination of the leading component
ethanol. Section V summarizes the results of this paper.

II. MOBILE SENSOR SYSTEM AGAMON

A. Sensor System Platform and Adapter

For breath control in the air we exhale, especially for
alcohol control, an innovative sensor system platform
AGaMon was developed. Based on this platform, an adapter
for smartphones was developed for mobile monitoring of the
breathing air.

This adapter consists of a combined and modular
hardware- and software system, which runs an embedded
metal oxide gas sensor in a thermo-cyclic mode and which
determines the alcohol content on the basis of the
measurement results via an innovative calibration- and
evaluation procedure ProSens 3.0 in real time. The analysis
results will then be displayed on the smartphone.

The following Figure 1 shows a pre-release version of the
mobile sensor system.
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Figure 1. Pre-release Version of the Mobile Sensor System.

B. Electronics for Heater Control and Data Acquisition

In order to characterize and operate semiconducting gas
sensor elements with respect to the application, a sensor
platform was developed, which ensures a robust functioning
of hard- and firmware. This platform supports a variety of
commercially available metal oxide gas sensors. In this
investigation, the sensor MLV (MultiLayer Varistor) from
Applied Sensors [12] was used. Via its graphical user
interface, different parametriseable temperature cycles can
be configured.

Additionally, this system allows the sensors to be
exposed to several interfering gases like: H2S (which is the
leading component for halitosis), H2 (which is the leading
component for dyspepsia and food intolerance), NO (which
is the leading component for asthma) or Acetone (which is
the leading component for diabetes), thus covering almost all
significant aspects.

The core unit of the platform is a base-board with a
powerful micro-controller communicating with external
modules in a master-slave-configuration. The base-board is
able to manage up to four gas sensor modules and features
ambient condition monitoring.

The platform outputs the sensor raw data (basically the
measured voltages), which can easily be transformed into
resistances or conductances or pre-calculated values for a
reduced data stream. Via USB, the platform is connected to a
standard PC where the data live visualization and the storage
is carried out. Via Bluetooth, the platform can be connected
to mobile applications running on smart phones.

For the measurements in this paper, a platform with the
following specifications was used:

• The temperature control allows a set-point accuracy
of 2°C within an overall temperature range of 100 to
500 °C. The set-point can be updated every 10ms.

• The read-out circuit features a sampling time of
better than 1ms.

• Measurement voltage accuracy is around of 5 mV
(by using a 10-bit-ADC).

• The dynamic range of the read-out circuit is between
1k and 100M.

C. Temperature Cycle

Based on the above-explained electronics, several
temperature cycles have been applied to the sensors while
being exposed to the gas mixtures.

Figure 2. Thermo-cyclic (step-wise) temperature cycle.

For the experiments carried out in the scope of the
publication, the temperature cycle in Figure 2 has been
considered. It could be shown that this temperature cycle
provides the best analysis results regarding the application
under consideration.

III. CALIBRATION- AND EVALUATION PROCEDURE

PROSENS 3.0

As mentioned above, the calibration- and evaluation
procedure ProSens 3.0 is included as an integral component
in the mobile sensor system. ProSens 3.0 is an updated
version of ProSens [13] to meet the requirements of this
sensor system and to analyze ternary gas mixtures. Similar to
ProSens, ProSens 3.0 consists of a calibration part and an
evaluation part.

Using the calibration part of ProSens 3.0, the
mathematical calibration model is calculated based on
calibration measurements. The mathematical calibration
model is a parametric model and only the parameters will be
transferred to the evaluation part of ProSens 3.0. This is very
important because all the time consuming calculations can be
performed off-line.

If an unknown gas sample is measured, the evaluation
part of ProSens 3.0 performs a substance identification and
concentration determination of the sample, based on the
calibration parameters. For substance identification, ProSens
3.0 determines a calculated CTP and compares this CTP with
the real measured CTP. Only if the distance of calculated
CTP and measured CTP is smaller than a pre-determined
decision threshold, ProSens 3.0 identifies the unknown
sample with the gas sample under consideration. In this case,
the concentration determination will be performed.

Substance identification is very important to avoid
misleading analysis results like false alarms.
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IV. APPLICATION – ALCOHOL CONTROL IN THE EXHALED

AIR

As mentioned in Section II-A and Section II-B, the
mobile sensor system is suitable for a broad range of
applications for breath monitoring.

In this application, we turn the focus to the investigation
of the alcohol control in the exhaled air. In this context,
ethanol is the leading component. But, there are also other
interfering gas components in the air we exhale, like H2 and
acetone, which may influence the measurement results.
Therefore, ternary ethanol-H2-acetone gas mixtures are
investigated.

The measurements were performed with the sensor
system described in Section II using the cyclic variation of
the working temperature in Figure 2. The determination of
the mathematical calibration model and the data analysis
were performed with the included program ProSens 3.0.

A. Calibration Set Up

In order to establish the mathematical calibration model
using the calibration part of ProSens 3.0, calibration
measurements with dosed concentrations of the ternary gas
mixtures have to be performed. The following Table 1 shows
the concentrations of the gas mixtures, which are used for
calibration.

TABLE I. GAS SAMPLES USED FOR CALIBRATION

Ethanol-H2-
Aceton
in ppm

Ethanol-H2-
Aceton
in ppm

Ethanol-H2-
Aceton
in ppm

50-10-0,5 50-10-1,0 50-10-2,0

100-10-0,5 100-10-1,0 100-10-2,0

175-10-0,5 175-10-1,0 175-10-2,0

50-20-0,5 50-20-1,0 50-20-2,0

100-20-0,5 100-20-1,0 100-20-2,0

175-20-0,5 175-20-1,0 175-20-2,0

50-30-0,5 50-30-1,0 50-30-2,0

100-30-0,5 100-30-1,0 100-30-2,0

175-30-0,5 175-30-1,0 175-30-2,0

It can be seen that only 27 samples were used for
establishing the mathematical calibration model for the
ternary mixture. This is a very good result, because
calibration measurements are very time-consuming and
expensive.

B. Data Analysis

To investigate the performance of the sensor system with
the evaluation procedure ProSens 3.0, 9 further ternary
ethanol-H2-acetone gas mixtures and a foreign substance
were measured in the same manner as the samples for
calibration and analyzed together with the samples of the
calibration process. The samples are given in Table 2.

The red marked samples are additionally measured
samples. The foreign substance is not listed in Table 2.

TABLE II. GAS SAMPLES USED FOR EVALUATION

C. Substance Identification

For substance identification, as already mentioned in
Section III, the calibration and evaluation ProSens 3.0
calculates the so-called calculated CTP and compares this
CTP with the real measured CTP.

Figures 3, 4 and 5 give a visual impression of calculated
CTPs and measured CTPs.

In Figure 3 and Figure 4, the calculated CTP (green line)
and measured CTP (red line) of ternary ethanol-H2-acetone
samples are plotted. It can be clearly seen, that the difference
between the two curves is in both cases very small. This
means that ProSens 3.0 recognizes that these samples are the
ternary gas mixtures under consideration.

Theoretical CTP and measured CTP for the foreign
substance are shown in Figure 5. In this case, the calculated
CTP is not so close to the measured CTP as in the case of the
ternary ethanol-H2-acetone gas mixtures. So, the difference
between the two curves is much larger. That means that
ProSens 3.0 recognizes that this sample is not the calibrated
ternary gas mixture.

Ethanol-
H2-Aceton

in ppm

Ethanol-
H2-Aceton

in ppm

Ethanol-
H2-Aceton

in ppm

Ethanol-
H2-Aceton

in ppm

50-10-0,5 175-10-0,5 135-20-0,5 100-30-0,5

50-10-1,0 175-10-1,0 135-20-1,0 100-30-1,0

50-10-2,0 175-10-2,0 135-20-2,0 100-30-2,0

100-10-0,5 50-20-0,5 175-20-0,5 135-30-0,5

100-10-1,0 50-20-1,0 175-20-1,0 135-30-1,0

100-10-2,0 50-20-2,0 175-20-2,0 135-30-2,0

135-10-0,5 100-20-0,5 50-30-0,5 175-30-0,5

135-10-1,0 100-20-1,0 50-30-1,0 175-30-1,0

135-10-2,0 100-20-2,0 50-30-2,0 175-30-2,0
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Figure 3. Comparison of measured CTP and calculated CTP:
Ethanol 135ppm/H2 20ppm/Acetone 2ppm.
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Figure 4. Comparison of measured CTP and calculated CTP:
Ethanol 135ppm/H2 30ppm/Acetone 1ppm.

Figure 5. Comparison of measured CTP and calculated CTP of a Foreign
Substance.

TABLE III. DIFFERENCE VALUES (BETWEEN MEASURED CTP AND

CALCULATED CTP)

Ethanol/H2(Aceton=0,5ppm) 10ppm 20ppm 30ppm

50ppm 0,0000 0,0001 0,0001

100ppm 0,0001 0,0002 0,0001

135ppm 0,0000 0,0041 0,0001

175ppm 0,0000 0,0000 0,0000

Ethanol/H2(Aceton=1,0ppm) 10ppm 20ppm 30ppm

50ppm 0,0003 0,0000 0,0001

100ppm 0,0000 0,0000 0,0000

135ppm 0,0003 0,0027 0,0133

175ppm 0,0003 0,0000 0,0001

Ethanol/H2(Aceton=2,0ppm) 10ppm 20ppm 30ppm

50ppm 0,0001 0,0001 0,0001

100ppm 0,0000 0,0004 0,0000

135ppm 0,0022 0,0022 0,0035

175ppm 0,0001 0,0000 0,0000

Foreign Substance 0,5706

Of course, the decision for substance identification is not
based on the visual impression. Therefore, a “difference
value” is calculated from the sum of quadratic differences of
every sample point of the measured CTP and the theoretical
CTP. Only if this difference value is smaller than a
predetermined decision value, ProSens 3.0 identifies the
unknown gas sample with the related calibrated gas mixture.
Table 3 shows the difference value for the gas samples.

In Table 3, the green highlighted rows correspond to the
difference values according to the ternary ethanol-H2-
acetone mixtures, the dark green rows to ternary samples
additionally measured for evaluation and the red row to the
foreign substance. The difference value according to the
foreign substance is 0.57 and much larger than the difference
values according to the ternary gas mixtures, which are in all
considered cases equal or smaller than 0.0035. Therefore, it
is evident that the difference values in the green rows are
smaller in dimensions than the difference value in the red
row.
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If the decision value is set, for example, to 0.1, there is
good discrimination between the difference values of the
ternary gas mixtures under consideration and the difference
value of the foreign substance. That means that ProSens 3.0
is able to perform a very good substance identification.

D. Concentration Determination

After substance identification, ProSens 3.0 performs the
concentration determination of the gas samples, which were
identified as the ternary ethanol-H2-acetone gas mixtures. In
the application under consideration, ethanol is the leading
component. That means that only the concentrations of the
ethanol components of the ternary mixtures are essential.
The following Table 4 shows the calculated concentrations
of the ethanol component in comparison to the dosed values
of the ternary ethanol-H2-acetone gas mixtures.

TABLE IV. ANALYZED CONCENTRATION VALUES FOR ETHANOL IN

PPM

Ethanol/H2(Aceton=0,5ppm) 10ppm 20ppm 30ppm

50ppm 49,6 49,1 51,2

100ppm 100,3 102,7 100,1

135ppm 131,5 141,0 133,8

175ppm 177,0 177,7 176,2

Ethanol/H2(Aceton=1,0ppm) 10ppm 20ppm 30ppm

50ppm 50,6 50,5 50,0

100ppm 102,1 99,0 99,8

135ppm 126,4 139,0 142,1

175ppm 174,7 174,0 172,7

Ethanol/H2(Aceton=2,0ppm) 10ppm 20ppm 30ppm

50ppm 49,7 49,9 49,0

100ppm 98,0 98,2 100,3

135ppm 128,0 136,2 123,5

175ppm 173,1 173,1 176,0

Next, Table 5 shows the relative analysis errors for the
estimation of the ethanol concentration of the ternary gas
mixture.

It can be seen that, in all cases, the relative analysis error
for the ethanol concentration is smaller than 9%. This is a
very good analysis result.

TABLE V. RELATIVE ANALYSIS ERRORS FOR THE ETHANOL

DETERMINATION IN %

Ethanol/H2(Aceton=0,5ppm) 10ppm 20ppm 30ppm

50ppm 0,8 1,7 2,4

100ppm 0,2 2,7 0,0

135ppm 2,6 4,5 0,9

175ppm 1,1 1,6 0,7

Ethanol/H2(Aceton=1,0ppm) 10ppm 20ppm 30ppm

50ppm 1,2 1,0 0,0

100ppm 2,1 1,0 0,2

135ppm 6,4 2,9 5,3

175ppm 0,2 0,6 1,3

Ethanol/H2(Aceton=2,0ppm) 10ppm 20ppm 30ppm

50ppm 0,6 0,2 1,9

100ppm 2,0 1,8 0,3

135ppm 5,2 0,9 8,5

175ppm 1,1 1,1 0,6

Because ethanol is the leading component in this
application, only the estimation of concentration of the
ethanol concentration in this ternary gas mixture is
important.

V. CONCLUSION AND FUTURE WORK

An innovative mobile sensor system is developed, which
is able to run a variety of commercially available metal oxide
gas sensors in different parametriseable thermo-cyclic modes
and can be exposed to several gases in the exhaled air.
Therefore, this sensor system can be applied to several
applications. In the application under consideration in this
paper, the alcohol control in the exhaled air, ethanol is the
leading component. But, other interfering gases like H2 and
acetone may occur in the air we exhale. Therefore, ternary
ethanol-H2-acetone mixtures have to be considered and
analysed. The sensor system, equipped with the metal oxide
sensor MLV from Applied Sensors, operated in step-wise
thermo-cyclic mode and with the incorporated advanced
calibration and evaluation procedure ProSens 3.0, is an
appropriated and powerful tool for this application. The
analysis shows that very good substance identification can be
achieved and the relative analysis errors of the concentration
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determination for the leading component ethanol is in all
considered cases less than 9%, even in the presence of
interfering gases like H2 and acetone.

The above obtained analysis results are based on
measurements in the laboratory. In future work, the sensor
system will be applied to field tests to prove the performance
of the system not only to laboratory data. First tests in this
area showed promising results.

Furthermore, the sensor system will be enhanced and
adapted to further applications in the exhaled air like
diabetes, asthma and halitosis. This would enable the sensor
system to cover almost all significant aspects in human
health care and medical applications.
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Abstract—The goal of this study was to examine a multichannel 
device using five commercial Non-Dispersive Infra-Red 
(NDIR) heads for the sensing of methane concentration 
changes in soil probe. The presented device consists also of a 
temperature and humidity sensing unit, a gas chamber 
equipped with a micro-fan, automated gas valves and a 
microcontroller that controls the measuring procedure. The 
temperature and humidity sensors are used to control working 
conditions. A redundant sensor unit is used to improve the 
measurement accuracy. The device worked in maintenance-
free mode installed on soil probe for six hours. The main 
development of the proposed sensor included measurement 
procedures and proposition of errors corrections. 

Keywords- methane sensor; NDIR sensor. 

I.  INTRODUCTION 
The analysis of methane concentration in natural systems 

is becoming an important task for environmental research. Its 
leakage will result in explosion and fire disaster. Methane is 
the main constituent of natural gas, the fuel which is supplied 
to many domestic homes and industries. It is often released 
from the walls of coal mines and, when un-monitored, it can 
accumulate, causing dangerous explosions. The soil 
examination for methane emission is important from 
property owners’ point of view, as well as from gas and oil 
field parameters investigation. 

Several techniques have been successfully used to detect 
methane. Optical methods can produce very precise results 
[1][2]. But, at present, the main problem of methane 
measurement is reliability and precision of medium and long 
term detecting in maintenance-free mode [3]. In order to 
improve the available methane sensor, a new methane 
detection device based on a five non-dispersive infrared 
heads was set up and examined. 

The paper consists of 4 sections. The first section is the 
introduction, where the problems of the methane 
measurement are discussed. The second section describes the 
measurement system construction. The experiment and the 
results of the methane concentration measurements are 
presented in section three. The conclusion is gathered in 
section four. 

II. MEASUREMENT SYSTEM CONSTRUCTION 
The measurement system (Fig. 1) consists of a methane 

sensing unit integrated in the gas chamber with humidity and 
temperature sensors, a micro-fan, a microprocessor controller 
and an RS485 transmitter. The measuring chamber is closed 
on both sides by shut-off servos [4]. The sensor head (Fig. 2) 
includes a set of five methane concentration units (TDS0034 
type MSH-P/HC/5/V/P from Dynament Limited). The 
TDS0034 heads operate by using the non-dispersive (NDIR) 
principle. The concentration of the gas is obtained from the 
head output voltage using the equation: 

C[ppm] = 25·(S[mV] – V0), 

where: S is the output voltage, V0 is the reference value of 
the concentration (0 ppm), under factory adjustment 
V0=400 mV. 

 

 
Figure 1.  External view of sensor [4]. 

 
Figure 2.  Sensor head: microprocessor unit, NDIR heads, and temperature 

plus humidity sensing unit. 

The microprocessor module was built using the Texas 
Instruments MSP430F5529. The microprocessor controls the 
operation of the sensors, the air inlet and outlet and the 
micro-fan that can be used for equalization of concentration 
of gases in the chamber, gas chamber ventilation or gas 
pumping. 
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III. EXPERIMENT AND RESULTS 
The developed measurement system was justified in 

horizontal position then installed on a soil probe in the 
village of Lublin. 

A. System justification  
System justification was performed with gas chamber 

positioned horizontally, with two ends gas valves open and 
with working micro-fan. The micro-fan enables movement 
of air compared to human breath speed. The indicative value 
of V0 was 500 mV. The measured in 6 hours concentrations 
and temperature in gas chamber are presented in Figure 3.  

 

 
Figure 3.  Results of system justification at free air where methane 

concentration is close to 0ppm. 

The simple error concentration of correction 
measurement was performed using accepted results from 4 
heads discarding the least likely one of a measurement result. 
The average signal was calculated for 5 heads. The 
calculated distance between each head in set and average 
signal was used to select 4 heads from which data are used 
for subsequent averaging and then for presentation. The raw 
data shows that heads are characterized with ±1000 ppm 
accuracy. The accuracy of the system with the proposed data 
analysis procedure is in ±400 ppm range. Because the range 
of humidity didn't exceed the permissible levels, the results 
of the measurement of the humidity was not used in the 
presentation data. The temperature compensation of the 
heads works well. But, the correlation of the signal 
concentration with temperature is visible. 

 

B. System testing with forced air movement in soil probe 
For system testing, the sensor was installed on a soil 

probe. The initial situation with open valve of the gas 
chamber to air and working micro-fan was used to set V0 
values of each sensor. Then, the valve to air was closed and 
the valve to soil was opened. The analysis of the results of 
this experiment (presented in Figure 4) shows that an initial 

dose of methane released into chamber at the beginning of 
the measurement was at a level of 130 ppm. 

The increase of methane concentration in probe may be 
measurable on the interpolation base. In the presented case, 
the concentration is of 50 ppm during 6 hours.  

 
Figure 4.  Results of system testing. 

C. System testing with initial CH4 dose at air inlet system 
The last system test was performed with initial methane 

dose given from the cloud at sensor air inlet. At the 
beginning of the procedure, the sensor valves were opened 
and the micro-fan was working. Next, the small methane 
cloud was generated at the small distance from soil probe. 
Then, the air inlet valve was closed and the micro-fan 
stopped. The registered values are presented in Figure 5. 

 

 
Figure 5.  System testing with initial CH4 dose at air inlet system. 

The classical exponential concentration damping is 
visible. Therefore, the examined soil can work as a gas 
absorber, what is quite usual phenomenon. The measured 
concentration dispersion increases when absolute value of 
the concentration decreases. 

IV. SUMMARY 
The soil probe installation procedure may affect the 

examination of methane concentration in a short time. The 
correction of the initial value for data processing of the 
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methane concentration (0 ppm) has to be confirmed before 
tracking of the environment concentration. The medium-term 
examination of the methane concentration is possible with a 
multichannel NDIR methane sensor when it is based on error 
correction procedures and data analysis. 
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Abstract— The touchpad is a typical 2D gesture detection example of interface devices used on wearable technology. In this work, a textile touchpad based on a diamond pattern design has been developed by using screen-printing technology. In order to obtain the best confi guration, two diff erent architectures have been used. Prototypes have been tested by using a specifi c controller for projected capacitive (pro-cap) technologies. We show a simple device, inexpensive, easy to make and use with textile.
Keywords-wearable sensing; touchpad; textile; screen-

printing technology.

I.  Iඇඍඋඈൽඎർඍංඈඇ
Wearable devices are increasingly being developed due to their fl exibility and portability. Among all wearable devices, the interface devices can be considered as essential tools for allowing the user to interact with other devices both external and wearable [1]. Buttons, touchpads, keyboards are example of interfaces. The common characteristics of all of them are the requirement of a large sensor area and a stretchable or fl exible format; the fi rst in order to detect the fi ngers [2] and the second in order to follow the movement of human body [3]. Several designs and techniques have been used but these can be divided into two main techniques: by using fi bers and weaving the pattern or by using a printing technique for drawing the pattern on the fabric. Regarding fi bers, in the last years, Jian Feng Gu et al. [4] presented a highly fl exible capacitor fi ber having a multilayer periodic structure of dielectric and conductive polymer composite fi lms, fabricated by drawing technique; Stephan Gorgutsa et al. [5] reported on soft conductive-polymer-based capacitor fi bers being used to build a fully woven 2D touchpad sensor and a 1D slide sensor. Regarding transfering a pattern on the textile, Seiichi Takamatsu et al. [1] present a stretchable keyboard based on capacitance sensors made of PEDOT:PSS electrodes patterned on a knitted textile by using spin-coat technique;  Nur Al-huda Hamdan et al. [6] present Grabrics, a two-dimensional textile sensor that is manipulated by grabbing a fold and moving it between  fi ngers by using sewing techniques;  Dong-Ki Kim et al. [7] present the design and fabrication model of a touchpad based on a contact-resistance-type force sensor fabricated by using a simple screen printing technique.The content of the paper is organized as follows: Section II presents the working principle of pro-cap sensors; Section III describes the textile touchpad design; Section IV presents the experimental results and discussion. Finally, Section V closes the paper with conclusion and future work.

II. Dൾඌං඀ඇ ൺඇൽ ඐඈඋ඄ංඇ඀ ඉඋංඇർංඉඅൾ
Touchpad developed in this work is based on projected capacitive (pro-cap) technologies [8]. Projected capacitive technologies detect touch by measuring the capacitance at each addressable electrode. When a fi nger approaches an electrode, it disturbs the electromagnetic fi eld and alters the capacitance. This change in capacitance can be measured by the electronics and then converted into X,Y locations that the system can use to detect touch. There are two main types of sensing methods, self-capacitance and mutual capacitance, where each has its own advantages and disadvantages. There are several pro-cap controllers, many of which off er both self-capacitance and mutual-capacitance types. Microchip [9] uses a hardware sensing method called Capacitive Voltage Divider (CVD), which requires only an Analog-to-Digital Converter (ADC) to preform capacitive touch sensing. Microchip has a wide range of devices which have embedded a CVD acquisition engine as MTCH6102. This device is a turnkey projected capacitive touch controller which allows designers, through of self-capacitive scanning, to quickly and easily integrate projected capacitive touch into their cost-sensitive, low-power application. Capacitive sensors are connected directly to the device and the capacitance will be continuously polled for a signifi cant shift to occur. The shift must be appreciably higher than the noise level in the worst-case conditions. CVD is a charge/voltage-based technique to measure relative capacitance on a pin using only the ADC module. There are several benefi ts to use this technique: low temperature dependence, low power supply dependence, minimal hardware requirements and low-frequency noise rejection. Theory of operation is as follows: two capacitors are charged to opposite voltages, in a fi rst phase on the sample A and the second on the sample B (Figure 1). 
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Figure 1. Theory of Operation: precharge state [9]
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Then, the two capacitors are connected in parallel and the charges are allowed to settle. The fi nal voltage on Chold is determined by the size of the external capacitance in relation to the size of internal capacitance. Finally, the operation is performed again, but this time the precharge voltages are reversed. The diff erence between the two results (VB-VA) is used as the currents sensor reading (Figure 2 left). If there is an user’s fi nger capacitance, the analysis is the same but with an additional capacitor (Figure 2 right).
A. Sensor

The capacitance of touch is dependent on sensor design, namely, on front panel thickness, electrode geometry and pitch, X-Y layer-to-layer spacing and shielding. Therefore, sensor pattern is a very important aspect of capacitive sensor design. Linearity, accuracy and resolution of touch position are greatly dependent on the sensor pattern. Commonly the design consists of a set of electrodes in row and columns to form a matrix. Several touchpad-sensor pattern designs exist, commonly referred to by names that are indicative of the shape or construction of the pattern, such as triangles, diamonds, snowfl akes, streets and alleys, and telephone poles. Diamond pattern [10]-[13] is one of the most commonly used, it consists of diamonds interconnected with a narrow neck sections (Figure 3). The sensors nodes are formed by rhombus shaped electrodes. The construction consists of two layers and each having a multitude of conductive electrodes organized parallel to each other. An individual sensors node is formed by the region between the edges of the X and Y electrodes (Figure 3).Diamond elements are used to maximize the exposure of sensor electrodes to a touch.  The distance between the electrodes is referred to as the pitch (Figure 3). The pitch determines the range of fi nger sizes that can reliably be 

detected; typical dimensions of the pitch are as minimum of 4 mm and maximum of 10 mm.  The gap (Figure 3) between the X and Y electrodes determines how far a signal is projected as well as the level of noise in the measured signal.  A sensor with a larger gap is able to detect a user further away but it will have more noise than a sensor with a smaller gap. A minimum of 0.1 mm and maximum of 0.5 mm have been reported. The layers are distributed in close proximity to each other and electrically isolated from each other. The Y electrodes are arranged among rows on the top layer and the X electrodes are arranged along columns on the top layer or bottom layer (Figure 4), forming a two-dimensional array of sensors. 

In order to reduce the electromagnetic interference (EMI) to the active sensor area, a ground ring around the touchpad can be placed. An example of diamond patten capacitive sensor can be found in the low power projected capacitive touch pad development kit (Microchip DM160219) based on MTCH6102 Microchip device. A matrix of 9 X-electrodes and 6 Y-electrodes is used (Figure 5). Dimensions of this design are:  Pitch (Row and Column): 6.2 mm. Gap: 0.3 mm. The capacity measure between electrodes is 20 pF [1 kHz] (Agilent U1731A LCR Meter). The signal recorded on the RX0 line without fi nger touching (Figure 6 left) shows a diff erence of 60 mV and on the same line but touching (Figure 6 right) is 70 mV.
III. Tൾඑඍංඅൾ Tඈඎർඁඉൺൽ Dൾඌං඀ඇ

A. Screen-printed Technology
Manufacturing technology used to implement this type of sensor was based on serigraphic technology of thick fi lm. The screen printed process consists of forcing pastes of diff erent characteristics over a substrate through some screens using scrapers. Openings in the screen defi ne the 

Figure 2. (Left) Diff erential CVD waveform; (Right) Diff erence between pressed and released diff erential values  [9] 

Figure 3. Diamond pattern.

Figure 4. 2D array sensors in single layer or two layers.
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motif that will be printed on the substrate by serigraphy. The fi nal thickness of the pastes can be adjusted by varying the thickness of the screens.
B. Two Layers Design [TLD]

A 9x6 sensor matrix has been designed developed with two layers of conductive tracks and one layer of dielectric. Figure 7 shows the three patterns: X layer (a), dielectric layer (b), Y layer (c) and the whole design (d).The main dimensions of pattern are: Pitch (Row and Column): 8 mm. Gap: 0.4 mm.
C. One layer Design [OLD]

A 9x6 sensor matrix has been designed developed with one layer of X-Y conductive tracks and one layer of dielectric. Figure 8 shows the three patterns: Conductive shield and through hole layer (a), dielectric layer (b), X-Y layer (c) and the whole design (d).The main dimensions of pattern are: Pitch (Row and Column): 8 mm. Gap: 0.5 mm. Through hole diameter: 1.6 mm
D. Development

In order to build the indicated sensors matrices, three screens were made, corresponding to the three defi ned layers in each design. The screen for the conductors was made with a polyester material of 230 mesh PET 1500 90/230-48 (Sefar) and the screen for dielectric layer was made with a polyester material of 137 mesh PET 1500 54/137-70 (Sefar). Next, a UV fi lm Dirasol 132 (Fujifi lm) was used with a fi nal 

screen thickness of 10 µm for screen for conductors and 15 µm for screen for dielectric. The patterns were transferred to  the screen by using photomaks UV light source.The substrate used was the textile Mediatex TT ACQ  120 µm (Technohard).The conductive paste used was the C2131014D3 Silver paste-58,85% (Gwent Group) and the dielectric paste was the D2081009D6 Polymer dielectric (Gwent Group)Printing was carried out by using Ekra E2 XL screen-printer with a 75º shore squeegee hardness, 3.5 bar force, and 8 mm/s. 

Figure 5. (Left) One layer PCB 9x6 sensor matrix; (Right) Gap and pitch size.

Figure 6. (Left) “released” signal ; (Right) “pressed” signal.

Figure 7. Two Layers Design: a) X Conductive layer ; b) Dielectric layer; 
c) Y Conductive layer; d) Complete Design.
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Finally, the inks were cured in an air oven at 130ºC for 5 min.To protect the surface, a new dielectric layer was added.Short-circuits were detected between conductive layers due to the dielectric’s thickness, to avoid this a total of three passes were made with dielectric ink in order to increment the dielectric’s thickness. 
E. Electronic System

A MTCH012 based system was designed, using PIC16LF1454 as master controller. A Bluetooth module was used in order to make the system portable (Figure  9).
IV. Rൾඌඎඅඍඌ ൺඇൽ Dංඌർඎඌඌංඈඇ

A. Physical Parameters
Figure 10 shows the magnifi cation view of the two designs  with the dimension. Figure 10 left shows the TLD and fi gure 10 right the OLD.

B. Electrical Parameters
The capacitance of the sensors has been measured by using a RCL meter to 1 kHz (Agilent U1731A). Figures 11 and 12 show the capacitance distribution in each sensor. The TDL has an average of 13 pF and OLD of 50 pF. Regarding TLD, the signal recorded on the RX0 line without fi nger touching (Figure 13 left) shows a diff erence of 54 mV and on the same line but touching (Figure 13 right) is 88 mV.Respecting OLD, the signal recorded on the RX0 line without fi nger touching shows a diff erence of 160 mV and on the same line but touching is 168 mV.

C. Operation
Both sensors were connected to the electronic system and tested with MTCH6102 utility, which allows to check all  gesture detection of this device: Single Click, Click and Hold, Double Click, Right Swipe, Right Swipe and Hold, Left Swipe, Left Swipe and hold, Up Swipe, Up swipe and Hold, Down Swipe and Down Swipe and Hold. In both cases the operations were perfect and all possible gestures could be checked  (Figure 14).

D. Discussion
The capacitance obtained in both cases was pretty similar to Microchip’s PCB design, lower in the case of TLD. Capacitors in both cases have the same size, the diff erence lies in the dielectric; in TLD there is a dielectric layer between the two conductive layers whereas that in OLD there is not a dielectric layer. In spite of the technology used, the distribution of capacitance along the sensors is quite uniform. Due to its low capacitance, the diff erential voltage obtained with TLD is higher than that obtained with OLD even than Microchip’s PCB design.

V. Cඈඇർඅඎඌංඈඇඌ ൺඇൽ Fඎඍඎඋൾ Wඈඋ඄
A touchpad based on projected capacitive (pro-cap) technologies has been developed to be used with textile substrates and using techniques of low cost and habitual in the textile industry as the screen-printing. The system works on both fl at and curved surfaces, which allows it to be used in parts of clothes, such as sleeves, trouser legs or textiles 

Figure 8.  One Layer Design: a) Shield and through hole layer ; b) Dielec-
tric layer; c) X-Y Conductive layer; d) Complete Design 

Figure 9. Electronic System Block Diagram.

Figure 11. Capacitance distribution on TLD.

Figure 12. Capacitance distribution on OLD.
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for furniture  such as sofas, armchairs, etc. When using the microchip MTCH6102 it is verifi ed that the capacity should not be greater than hundreds of picofarad; the structure and type of dielectric have a great infl uence on the value of the capacity of the capacitive sensor used. An extension of this work should focus on the thickness and type of dielectric as well as the study for diff erent types of fabrics.
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Abstract— Freshwater ecosystem is playing a key role for 

maintaining a green environment. It is often subject to 

anthropogenic and natural hazards, which may adversely 

affect human health, natural resources and the general 

ecosystem. Therefore, it is a social urgency to protect the 

freshwater ecosystem by monitoring the quality of fresh water 

on regular time intervals. Available methods for monitoring 

the water quality are mostly laboratory-based, which is time-

consuming, laborious and expensive. To solve this issue, we are 

proposing a printed, microwave-based, transmission-line 

sensor to better understand the electromagnetic behavior of 

pure culture of bacteria and algae cells in de-ionized water. 

This sensing technique is fast, robust, low-cost and requires a 

very simple sample preparation. We have designed a 

transmission-line, microstrip sensor that could be used for a 

wide frequency range. The sensor needs only 50µL of the 

sample and 60 seconds to analyze it. In this work, we have 

selected the fresh water algae Chlorella vulgaris GIEC-179 and 

the bacterium Pseudomonas aeruginosa to characterize their 

electromagnetic properties. We investigated their reflection 

coefficient (S11) resonance peak changes in both low 

(0.01GHz-1.0 GHz) and high (1.5-2.5 GHz) frequency ranges. 

The results shows that their S11 resonance peaks are identical 

with respect to the different concentrations of bacterial, algal 

and mixture of both in de-ionized water. We also have 

investigated their S11 parameters of their dead cells. The 

results indicated that for both alive and dead cells, the S11 

peak shifts are significantly different from each other. This 

method could be a potential approach to real-time monitoring 

of the pathogenic detection of freshwater quality. Our 

proposed prototype sensor is able to detect bacterial cells in the 

range of 100 Cell/mL and algae 2.04 x 10-10 g/L, which is 

sensitive and selective enough for fresh water quality 

monitoring. 

Keywords- microstrip; transmission line; printed sensing probe; 

pathogens; microwaves. 

I.  INTRODUCTION  

According to Dr. Tom Waller’s quote “You only find 

what you are looking for and you only find it if it is in 

concentrations high enough to be detected by the method 

being used to analyze for it.” [1]. To evaluate the quality of 

various surface water various water management programs, 

the term “water quality” should be different in terms of 

protection and restoration of lake, river and marine 

ecosystem. Water quality is rated with respect to chemical, 

physical and biological parameters in point-source pollutants 

(e.g., effluents), non-point-source pollutants (e.g., 

agricultural runoff, urban), and ambient surface waters [2]. 

The most common and widespread health-risks associated 

with drinking-water and infectious diseases are caused by 

water contamination with pathogenic bacteria, parasites and 

algae bloom. Therefore, on-line monitoring could assist to 

understand and manage the risks, especially those associated 

with waterborne diseases [3]. 

Surface water is contaminated by pathogens due to 

multifunctional anthropogenic activity like inadequately 

treated sewage, faulty or leaky septic systems, runoff from 

urban areas, boat and marina waste, combined sewer 

overflows, and waste from pets, farm animals, and wildlife. 

Therefore, human illnesses are transmitted by drinking or 

swimming in water that contains pathogens or from eating 

shellfish harvested from such waters. Sometimes, it is costly 

and impractical to directly test for pathogens because 

pathogens are rarely found in waterbodies. Indicator species 

are usually used to confirm pathogen presence in water that 

fecal contamination may have occurred. The four most 

common indicators used today for professional monitoring 

are total coliforms, fecal coliforms, E. coli and enterococci. 

Those are commonly found in the intestine and feces of 

warm-blooded animals, including wildlife, farm animals, 

pets, and humans [4]. 

Currently, available methods for water quality 

monitoring are plate counting and typical cell culture 

standards to confirm the presence of pathogens, while they 

are often costly and take approximately 24-48 hours [5] [6]. 

Based on this timeline, by the time the analysis results come 

in, the population may have been already exposed to a 

serious health hazard. Therefore, there is a need for fast and 
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reliable detection of contaminants in a broad spectrum of 

water management situations. To face the current water 

management challenges, on-line monitoring seems to be the 

ideal approach for real time detection [7]. 

Electromagnetic wave sensing methods are gaining more 

popularity due to the study the materials dielectric properties 

(complex permittivity) and structural assessment. Materials' 

dielectric properties always correlate and, by comparing with 

other material characteristics, we can verify the materials 

properties, such as moisture content, bulk density, content of 

biological material, and chemical composition [8].  

Electromagnetic wave sensing [9]-[11] has already been 

proven to be a pragmatic tool for the evaluation of the 

biomass concentrations of many different microbial strains 

[12] [13]. It is a straightforward method to measure the 

magnitude of all intact cells with their β-dielectric dispersion 

at radio-frequency range. In that case, the cells behave like a 

tiny capacitor and the signal correlates linearly with the 

volume fraction of biomass. At the very high levels of 

biomass concentrations they may lost the linearity. 

Therefore, the accumulation of lipid droplets, bioplastics, 

etc. was found to be one of the few exceptions to the rule 

[14] [15]. 

The fundamental electrical property through which the 

interactions are described is the complex relative permittivity 

of the material ( ). It is mathematically expressed as: 

  (1) 

whereas the real part of relative permittivity ( ) describes 

how much energy can be stored by the material from the 

electromagnetic field and the imaginary part of the relative 

permittivity ( ) shows how lossy the material is under the 

electromagnetic filed, both being functions of frequency 

( ). 

The volume fraction of biomass, the cell size and the 

membrane capacitance per unit area could be the possible 

reason to dielectric increment of a cell suspension from high 

to low frequencies. Also, the conductivity of the suspension 

has an effect on the permittivity measured at a particular 

frequency [16], but this effect can be minimized by choosing 

the right frequencies. 

Correct detection and identification of waterborne 

pathogens based on conventional culturing techniques is very 

laborious, time-consuming, and must be completed in a 

microbiological laboratory. These factors make it unsuitable 

for water quality control if a timely response to possible risks 

is required. 

In this work, a quantitative way is demonstrated, to 

measure the electromagnetic properties of algae and bacterial 

cultures by a microwave based, transmission-line, printed 

sensor, at microwave frequencies. For the exemplification of 

the method, Chlorella vulgaris GIEC-179 (fresh water algae) 

and Pseudomonas aeruginosa (gram negative bacteria) were 

chosen for our experiments. 

II. BASIC THEORY OF THE S-PARAMETER 

 
Figure 1. A two-port network with different characteristic impedance. 

Measurement systems do not always work under the 

impedance match condition. Therefore, the general scattering 

parameter was introduced to describe an impedance 

mismatch system. A two-port network system is shown in 

Figure 1. The characteristic impedance at port 1 was , 

while the characteristic impedance at port 2 was  and we 

assume that . The incident power-wave 

amplitude at port 1 is  and the reflected power-wave 

amplitude is , while  and  are the incident and 

reflected power-wave amplitude at port 2, respectively. The 

incident power-wave amplitude  and the reflected power-

wave amplitude  are defined as: 

 
 

(2) 

 
 

(3) 

The scattering parameter matrix connect the incident 

wave and reflected wave and are defined as: 

  (4) 

where ,  and  

while the element in the scattering matrix can be defined as: 

 
 

(5) 

The generalized scattering parameter describes how the 

two-port network with the same impedance can be 

transformed to connect different impedance transmission-

line networks [17]. 
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III. FABRICATION OF TRANSMISSION LINE PRINTED PROBE 

 

 
Figure 2. Design of the printed transmission-airline sensor (Up) (L=30mm, 
W=10mm, d1 & d2 =1.6mm and the copper conductors C1 & C2 = 2.9mm 

and C3 = 1mm printed on FR4 board). 50Ω SMA connector on both sides 

to connect to the VNA (Down). 

The dual-port printed transmission-airline sensor was 

designed to be able to get the sample’s full S-parameters. 

The design details are shown in Figure 2. This strip-line 

probe contains three main sections: one samples holder and 

two adapters (35 mm SMA connector) to connect the probe 

to vector network analyzer (VNA). We have used polar 

Si9000 PCB Transmission line field-solver to design the 

prototype probe. The length of the sample holder L=30mm, 

W=10mm is the width of the probe, d1 & d2 =1.6mm of 

sample holder and conductor C1& C2=2.9mm and C3=1mm 

of 35 µm thick layer of Cu printed on FR4 board platform. 

The size of the strip-line was designed to confirm only the 

transverse electromagnetic (TEM) mode electromagnetic 

wave translating through the sample under test. To meet the 

measurement system impedance, the sample holder’s size 

was connected to a Teflon filled 50Ω transmission line 

section. A no-loss transmission line section can be described 

by two key parameters: inductance and capacitance [17]. 

IV. EXPERIMENTAL PROCEDURE  

A. Measurement Setup 

The measurement instrument VNA HP 8753D (Figure 3) 

was calibrated with the short, open, 50Ω load and through 

(SOLT Maury Microwave, model 8050CK11) calibration 

technique to move the measurement plane from the 

instrument’s ports to the end of the test cables. The printed 

strip line probe was assembled with two SMA 35mm 50Ω 

connectors and the probe was connected with the test cables 

to get the air scattering parameters (Reflection S11 and 

transmission S12). The samples were carefully layered and 

compacted in the printed probe sample chamber. A full 

frequency range from 0.01 GHz to 3GHz was used to get the 

measurement data and the full two-port S-parameter, both in 

magnitude and phase form. 201 data points were acquired. A 

32-point averaging factor was used to minimize the 

systematic measurement errors coming from noise. 

 

 
Figure 3. Measurement setup VNA HP 8753D connected to a microwave 

sensor via coaxial cable. 

B. Sample preparation 

1) Bacterial Cell sample: 

Pseudomonas aeruginosa were inoculated in Luria–

Bertani (LB) medium, culture in waterbath shock incubator 

at 30℃ （ 150 rpm ） for 36h. After that, they were 

centrifuged under 8000 rpm for 5 min and the cell was 

diluted with de-ionized (DI) water until the absorbance 

reached approximately 0.5 (CFU is about 108/mL). The 

initial concentration selected was 1x108 CFU/mL for 

preparing different concentrations of bacterial cell using 

dilution factor 1:10 with DI water. 

2) Algal Cell sample: 

The culture medium used for this Chlorella vulgaris 

GIEC-179 was BG11. The biomass concentration (dry 

weight per liter) of cultures were measured according to the 

method reported previously [18] [19]. Microalgae cells were 

collected, centrifuged and washed with de-ionized water. 

The washed microalgae pellet was dried at 105 ℃ for 10h 

and the dry weight was measured. The initial concentration 

selected was at 2.04 g/L for preparing different 

concentrations of algal cell using dilution factor 1:10 with DI 

water. 

3) Dead Bacterial and Algal Cell preparation: 

Live cells were heated in boiling water (100°C) for 5 

minutes, then centrifuged at 8000 rpm for 5 min and washed 

with DI water. 

V. RESULTS AND DISCUSSION 

A. Different concentrations of Algae and Bacterial 

reflection spectra (S11) 

Figure 4 illustrates the different concentrations of 
bacteria (1x108-1x102 CFU/mL) Pseudomonas aeruginosa 
and algal (2.04 - 2.04x 10-10 g/L) Chlorella vulgaris GIEC-
179 cell reflection-spectral distribution in full frequency 
range of 0.01-3.0GHz, when they set into DI water using the 
microwave sensor. There were two types of reflection 
resonance observed. One in lower frequency range 0.01 
GHz- 1.0 GHz and the other one in higher frequency range 
1.5-3.0 GHz. 
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Figure 4. S11 spectra with different concentration of top Bacteria 

(Pseudomonas aerugiosa) and bottom fresh water algae (Chlorella vulgaris 

GIEC-179). 

The shift of resonance peaks is quite distinguishable with 

respect to their different concentrations. If we look at around 

0.6 GHz, there is a sharp magnitude drop of almost 30dBm 

for bacteria and 22dBm for algal cell. On the other hand, in 

higher frequency range their resonance peak shift is identical 

with respect to their concentration and the decrease in 

magnitude around 12dBm for bacteria and 15dBm for algae. 

It is clear that algae cells reflection resonance peak changes 

are more unique compared to bacterial cell both in high and 

low frequency range. Therefore, the microwave sensor is 

showing significant advantage to determine the bacteria or 

algae contamination in surface water. It could be a potential 

sensing method with greater sensitivity and selectivity for 

real-time monitoring of the water quality. 

B. Mixture of both Algae and Bacterial reflection spectra 

(S11) 

Figure 5 shows the sensor’s response in a mixture of 

algae and bacterial cells. Here, the sensor’s reflection spectra 

are behaving in a similar way with the single cell reflection 

spectra. Again, the resonance of reflection spectra appeared 

as higher peak changes at lower frequency range (around 45 

dBm in 0.01-1.0 GHz) and as lower peak changes at higher 

frequency range (15dBm). The results show that the 

electromagnetic signals are dominated by 100% bacterial 

cell, 25% bacteria+75% algae and 75% bacteria+25% algae. 

However, it is difficult to understand the 100% algae and 

mixture of both (50% algae+50%bacteria) electromagnetic 

behavior. These results are leading us to a better 

understanding of the microwave sensor sensitivity and 

selectivity. 

 

Figure 5. S11 spectra with different concentration of Mixture of both 
Bacteria (Pseudomonas aerugiosa) and fresh water algae (Chlorella 

vulgaris GIEC-179). 

C. Dead and alive of Algae and Bacterial Cell reflection 

spectra (S11) 

Another aspect of this work was to understand the 

differences in electromagnetic behavior of the dead and alive 

cells. The same experiment was ran with both dead and alive 

cells. Figure 6 shows the reflection spectra in the full 

frequency range. It is clearly depicted that there are major 

differences in the reflection spectra between dead and alive 

cells. There is a magnitude drop of 25 dBm at low frequency 

range and a 12 dBm at high frequency range. What is 

different between the dead and alive cells is the frequency 

where the magnitude drops at the higher frequency range. 

The peaks are shifted to lower frequencies for dead cells 

when compared to the living cells. These results show not 

only that the sensor can monitor concentration levels and 

distinguish between different pathogens, but also to assess 

whether the cells are alive or dead, something that is vital for 

water risk assessment for pathogen contamination. 

 
Figure 6. S11 spectral comparison with live and dead bacteria (Bt.)c& 

algae (Alg.) cells. 
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VI. CONCLUSIONS AND FUTURE WORK 

This research was driven by the industrial need for a 

novel, real-time method of monitoring the presence of 

bacteria and algae in water. The printed, transmission-line, 

microwave-based sensor was developed and tested. The 

response of the sensor to bacteria and algae in various 

concentrations, mixture of both and dead & alive cells was 

investigated with respect to their reflected spectral (S11) 

analysis. The results clearly confirmed that the sensor is able 

to accurately determine the concentration of bacteria and 

algae in water, but to also distinguish between the two and 

whether the cells are dead or alive. Thus, our proposed 

method provides both superior sensitivity and selectivity 

compared to other existing methods. It is important to 

mention that, the sensor’s response returned to its original 

position, namely air spectrum, after each water sample 

measurements, confirming that the developed printed, 

transmission-line sensor is reliable, re-usable and thus, a 

sustainable solution for water quality monitoring. 
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Abstract—Water content has considerable influence on soil
pore water pressure and shear strength, potentially leading to
failure in earthworks. This research aims to develop novel
sensors (employing Thick-Film electrodes) intended to detect
changes in soil parameters such as resistivity, porosity and
water content and determine if these are indicative of
earthworks instability (potential slope failure). Using Thick
Film electrodes to measure parameters could be a cost effective
method for condition monitoring. The resistivity output of the
sensors and how it relates to the soil water content needs to be
understood, and a framework of working conditions for this
sensing technology needs to be documented. In this study, the
behaviour of the Thick Film cell developed by the University of
Southampton was tested for a particular soil particle size by
simulating heavy rainfall and rising of the water table within a
soil column. Final results show a consistent response from
Thick Film cell for the specific soil sample used, however, the
direction of infiltration has created a very interesting
difference in resistivity readings that need to be further
investigated.

Keywords- thick film; soil resistivity; water content.

I. INTRODUCTION

Landslides due to heavy rainfall have been a concern in
the UK in recent times, particularly in 2012, when several
incidents caused trains to derail, including Beaminster tunnel
in Dorset, St Bees station in West Cumbria, and the West
Highland line near Tulloch, among others. Not only is the
safety of people a concern but also the cost of disruption to
the rail transport system. As in most developed countries, the
earthworks in the UK supporting the transport system are at
risk due to ageing and a lack of maintenance and renovation
due to the high costs involved [1].

However, predicting landslips has several difficulties.
A significant part of the railway infrastructure dates from the
Victorian age (the mid-nineteenth century), and this
infrastructure does not comply with present design standards.
In the period 1834 to 1841, around 1060km of railways were
built in the UK following nine main lines. Pick and shovel
excavations were used to build most of the soil cuttings and
embankments, with the latter often poorly compacted, and
heterogeneous in composition [2]. Vegetation and climate
can modify the soil water content causing shrink and swell
cycles, which will affect the strength of the soil. Natural
weathering processes also occur and vary with rainfall,
extreme temperatures and biological activity. Additionally,
increases in the speed and weight of railway traffic affect
applied loads and earthworks performance [3].

Railway earthwork failures can have impacts on railway
operations, involving partial or total disruption of the rail
network. Remediation implies significant cost, including the
direct cost of reconstruction, and fines incurred by the track
operator for unexpected line closure or delays to trains.
Therefore, to prevent as much as possible reaching a state
where they may fail and need to be remediated, a more
effective and accurate condition monitoring of assets needs
to be designed and developed, targeting smaller, low-cost
and simpler sensing devices. Condition monitoring should
enable more targeted interventions for earthworks. There is
evidence that proactive maintenance can reduce the total cost
of unplanned repairs considerably, reducing cost by about
60% per metre for London Underground Limited (LUL) [2].

This work tries to relate the water content of the soil with
the soil resistivity/conductivity using printed Thick Film
(TF) sensors, to develop a sensor device to infer changes in
the soil structure due to water cycles using these parameters.
Thick film sensing has been used for other applications such
as water quality and other soil measurements [4]-[6].

The soil water content (θ) is defined as the amount of 
water that is removed when a soil sample is heated at over
100ºC until the maximum weight loss is reached. This
parameter is commonly measured in the environmental field
such as ecology and hydrology including agriculture [7]-
[10], and along with electrical conductivity in many
geotechnical applications [11]-[13].

The Electrical Conductivity (EC) of the soil is defined as
the reciprocal of the soil’s resistivity, which is linked to the
electrical resistance that can be deduced between two
electrodes in a conductive material on application of a
known voltage. There are three possible ways that the current
is able to flow in soils, and these are shown in Figure 1. The
first path is a solid-liquid segment where an exchange of
cations is associated with clay minerals.

Figure 1. Soil sample cross section with pathways of EC [14].
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The second is related to current flow in the liquids due to
the presence of dissolved particles in the water, and the last
is the flow in solids in direct contact with each other [14]. A
key consideration for the TF sensor electrode arrangement is
the potential heterogeneity of the soil, in terms of particle
sizes and the way they pack around the sensor. A large
spacing between electrodes is desirable to monitor larger and
more representative volume of soil, but this can generate
measurement noise due to the increase of the length of the
electrical path between electrodes [15]. Soil
resistivity/conductivity has been directly studied and linked
to water content and used for measurement and assessment
of seasonal water cycles on soil slope stability. A recent
study using a clay soil performed by Hen-Jones et al. (2017)
[3] showed an inverse relationship between soil resistivity
and water content in both laboratory and field experiments
which cycled water content (Figure 2) [3][16]. The
instrumentation used included the Decagon 5TE sensor
which uses a stainless steel electrode array to measure soil
EC, temperature and water content directly. As the Decagon
5TE sensor requires good contact between the electrodes and
the soil, the electrodes were coated with a layer of Nyogel
756 during the experiments.

The electrical resistivity in soil samples has also been
investigated by McCarter (1984) [16] for compacted clay,
including responses of different degrees of compaction and
saturation. Figure 3a clearly shows that resistivity decreases
quickly at high water contents and the rate of change almost
flattens when water content exceeds 20%. Its reciprocal, the
soil conductivity is shown in Figure 3b, in electrostatic units
σesu (σesu=1/ρ·9x109).

The electrical conductivity of the soil (σ) is defined as 
the reciprocal of the soil’s resistivity (ρ) which is linked to 
the electrical resistance (R) given by the equation:

Resistance (R) = V/I (1)

The voltage (V) can be measured across a pair of
electrodes by manipulation of the current, namely a drive
current (I); this resistance generally is a function of the
geometry of the electrodes (Cell), which includes the cross-
sectional area (A) (of the electrical conductivity electrodes)
and length (L) between the electrodes (of the material being
measured).

Figure 2. Water content - resistivity relationships [3]

With these known parameters a cell constant can be
calculated by the following relationship:

Cell Constant (K) = A/L (2)

Thus, the resistivity is expressed as follows:

ρ=R ∙ K  (3)

Conductivity is expressed as follows:

σ=1/(R ∙ K) (4)

The apparatus, characteristics of the soil sample, TF cell
parameters and the methodology used are described in
Section 2. Table 1 lists the three different sets of
experiments that were conducted. The results of each set of
experiments are discussed in Section 3, including
preliminary Tests used to obtain the initial set up. Finally,
Section 4 gives some remarks and future work to follow
given the results obtained.

II. METHODS

The general aim of the set of experiments included in this
paper is to characterise the response of the Thick Film cell
when used to determine the resistivity of a soil sample
subjected to a simulation of seasonal wetting processes. The
TF cell output voltage is used to calculate resistivity and
conductivity of the soil sample over consecutive cycles of
wetting and drying.

TABLE I. EXPERIMENT DATASETS DESCRIPTION

Name
Experiment Description

Drive
Current

Filling
Direction

Draining
Direction

Preliminary 1 - 500 500 µA Top → Bottom Top → Bottom

Preliminary 2 - 250 250 µA Top → Bottom Top → Bottom

Test 1- Orientation 250 µA Top → Bottom Top → Bottom

Test 2- Location a 250 µA Top → Bottom Top → Bottom

Test 2- Location b 150 µA Top → Bottom Top → Bottom

Test 3- Wetting 150 µA Bottom →Top Top → Bottom

Figure 3. Variation in soil resistivity (a) and soil conductivity (b) with
water content [16].
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A. Apparatus

In order to achieve this goal, a series of laboratory
experiments were conducted, using a column of 1.0m height
and 0.255m diameter, with a geotextile and gravel filter
layer at the base to avoid clogging of the drainage pipe.
Following in part the methodology described by
Sophocleous & Atkinson (2015) [15], the soil column was
used to bury the Thick Film (TF) cell at the same depth as a
soil water content probe (a Delta-T Devices ML2x Theta
probe), at 0.20m above the geotextile filter in the bottom of
the column. A schematic representation of this apparatus is
shown in Figure 4. The GP1 Data Logger by Delta-T
Devices™ was used as an instrumentation interface.

For all the laboratory experiments, the soil samples were
subjected to complete cycles of water variation consisting of
wetting (imbibition) phase followed by a draining phase.
Measurements of water content and TF cell output voltage
were recorded simultaneously, and full cycles are plotted and
analysed.

One full cycle started when water was poured directly
into the top of the column, and wetting continued until the
Theta probe reached maximum water content and a column
of water of 0.15m height had formed above the soil sample.
The draining phase was continued for 24 hours after the bulk
of the water in the column had drained out. Some water
continued to drain until the water content reached about 10%
after the first 4 ~ 6 hours. An average of 36% was recorded
as maximum water content, with minimum values of the
water content of 10-12%, as the soil retained some pore
water that was not able to drain under gravity.

B. Sample particle size

The pluviation tube method was used to fill the column
using fraction D of Leighton Buzzard quartz sand. This sand
has particle sizes ranging from 150µm to 300µm. However,
it was observed that after several consecutive cycles of
wetting and drying the sand reorganised its particle size
distribution, moving smaller particles to the bottom of the
column. Therefore a particle size distribution test was made
at the end of each set of experiments to determine sizes
around the location of the sensors. The column was re-built
after each test listed in Table 1.

C. Thick Film cell and drive current

The TF cell (Figure 5) used for the experiments
compensates some of the drawbacks of an earlier
conductivity sensor design used for soil monitoring by using
the principle of ratio-metric symmetry (a balance between
spacing and cross-sectional area) in the configuration of the
electrodes [15]. The TF cell configuration is shown in
Figure 5a. The screen printed electrodes are of gold isolated
by a waterproofing layer, with two sets of electrodes placed
parallel to one another using a custom 3D printed structure
(Figure 5b). The structure allows space for the sample
material to be inserted between the sets of electrodes.

Figure 4. Schematic of apparatus used for experiments.

Figure 5. (a) TF Cell configuration [15] (b) TF cell 3D printed structure
for the TF electrodes.

Each set is composed of 3 electrodes, where the outer
electrodes are driving the current, and the potential of the
cell is measured through the inner electrode on each set. The
TF cell is interfaced by a low power electrical circuit
designed to generate a voltage for conductivity, and the data
logger easily reads this conductivity as a function of output
voltage. This interface circuit allows the AC drive current
amplitude to be varied up to 10mA.

D. Experiments carried out

For Test 1 and Test 2a, the drive current used to
configure the Thick film cell was 250µA, while for Test 2b
and 3 it was changed to 150µA, as this was found to be the
lowest value giving a stable reading of the TF cell.

For Test 1, 2a and 2b the column was filled at the top of
the apparatus allowing the water to drain at the bottom.
Only in Test 3, the water was pumped upwards from the
bottom, followed by draining at the base as in the rest of the
tests (see Table 1).

For Test 1, the orientation of the Theta probe was
changed to vertical. For the rest of the experiments, the
Theta probe was restored to the original horizontal position.
Both sensors, Theta probe and TF cell were physically
closer together for Tests 2a, 2b and 3 than for the
preliminary tests and Test1, which helped to give more
consistent readings.
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III. RESULTS

All water content values presented refer to volumetric
water content, which corresponds to the parameter that is
commonly used in literature and is therefore applicable for
comparison purposes. Preliminary experiments used
induced currents (drive current) of 500µA and 250µA
respectively, and sensor responses were compared. These
initial tests had the objective of providing the basic set-up of
the TF cell.

The first set-up configuration using a drive current of
500µA proved to be inappropriate to obtain the full response
during the wetting phases (labelled 1 on the graphs). As the
soil sample reached maximum water content (~34%), the TF
output voltage suddenly dropped, in addition, very
inconsistent responses were recorded during the draining
phases (labelled 2 on the graphs); the voltage data were
converted to resistivity, and this is plotted in Figure 6. The
range of operation for this configuration was recorded as
resistivity from ~260Ωm to 360Ωm.

For the second set-up using a drive current of 250µA, the
response for the wetting phases was improved, giving a
complete set of measurements during wetting. Figure 7
shows the TF cell resistivity response, where it is evident
that the response over consecutive cycles continued to be
dispersed for both phases but more prominently in the
wetting phases.

The improvement compared to the previous set-up is
notable, but there is still a sharp change when the soil sample
reaches a water content over 33%. Nonetheless, it is less
variable than that of the response using 500µA. Therefore
250µA was chosen as the starting level of drive current to
continue investigating the TF cell response, this time
modifying other parameters.

For all cycles, the voltage (V) applied to the cell and the
cell constant (K) were kept the same; 5V was the maximum
valid output voltage for the interface circuit of the Thick film
conductivity sensor, which also had a cell constant value of
1/15m. Readings from the Theta probe and TF cell were
taken at intervals of 5 seconds. The first cycles of all tests
were removed as the readings are considered outliers due to
the initial dry condition of the sand (which gave a measured
value of less than 0.1% water content).

Figure 6. Water content - resistivity curves for all 500µA cycles.

Only three cycles are presented on each of the following
plots for better visualisation, and in most cases, the re-
wetting and re-draining cycles plotted are those that
immediately followed cycle 1.

A. Test 1

Figure 8 shows the resistivity- water content curves of
three of the five cycles made for Test 1. It can be observed
that there is better repeatability over the draining phases than
the wetting phases compared with the 250µA preliminary
test. The sudden change in resistivity at higher water content
(greater than 33%) was also no longer observed. Resistivity
remains almost flat above 22% water content on all drying
cycles and grows exponentially when the water content is
below that value. Responses during wetting phases show an
exponential decrease in resistivity, although the curves show
significant variations between different cycles.

B. Test 2a

For Test 2a, the drive current was kept at 250µA, and the
orientation of the Theta probe was restored as horizontal.

The location of both sensors was modified, moving them
closer together. This was to try to obtain more consistent
readings, as there was some concern that wetting of the sand
was not occurring uniformly with time across the column.
Figure 9 includes the resistivity-water content curves of three
of the six cycles made for Test 2a. It can be seen that there is
an improvement in the consistency and repeatability over the
wetting phases compared with Test 1.

Resistivity continues to show an exponential trend,
decreasing as water content increases over all the cycles.
Responses during re-wetting decrease in resistivity as the
water content increases up to 30%, then flatten up to 34%,
while all draining cycles decrease exponentially from 34% to
12% water content. The re-wetting cycles still show some
variability between successive cycles. The draining cycles
seem to be missing readings at 33%, where there was an
unexpected decrease in resistivity that was not recorded by
the TF cell since it was outside of its working range.

Figure 7. Water content - resistivity curves for all 250µA cycles.
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Figure 8. Water content - resistivity curves for Test 1 cycles.

C. Test 2b

Keeping the same configuration of Test 2a for the
apparatus, Test 2b includes a change of drive current
provided to the TF cell. As previously stated, the objectives
of Test 2b were to use a drive current of 150µA to keep all
readings within the range of the conductivity sensor output.

As can be seen in Figure 10, the range of the resistivity
registered for all cycles is virtually double that of the
previous experiments, preliminary and Test 1 (100Ωm-
720Ωm) and almost triple that from Test 2a (50Ωm-480Ωm) 
ranging from 200Ωm to 1500Ωm. Re-wetting and re-drying 
phase’s responses both follow the same trend with
decreasing resistivity as water content is increasing.

However, re-drying phases again have lower resistivity
readings compared to re-wetting readings. Measurements
were taken at same 5-second intervals in both phases
showing that the draining phase is much slower. The classic
exponential trend is more explicit over the re-drying than re-
wetting phases. There is an apparent hysteresis when
responses of wetting and drying phases are compared in
Figure 10; while there seems to be a good repeatability over
consecutive cycles the responses follow different trends on
each phase.

The TF cell gives different values of resistivity at the
same water content being measured, e.g., in Figure 10 it is
clearly seen that at 20% water content the value of resistivity
is approximately 500Ωm and 900Ωm for wetting and
draining phases respectively.

Figure 9. Water content - resistivity curves for Test 2a cycles.

Figure 10. Water content - resistivity curves for Test 2b cycles.

A theory to explain this behaviour is shown in Figure
12a. Water is being added rapidly at the top of the column
and allowed to drain at the bottom using only a small hose.
Air trapped in the soil finds it difficult to escape, causing the
water infiltration to be non-uniform. Figure 12b shows the
sample between the electrodes of the TF cell when water is
added at the top of the column, and Figure13b when water is
added slowly from the bottom. The air that may stay trapped
in the soil sample on rapid downward infiltration is the
possible cause of the variation of the TF readings in the
wetting phase, and this theory is supported by the results
obtained on changing the direction of the water in the
wetting phase of Test 3.

D. Test 3

For this test, the drive current was kept as 150µA, and the
direction of filling was modified by adding water from the
bottom, going up through the soil sample at an average flow
rate of 7.68e-6m3/s until a water column of 0.15m height was
formed at the top of the soil sample before draining started.
The average drainage flow rate was a bit higher than filling
with a value of 8.99e-6m3/s.

Figure 11 shows water content-resistivity curves for three
of the eight complete re-wetting and re-draining cycles. It
can be seen that curves during wetting and drying phases
both follow the same exponential trend of decrease in
resistivity as soil water content increases.

Figure 11. Water content - resistivity curves for Test 3 cycles.
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Figure 12. (a) Soil sample showing non-uniform downwards water
infiltration, (b) non-uniform composition of soil/water between the TF

electrodes.

However, the range of values over each phase are slightly
different ranging from 200Ωm to 750Ωm for wetting, and 
100Ωm to 600Ωm for drying. As explained previously, this 
may be because air is no longer trapped in the soil sample
when the water is added from the bottom of the column, as
is shown in Figure 13a. As the water surface moved upward,
it pushed the air in the soil sample uniformly to the top of
the open column.

IV. CONCLUSION

The Preliminary Test, along with Test 1 and 2a had the
purpose of establishing the correct set-up of the
experimental apparatus, including drive current and physical
location of the sensors. The results from these have
demonstrated the importance of setting the correct drive
current for the TF cell. Test 2b and 3 compared the
responses of the TF cell under two different water
infiltration paths, downwards and upwards respectively, and
this difference in the wetting method has created an
interesting difference in the resistivity readings; the
hypothesis of trapped air being the cause needs to be further
investigated.

Resistivity measured using the output of the TF cell
follows the trends in the available literature, including
McCarter (1984) [16] and more recently Hen-Jones et al.
(2017) [3], that show resistivity-water content trends for
compacted clays. These can be seen in Figure 2 which
summarises both works. The values of resistivity in Figure 2
are considerably lower than the values obtained in all
experiments using TF cell. However, the soil samples used
in this paper are sand instead of clay. Higher values were
expected and correspond to soil resistivity generally having
higher values in the sand than in clay soil samples.

Following the results presented, future work includes
characterization of the response for different soil particle
sizes and types (sand to clay), and relation to fundamental
models including parameters of the soil such as density,
porosity, saturation and compaction degrees.

Figure 13. (a) Soil sample showing uniform upwards water infiltration, (b)
uniform composition of soil/water between the TF electrodes.
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