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Foreword

The Fifth International Conference on Sensor Device Technologies and Applications
(SENSORDEVICES 2014), held between November 16-20, 2014 in Lisbon, Portugal, continued a
series of events focusing on sensor devices themselves, the technology-capturing style of
sensors, special technologies, signal control and interfaces, and particularly sensors-oriented
applications. The evolution of the nano-and microtechnologies, nanomaterials, and the new
business services make the sensor device industry and research on sensor-themselves very
challenging.

We take here the opportunity to warmly thank all the members of the SENSORDEVICES
2014 Technical Program Committee, as well as the numerous reviewers. The creation of such a
high quality conference program would not have been possible without their involvement. We
also kindly thank all the authors who dedicated much of their time and efforts to contribute to
SENSORDEVICES 2014. We truly believe that, thanks to all these efforts, the final conference
program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the SENSORDEVICES 2014
organizing committee for their help in handling the logistics and for their work to make this
professional meeting a success. We hope that SENSORDEVICES 2014 was a successful
international forum for the exchange of ideas and results between academia and industry and
for the promotion of progress in the area of sensor device technologies and applications.

We are convinced that the participants found the event useful and communications very
open. We hope Lisbon provided a pleasant environment during the conference and everyone
saved some time for exploring this beautiful city.
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Abstract—Economic online and in-situ field analyses 

applications like discriminated alarming of smoldering fire or 

toxic gas leakages, monitoring of volatile components in 

chemical and biochemical processes, quality monitoring in food 

processing etc., wait for reliable and economic analytical 

solutions by sensor systems. This paper presents various 

innovative mathematical procedures to analyze data from gas 

sensor systems and gas sensor nets: ProSens - an efficient 

mathematical procedure for calibration and evaluation of tin 

oxide gas sensor data, ProCal - a program for batch-wise 

calibration of multi gas sensors and ProSource - a procedure 

for source localization. Applications to real data demonstrate 

the performance of the procedures. 

Keywords: calibration and evaluation procedure; batchwise 

calibration; source location 

I.  INTRODUCTION  

There is a growing need of economic online and in-situ 
field analysis applications like online monitoring of volatile 
components in chemical and biochemical processes, quality 
monitoring in food processing, discriminated monitoring of 
toxic gas leakages, etc. In the last application, it is often 
necessary to find and locate the source of the leakage. In this 
context, isothermally operated metal oxide gas sensors 
(MOGs) with tin oxide as base material are manifold 
introduced due to their high sensitivity, long-term stability 
and low price. Their sensitivity to specific gas components, 
however, cannot be cultivated with high discrimination to 
others. Therefore, other approaches are necessary like a multi 
gas sensor array of MOGs [1][2] or thermo-cyclic operation 
of the MOG.  

For evaluation of the sensor data, powerful mathematical 
evaluation procedures for substance identification and 
concentration determination, even in the case of variable 
environmental conditions like varying humidity, are 
necessary. The calibration of sensor elements is very time 
consuming and expensive. Even sensor elements which are 
fabricated batch-wise have to be individually calibrated for 
good analysis performance. Therefore, economic 
mathematical calibration procedures are useful to reduce the 
costs and the scope of calibration measurements. Last but not 
least, mathematical procedures are needed to locate the 
source of a leakage. 

At the Karlsruhe Institute of Technology (KIT) 
mathematical procedures are developed to meet the above 
mentioned requirements: ProSens – a mathematical 

procedure for calibration and evaluation, ProCal – a 
mathematical procedure for batch-wise calibration of sensor 
elements and ProSource – a mathematical procedure to 
locate the source of a leakage. After some remarks to 
thermo-cyclic operation of the MOG, these procedures will 
be briefly described in this paper and their performance will 
be demonstrated in applications with real data. 

In Section 2, the principles of thermo-cyclic operation are 
briefly discussed. A short outline of the program ProSens 
with two applications to real data is given in Section 3. In 
Section 4, the program ProCal is briefly introduced and its 
performance is demonstrated in an example. In Section 5, the 
program ProSource for source localization is briefly 
described and in Section 6, the results of the paper are 
summarized.  

II. THERMO-CYCLIC OPERATION 

Thermo-cyclic operation means, that the working 
temperature of the sensor element is periodically increased 
and decreased over the time in a triangular shape. 
Simultaneous sampling of the conductance values over the 
time leads to so-called Conductance over Time Profiles 
(CTP) [3][4][5]. These profiles give a fingerprint of the 
surface processes with the gas and represent the gas mixture 
under consideration. The gas specific features of the CTPs 
can be used for component identification and concentration 
determination.  

   
Figure 1. CTPs of dimethyl sulphate (DMS) at various concentration levels 
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Figure 2. CTPs of some gases at a certain concentration level 
 

Figure 1 shows the CTPs of dimethyl sulphate (DMS) at 
various concentration levels with the characteristic shape. 
The working temperature of the sensor element is in the 
range of 100 to 400 degree Celsius. The conductance values 
are recorded only over the growing part of the triangular 
shape.  

Figure 2 shows the CTPs of some gases at a certain 
concentration level. It can be seen that the shapes of the 
various gases are quite different. Therefore, they can be used 
for substance identification using innovative calibration and 
evaluation procedures.  

   

III. PROSENS – A MATHEMATICAL PROCEDURE FOR 

CALIBRATION AND EVALUATION 

As mentioned above, MOGs can be used for ambitious 
analysis applications, if they are thermo-cyclically operated. 
A mathematical procedure for data evaluation has to identify 
an unknown gas sample (classification) to avoid misleading 
results like false alarms. Furthermore, it has to determine the 
concentration of the components of the gas sample. Varying 
environmental conditions like varying humidity or varying 
environmental temperature often influence the measurement 
results. These variations must be incorporated in the 
evaluation model of the mathematical procedure.  

The program ProSens developed at KIT was designed to 
meet the above mentioned requirements. ProSens consists of 
two parts: a calibration part and an evaluation part.  

In the calibration part, ProSens provides the 
mathematical calibration model which is the basis for routine 
data evaluation. The determination of the mathematical 
calibration model is based on calibration measurements 
performed by MOG with thermo-cyclic operation. These 
mathematical calibration models are parametric models. 
Their parameters are transferred to the evaluation part for the 
analysis of unknown gas samples.  

In the evaluation part of ProSens, an unknown gas 
sample is analyzed. That means that a substance 
identification and a concentration determination is 
performed.  

For gas component or compound identification, ProSens 
calculates the so-called theoretical CTP for the calibrated gas 
under consideration and compares this CTP with the 
measured CTP.  

If the measured CTP and the theoretical CTP are close 
together, i.e., a difference value calculated from the sum of 
quadratic differences of every sample point of the measured 
CTP and the theoretical CTP is smaller than a predetermined 
decision value, ProSens identifies the unknown gas sample 
with the related calibrated gas. 

Otherwise ProSens recognizes that the gas sample is not 
the calibrated gas. 

In the case of a successful identification, ProSens 
calculates the concentration of the gas sample. 

In order to demonstrate the performance of the 
mathematical evaluation procedure ProSens, the CTP-data of 
two evaluation experiments of chemical analysis were used, 
first ammonia under various water vapor partial pressures 
and second binary toluene/ethanol-mixtures dissolved in 
water. The experimental details of data acquisition are 
described in [5][6]. 

In the first investigation ammonia was analyzed. To 
perform the mathematical calibration model the CTP was 
measured at different ammonia concentrations (100 ppm, 
200 ppm, 500 ppm, 1000 ppm) and at different water vapour 
partial pressures (529, 1322, 2334 Pa) as well. These 12 
calibration points are visualized in Figure 3. This low 
number of calibration points is important, because it keeps 
the calibration costs low. The graphs of measured and 
theoretical CTP are compared when testing an ammonia 
sample (750 ppm) in Figure 4(a) and in case of a non-
ammonia sample (carbon monoxide with 1000 ppm) in 
Figure 4(b). It is evident that ProSens is able to identify the 
ammonia sample. Table I demonstrates that ProSens can 
determine the concentration of ammonia samples quite well, 
even in the case of varying water vapour partial pressures. 

 

A
m

m
o

n
ia

 C
o

n
c
e
n

tr
a
ti

o
n

 /
v
p

m

Water Vapour Pressure /Pa

529 1322 2334

100

200

500

1000

 
 

Figure 3. Calibration field of only 12 calibration points 
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Figure 4. Comparison of measured/theoretical CTP (a) ammonia sample, (b) 
non-ammonia sample 

 
 

TABLE I. AMMONIA ANALYSIS RESULTS OF 
TEST EXPERIMENTS AT DIFFERENT WATER 

PARTIAL PRESSURES 

Dosed 
concentration 

p(H2O)/Pa Determined  
concentration 

150 ppm 1058 159 ppm 

150 ppm 1587 171 ppm 

350 ppm 1058 329 ppm 

350 ppm 1587 373 ppm 

 
In a second example, the CTP-data of binary 

toluene/ethanol mixtures dissolved in water were used for 
chemical analysis. Also in this case only 12 calibration 
points were used in the calibration procedure (Figure 5). 
Three further binary toluene/ethanol-mixtures (analysis test 
points, Figure 5) and a non-toluene/ethanol-mixture were 
analyzed for demonstration of the performance of ProSens. 

The analysis proves that the evaluation procedure is able 
to identify toluene/ethanol binary mixtures and to detect non-
toluene/ethanol-mixtures as well. This is due to the fact that 
in the second case the difference between the theoretical 
CTP and the measured CTP is significantly big (Figure 6) in 
comparison with the negligible difference in the first case 
(Figure 7). 

 
 

 
Figure 5. Calibration field and analysis test points of toluene/ethanol 

mixtures dissolved in water at constant temperature. Sensor signals were 
sampled using a gas carrier sample. 

 

 
Figure 6. Comparison of measured and theoretical CTP of  

a non-toluene/ethanol-mixture 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. Comparison of measured and theoretical CTP of a  
toluene/ethanol binary mixture 

 
TABLE II. RESULTS OF THE ANALYSIS TESTS 

Dosed 
concentrations 

Determined 
concentrations 

Time 
delay∗/days 

25/2 23.4/2.1 1.25 

100/5 95.3/5.4 1.0 

200/1 200.1/0.9 1.5 

∗Time delay of the analysis test experiment after having 

finished the calibration data sampling 

 
The CTP-analysis resulted in rather accurate estimations 

of the VOC-components (error < 10%), see Table II. 
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IV. PROCAL – A MATHEMATICAL PROCEDURE FOR 

BATCH-WISE CALIBRATION 

For economic reasons, MOGs are typically fabricated in 
batch production. For technological reasons, production 
fluctuations are unavoidable which lead to fluctuations of the 
gas sensors specific features, e.g., manifested in CTP shape 
variations in the case of thermo-cyclic sensor operation. 

Although the signal patterns (e.g., CTPs) of the various 
sensor chips of a production line are similar, each sensor 
chip has to be costly calibrated, in order to yield a high 
analytic performance. The same is true if a sensor chip has to 
be exchanged in case of a defect or if a sensor chip has to be 
recalibrated in case of long-term drifting.  

The basic idea of ProCal is that only one single sensor 
chip (the so-called class reference chip) of the production 
line is measured at all calibration points (typically 5 
calibration points for a single gas analysis application) and 
its signal patterns are sampled. Every other chips of the 
production line are measured at only one calibration point 
(the so-called reference point). 

Next, for every sensor chip a mathematical function (the 
so-called approximation function) is determined which fits 
the signal pattern of the reference point, yield by the 
reference chip, to the signal pattern yield by the 
corresponding sensor chip in a best manner. That means that 
for each sensor chip excluding the reference chip a sensor 
specific approximation function is obtained. 

With these approximation functions, the signal patterns 
of the reference chip are numerically calculated for all the 
other calibration points of the corresponding chips of the 
batch. This means that the signal patterns for the other 
calibration points do not have to be measured but can be 
approximated by numerical calculation. This results in a 
significant reduction of the calibration measurements by 
approximately factor 5. 

The whole procedure is sketched in Table III with sensor 
s1 as the reference chip and concentration con3 as the 
reference point. 

Furthermore, ProCal is able to find the “optimal” 
reference chip and to recognize a priori which sensor chips 
of the production line cannot be calibrated with this 
procedure.  

To demonstrate the effectiveness of ProCal, an 
application was performed with eight thermo-cyclically 
operated gas sensors which were exposed to 0 ppm, 250 
ppm, 500 ppm, 1000 ppm and 2000 ppm CO in humidified 
synthetic air (50% rH, 21°C), as described in [7].  

In ProCal, only the CTPs of the reference concentration 
point (here at 500 ppm CO) of every sensor (Figure 8) are 
used to calculate sensor specific approximation functions. 

ProCal recognizes that sensor S4 is the best choice for 
the class-reference chip. 

Furthermore, ProCal a priori determines sensor S3 as an 
outlier which cannot be calibrated with this procedure. 

 
 

 

TABLE III. SCHEME OF THE CALIBRATION 
PROCEDURE 

            s1       si  

con1   m        n  

con2   m        n  

con3   m    m  

con4   m        n  

con5   m        n  

s1: class reference chip 

si = 2,3,..(other sensors) 

m:meas. signal pattern 

:approx. function fi  

n: num. calcul. with fi 

con3: ref. calibr. point 

fi:CTP(s1,con3)-
>CTP(si,con3) “optimal” 

fi: CTP(s1,conj)-
>CTP(si,conj), j=1,..,5 

fi:CTP(s1,con3) -> CTP(si,con3) “optimal” 

fi: CTP(s1,conj) -> CTP(si,conj), j = 1,..,5 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. CTPs of eight sensors at reference point 500ppm CO. Sx means 
sensor x 
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Figure 9. Measured and approximated CTP of S3 at reference point  
500 ppm CO 

 

Indeed, Figure 9 shows that the difference between 
numerically calculated CTP (using the relevant 
approximation function) and the sampled CTP is strikingly 
big for sensor S3 at reference point 500 ppm CO. 

To demonstrate how well the numerically measured CTP 
fits the sampled CTP, the data of S2 at 1000 ppm CO are 
visualized in Figure 10. Similar results are obtained at all 
calibration points of the other sensors except the a priori 
excluded sensor S3. 
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Figure 10. Comparison of measured CTP and approximated CTP of sensor 

S2 at exposure of 1000ppm CO 
 

TABLE IV. ANALYSIS RESULTS IN PPM CO 

DC S1 S2 S3 S5 S6 S7 S8 

0 13 11 -4 5 10 15 2 

250 258 250 205 234 247 262 240 

500 495 495 495 495 495 495 495 

1000 948 988 1180 1007 1014 951 1004 

2000 1801 1984 2559 1943 1977 1788 1937 

MD 9.95 1.2 27.9 6.4 1.4 10.6 4.0 

*DC: Dosed concentration, MD: Maximum deviation from 
DC in % (DC≠0) 

For the determination of the mathematical calibration 
model with ProSens, only the measured CTPs at the 
reference point 500ppm were used. All the other CTPs 
needed for the determination of the calibration model were 
not measured but calculated. Table IV shows the analysis 
results achieved by ProSens. The relative analysis errors in 
all considered cases are less than 11%, except for the a priori 
excluded sensor S3. These errors are comparable with those 
obtained when using sampled data. 

V. PROSOURCE - A PROCEDURE FOR SOURCE 

LOCALIZATION  

Based on concentration measurements from spatially 
distributed gas sensors si (gas sensor network), the location 
of a gas source (e.g., from a leakage) is to be determined. To 
solve this problem it is assumed that the emitted substance is 
transported by advection caused by a known homogeneous 
wind field in x-direction and by diffusion.  

The basic idea of the procedure ProSource [8][ 9] is to 
use a two-step approach for the source localization. 

In the first step, for each sensor si, located at xi, the set of 
points Pi is determined, on which the source can lie, taking 
only the specific concentration measurement Ci of sensor si 
into account. 

In the second step, an estimate for the source position x0 
is evaluated by intersecting the sets Pi. 

A. Determining P i  

Each set Pi is given by:  
 
(1)            (1) 
 
Here, for a fixed but unknown source rate q0 and the 

measured concentration Ci, the set Pi forms an oval in the x-
direction. For different assumed source rates q0 the oval sets 
Pi for one sensor si are plotted in Figure 11. 

 
 
 

 
 
 
 
 
 
 
 
 
 
Figure 11. Potential source positions for sensor si for different source  

rates q0 

B. Estimating the source position x0 

Like for one sensor in Figure 11, ovals can be calculated 
for all m sensors of the sensor network. Thus, all m ovals 
intersect at the source position x0, if the source rate, used to 
generate the ovals, equals the true value q0. This is 
demonstrated in Figure 12. In this case, four gas sensors are 
applied. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12. Intersection of all m sets Pi at the source position x0 for the 
undisturbed case and the true value of q0 

Figure 12 demonstrates that in the undisturbed case the 
intersection of the curves is the source position of the gas 
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leakage with the corresponding source rate. In the disturbed 
case, ProSource calculates an estimated source position and a 
corresponding estimated source rate that minimize the 
geometric error of all ovals.  

VI. CONCLUSIONS 

In this paper the mathematical procedures ProSens, 
ProCal and ProSource have been shortly described and their 
performances have been demonstrated with examples using 
real measurement data. 

The examples demonstrate that the procedures developed 
at KIT are powerful tools for economic online and in-situ 
field analyses applications. ProSens is an efficient 
mathematical procedure for evaluation of tin oxide gas 
sensor data, even in the case of variable environmental 
conditions like varying humidity. ProCal is an economic 
mathematical procedure for batch-wise calibration of multi 
gas sensors, useful to reduce the costs and the scope of 
calibration measurements. ProSource is a robust and fast 
procedure for source localization based on spatially 
distributed concentration measurements.  

ProSens is designed to analyze only one gas mixture 
under consideration. But in many applications a multitude of 
different gases may occur, for example in detecting cable fire 
in a cable slot at a very early point of time but with high 
discrimination to other gases. Depending on the various 
coating materials of the cables, a variety of gases or gas 
mixtures can be emitted which have to be simultaneously 
identified and analyzed for early detection of such a 
developing risk. For this reason, ProSens has to be extended 
in a next step to meet these requirements.  
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Abstract — Current search on miniaturized humidity sensors 

primarily emphasizes issues related to integration and 

technological aspects. In this context, research efforts have 

been focused on developing sensors with Carbon Nanotubes 

(CNT) because of their promising sensing characteristics. 

However, there are challenges related to their application in 

commercial devices such as sensitivity, compatibility, and 

complexity of miniaturization, among others. In this work, we 

report the study of the electrical behavior of Multi-Walled 

Carbon Nanotubes (MWCNT) material deposited between 

interdigitated electrode structures by means of 

Dielectrophoresis (DEP), which is a simple and cost-effective 

method for deposition in micrometric regions. A fast and 

remarkable increase of electric resistance (up to 2.3 times) was 

noticed in the tested devices as a function of the concentration 

of water vapor, thus, these devices play an important and 

promising role for the development of integrated humidity 

sensors. 

Keywords: Carbon Nanotubes, Dielectrophoretic Deposition, 

Humidity Sensors. 

I.  INTRODUCTION  

Nanomaterials have been drawing a lot of attention from 
scientific community to their potential applications in several 
areas. Many efforts are focused on obtaining nanomaterials 
in large scale, or on the analysis of their physical and 
chemical properties, as well as their application in the 
technological area. Because of their interesting properties, 
they have stimulated the development of new gas sensors 
[1]. 

Among the various kinds of nanomaterials for humidity 
and gas sensing applications, Carbon Nanotubes (CNT) are 
interesting alternatives due to their remarkable characteristics 
such as high specific area, good electric conductivity, high 
mechanical and chemical stability [2]. In addition, their 
capability to change electrical characteristics at room 
temperature in contact with low concentration gases has been 
published in several works [3] [4]. Moreover, a lot of 
research has been focused on answering open questions 
about electrical conduction and sensing mechanisms of CNT 
[5] [6]. 

CNT can be divided essentially into two categories: 
Single-Walled (SWCNT) and Multi-Walled (MWCNT) 
carbon nanotubes. Although SWCNT present advantageous 
characteristics for electrical devices and gas sensors 
development due to their purity, experimentally MWCNT 

have been more attractive because they can be produced in 
large industrial scale, reducing the production cost in 
comparison with SWCNT. Various methods have been 
developed for integration or deposition of CNT over the 
surface of devices [7]-[9]. In particular, Dielectrophoresis 
(DEP) is a simple, versatile and cost-effective method to 
deposit and to align CNT on pre-fabricated electrodes 
immersed in solutions without post-processing procedures. 
Another advantage of DEP is its compatibility with existing 
microfabrication capabilities, because this process is 
conducted at room temperature, in noncorrosive solutions, 
and at low voltage. The Dielectrophoretic Force (FDEP) arises 
when an external non-uniform electric field is applied 
between electrodes immersed in a CNT solution, inducing 
dipole moment in the nanotubes. The polarized CNT will 
suffer the action of the FDEP, promoting their motion toward 
regions of higher electric field gradient, aligning them in 
parallel with the electric field lines when their permittivity 

(εp) exceeds the permittivity of the suspending medium (εm), 
otherwise they will be repelled. The CNT deposition by DEP 
method depends on other parameters such as amplitude, 
frequency, total time of the external applied voltage, CNT 
morphology, electrode geometries, and solution properties 
[10]. 

In this work, we investigate the electrical response of 
CNT deposited by DEP on interdigitated electrodes towards 
the development of integrated humidity gas sensors 
considering that commercial humidity sensors are usually big 
and slow. The search for fast and reliable sensors, integrated 
and compatible with microelectronic circuits is a current 
need. This paper is organized in four sections:  Section I 
presents the advantages of CNT and the DEP process for 
humidity sensors development; Section II details the 
experimental procedure for devices fabrication and 
characterization; Section III shows and discusses the results 
of CNT deposition by DEP and the electrical 
characterization of the sensors in humidity environment; the 
conclusions and perspectives are described in Section IV. 

II. EXPERIMENTAL PROCEDURE 

A. Devices Fabrication 

The fabricated devices were based on interdigitated 
electrode geometries [11]. Our devices are composed of two 
interdigitated aluminum (Al) electrodes (A and B), with five 
fingers each, deposited by sputtering over a planar glass 
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substrate. As seen in the inset of Figure 1, each finger is 
composed of triangular geometries to concentrate the electric 
field during the DEP process and, consequently, to obtain 
CNT “bridges” between them. The minimum separation 

distance between electrodes is around 6 µm, and the CNT 
bridges will form parallel resistive elements between 
electrodes along the fingers. 

 

 
Figure 1.  Interdigitated electrodes for CNT deposition. The inset shows 

the minimum distance between electrodes where CNT are deposited to 

form bridges. 

The CNT used in this work were CVD-grown MWCNT 
(catalog n. PD15L520, from Nanolab Inc, USA), which were 
functionalized for DEP according to the protocols described 
in [12]. The CNT solution was applied directly onto the 
samples. The DEP CNT deposition was carried out with the 
setup illustrated in Figure 2, as follows: a sinusoidal signal 
with V = 10 Vpp and f = 2 MHz was applied for 60 minutes in 

the circuit by a function generator. A 1 kΩ shunt resistor was 
included to allow monitoring the DEP current and protecting 
the generator in case of short circuit in the electrochemical 
cell. The oscilloscope monitored the applied voltage and the 
current in the process. 

  

 
Figure 2.  Setup applied for CNT dielectrophoretic deposition. 

 After the deposition process, the samples were rinsed in 
ethanol and left to dry in air. The fabricated devices were 
observed by Scanning Electron Microscopy (SEM) with a 
FEI NOVA NanoSEM 400 microscope. 

B. Electric Characterization 

All the samples were characterized before and after CNT 
deposition inside a controlled environment (from dry N2 to 
N2 saturated with H2O vapor), by using the experimental 
setup illustrated in Figure 3 [13]. The N2 was chosen as 
“background” environment to verify the sensitivity of the 
devices only for water vapor, avoiding the influence of other 
gas species. In this setup, the devices were inserted in a 
small-volume test chamber (300 µL), and the electrical 
measurements were performed with a Semiconductor 
Parameter Analyzer, model HP 4156A. The humidity levels 
into the chamber were established by adjusting 
simultaneously the fluxes of dry N2 and N2 saturated with 
H2O through the needle valves and flowmeters. The 
electromagnetic valve allowed controlling the time intervals 
of dry and wet injections.  

 

 
Figure 3.  Experimental setup for electrical characterization of the devices 

under controlled humidity environments. 

Before the humidity tests, the devices were dried into dry 
N2 for several minutes. The influence of the deposited CNT 
was characterized by measuring the electrical resistance 
between the interdigitated electrode fingers. These 
characterizations were conducted as follows: first, the 
electrical resistances of the devices were monitored along the 
time by varying the humidity from 0 to 100% in N2 

environment (with steps of dry N2 for 200 s and wet N2 
for 20 s). Second, they were submitted to injection steps of 
saturated wet N2 to evaluate the response repeatability. It is 
important to remark that the devices were also submitted to 
the same electrical characterization procedures before the 
CNT deposition [13], with the aim to stabilize the Al 
electrode surfaces and avoid additional oxidation during the 
tests with CNT.   

III. RESULTS AND DISCUSSION 

Figure 4 shows DEP deposition aspects obtained on the 
devices. The results indicate the presence of CNT in several 
regions of the devices, but preferentially deposited at the 
apex of triangular geometries where the DEP electric field is 
stronger (Figures 4a and 4b). The applied DEP parameters 
allowed the formation of nanotube “chains” linked to each 
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other; however, an inhomogeneous deposition among the 
electrodes was noticed (Figures 4c and 4d). The hypothesis 
for this inhomogeneity can be related to the nanotubes 
deposited in the beginning of DEP which could generate 
distortions in the applied electric field along the process. 
Then, the more CNT deposition, the more inhomogeneity 
could occur.  

 

      (a) (b) 

 
(c) (d) 

Figure 4.  (a) Interdigitated electrodes after DEP CNT deposition; 

(b, c, d) Detail of CNT bridge between electrodes.  

The devices presented a remarkable sensitivity to detect 

water vapor within a wide range of concentration. As shown 

in Figure 5, the device presented very fast increase and 

decrease of the resistance for humidity and for dry 

environment, respectively.  
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Figure 5.  Device resistance along the time for several humidity 

conditions.  

The response and recovery times are about only 3 s, i.e., 

the time necessary to reach 63 % of total resistance variation 

for each humidity level tested. This result indicates that the 

interaction between water vapor and CNT is mainly 

dominated by physiosorption with weak bonds. As it takes 

some time to break these weak bonds, probably due to the 

water molecules trapped into the agglomerated of the CNT, 

the total recovery time was about 90 s. The devices 

recovered their original characteristics, and they did not 

show evidences of changes occurred by permanent oxidation 

or poisoning, thus, there was no need to heat or to expose the 

devices into vacuum environment, as reported in other works 

[14]. The Al oxidation [15] was considered negligible in our 

analysis because the devices were also exposed and 

characterized into oxidant environment before the CNT 

deposition, and no significant changes were noticed. 

The overall electrical response of these devices is the 

result of several CNT resistors in parallel configuration.  

Under dry N2 environment, the resistance measured is related 

mainly to the existence of metal-CNT and CNT-CNT 

interface contact resistances [13]. The increase of this 

resistance in humidity environment occurs because the CNT 

have p-type semiconductor behavior, and its resistivity tends 

to increase due to charge transfer from H2O molecules to 

CNT, thereby depleting the hole density in the CNT 

[16]-[18].  
  The devices showed repeatability of relative resistance 

measurements in the humidity range tested, with a well-
defined trend. The relation between relative resistance R/R0 
and humidity shows no linear behavior (Figure 6), but the 
hysteresis is very low (about 7 %), which allow the devices 
to measure environments with increase or decrease of 
humidity levels with low dispersion. Results depicted in 
Figure 5 and summarized in Figure 6 show a clear 
correspondence between the device resistance and the 
environmental humidity. Naturally, additional careful 
measurements are needed to determine the accuracy and 
precision of the sensor. 

 

0 20 40 60 80 100

0,8

1,0

1,2

1,4

1,6

1,8

2,0

2,2

2,4

 

 R
/R

0

Humidity (%)

 Increase Humidity

 Decrease Humidity

 
Figure 6.  Relative resistance vs humidity for CNT device.  

Figure 7 shows the response of the device for successive 
injections of water saturated N2.  
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Figure 7.  Electrical response for successive injections of humidity saturated 

N2. Test steps: dry N2 (200 s) and N2 saturated with H2O vapor (20 s).  

One can verify a drift in the response, but it tends to 
stabilize after some injections. Moreover, the electrical 
resistance returns to the initial level because there is no 
sensor poisoning or significant oxidation of the electrodes 
after wet environment exposure, as described before. 

IV. CONCLUSIONS 

Miniaturized CNT resistive sensor devices were 
fabricated by applying DEP deposition. The electrode 
geometries and DEP parameters allowed CNT deposition 
preferentially localized. However, reduced DEP times must 
be experimented to promote CNT deposition only in the 
regions with stronger electric field. Water molecules 
adsorbed on CNT surface increase the electrical resistivity of 
this nanomaterial, and its value is dependent on water vapor 
concentration in the environment Experiments with other 
oxidant environments (including a background with 
synthetic air instead N2) will be carried out aiming to obtain 
the selectivity of the sensors for practical applications. 
Although additional studies must be carried out to improve 
the sensors, they showed fast response, sensitivity even for 
low humidity level, and no evidence of poisoning, which is 
promising for the development of integrated sensors for 
industrial, agricultural and environment control applications. 
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Abstract—The resistance of platinum thin-film was reduced by 

carrier density increment in the presence of hydrogen gas. The 

resistance change depended on the thickness of the platinum. 

Using these phenomena, a bridge-type hydrogen sensor, which 

converted this resistance change into a voltage change, was 

developed. The developed sensor was able to detect hydrogen 

at room temperature. Furthermore, we suggest a method in 

which the response and recovery time is accelerated by 

applying a pulse voltage to the sensor. The developed sensor 

can use DC and AC voltage as the driving power source.  

Keywords-platinum; hydrogen sensor; bridge circuit; thin-film. 

I.  INTRODUCTION  

A large amount of energy is being consumed and fossil 
fuel is mainly used as the energy resource. However, the use 
of fossil fuel is exacerbating the greenhouse effect and there 
is a finite supply of fossil fuel. Therefore, a new energy 
resource as an alternative to fossil fuel is required. Recently, 
hydrogen has been attracting attention as a new source of 
energy. However, when the concentration of hydrogen is 
more than 4.1%, it is liable to explode. Therefore, the 
development of a hydrogen sensor that can detect low 
concentrations of hydrogen is required. Several types of 
hydrogen sensor have been reported, including those based 
on catalytic, thermal conductivity, electrochemical reaction, 
resistance change, work function change and optical change 
[1]-[10]. A metallic resistance change type sensor (resistance 
based) can operate at room temperature and the structure of 
this sensor is simple. Generally, this hydrogen sensor uses 
Palladium (Pd) as the hydrogen storage metal. While Pd has 
a good response toward hydrogen, its durability is weak. To 
address this issue, we developed a hydrogen sensor using 

Platinum (Pt) instead of Pd [11] and the resistance of the Pt 
thin-film was reduced by the carrier density increment in the 
presence of hydrogen gas. Moreover, it was clarified that the 
resistance change depended on the thickness of the Pt [12] 
because of the carrier density change caused at only the Pt 
surface. To develop a practicable hydrogen sensor made of 
Pt thin-film, a bridge circuit using four Pt thin-film 
resistances was investigated. It is advantageous that the 
bridge circuit sensor can reduce environmental noise and off-
set signal. Moreover, it can convert resistance change to 
voltage change and can detect hydrogen concentration by 
voltage change. In this study, two bride types of sensor, 
which consist of one or two hydrogen sensitive thin-film 
resistances (Type 1 and Type 2), were developed. Then, the 
hydrogen response of these two sensors was evaluated. 
Moreover, the effect of pulse voltage applied to the sensor 
was investigated in order to improve the response and 
recovery time (time taken to achieve a 90% response to a 
step change). Section II describes schematic of sensing chip 
and experimental procedure. Section III describes the result 
and discussion. Section IV addresses the conclusion. 

II. EXPERIMENTAL PROCEDURE 

A. Schematic of sensing chip 

Figure 1 shows a schematic diagram of the sensing chip. 

The sensing area consists of four resistances (R1 – R4) and 

these resistances can be regarded as a bridge circuit. In this 
study, two types of thin film having different resistances, 

were fabricated. When the sensor is exposed to hydrogen, 

the thin layer, which has high resistance, is greatly reduced 

and the thick layer, which has low resistance, decreases 

slightly.  

Figure 1. Schematic diagram of the hydrogen sensor.
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Therefore, the resistance change can be measured by the 
bridge circuit and this resistance change depends on the 
hydrogen concentration. The whole sensor is 3 mm × 5 mm, 
and each resistance size is 0.5 mm × 0.1 mm. This sensor can 
also reduce environmental noise using the same material.  

B. Production procedure of sensing chip 

Figure 2 shows the production procedure of this sensor. 
First, glass substrate is cleaned by ultrasonic cleaning in 
acetone and ethanol alternately. Next, the surface of the glass 
substrate is coated by photoresist using a spin coating 
machine and baked for 90 s at 110 °C. After that, the glass 
substrate is irradiated with ultraviolet rays through a mask 
pattern of the circuit and immersed in a developer solution. 
Subsequently, the glass substrate is baked in 5 min at 60 °C 
and a metal film is deposited on glass substrate by sputtering. 
Finally, the fabricated circuit is cleaned by ultrasonic 
cleaning. From the above procedure, only metal remains on 
the circuit (Figure 1 (a) ~ (f)).These processes are repeated 
three times. In the first process, an electrode layer is formed 
by titanium (Ti) (50 nm) (Figure 1 (1)). Next, the reaction 
layer is formed by Pt (5 nm) on Ti (3 nm) (Figure 1 (2), (3)). 
Finally, the low reaction layer is formed by Pt (20 nm) 
(Figure 1 (4)). In this study, two types of bridge sensor, Type 
1 and 2, were fabricated as shown in Table 1. 

TABLE I.  THE THICKNESS OF EACH RESISTANCE 

 

C. Measurement condition 

The hydrogen sensor must be able to detect a hydrogen 
concentration of less than 4.1% because the hydrogen 
concentration range of explosion is between 4.1% and 74.2%. 
In this study, gases of air (80%-nitrogen and 20% oxygen) 
and 1%-H2 (1%-hydrogen and 99%-air gas) were prepared in 
order to evaluate the hydrogen response. Three volts are 

applied to input terminals (Figure 1 (b)-(d)) of the sensor as 
the driving power source. Then, when gases are injected into 
the chamber for 5 minutes alternately, the voltage between 
the output terminals (Figure 1 (a)-(c)) is measured. When 
DC voltage is applied to the sensor as the driving power 
source, the wiring affects the output. To reduce the effect of 
the wiring, AC voltage (6Vp-p, 1Hz) is applied to two 
terminals (Figure 1 (b)-(d)) of the sensor as the driving 
power source. In this case, the terminal voltage of the other 
two terminals (Figure 1 (a)-(c)) is measured as well as the 
DC measurement.  

D. Improvement of response time 

The conventional hydrogen sensor has the problem of 
slow response time. In this study, in order to accelerate the 
response time, it was attempted to accelerate the reaction by 
increasing the temperature of the sensor. Therefore, pulse 
voltage (40 V) was applied to the sensor for 3 s. As 
mentioned above, the gas is changed from air gas to 1%-H2 
gas to fill the chamber with 1%-H2 and the pulse voltage is 
applied to the sensor to reduce the response time by 30 s 
after changing the gas (waiting time to fill gas). In the same 
way, the pulse voltage is also applied to the sensor to reduce 
the recovery time as well as the response time by 30 s after 
changing the switch from H2-1% gas to the air gas to fill the 
chamber with the air gas. 

III. RESULT AND DISCUSSION 

Figure 3 shows the hydrogen response of the developed 
sensor using DC measurement. Output of Type 1 and Type 2 
increased in the presence of hydrogen gas. Here, R1, R2 and 
R4 of Type 1 are the same because the film thickness is the 

same. Therefore, the output of E is given by (1). 

     EEi (R2 – R3)] / [2(R2 + R3)]    

Moreover, in the case of Type 2, R1 is equal to R3, and R2 is 
equal to R4 because the film thickness is the same. 
Consequently, the output voltage is given by (2) 

 

 

 

 
Figure 2. Schematic diagram of fabrication process for the hydrogen sensor.

 R1 (Pt/Ti) R2 (Pt/Ti) R3 (Pt/Ti) R4 (Pt/Ti) 

Type 1 20 nm/3 nm 20 nm/3 nm 5 nm/3 nm 20 nm/3 nm 

Type 2 5 nm/3 nm 20 nm/3 nm 5 nm/3 nm 20 nm/3 nm 
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     EEi (R2 – R3)] / (R2 + R3)    

When the sensor is exposed to the hydrogen gas, R2 (Pt/Ti 
=20 nm/3 nm) and R3 (Pt/Ti = 5 nm/3 nm) are reduced by 
carrier density increment. Moreover, the resistance change 
depends on the thickness of the platinum. The results of 
reference [12] show that Pt/Ti (20 nm/3 nm) decreased 0.14 
Ω and Pt/Ti (5 nm/3 nm) decreased 5.8 Ω. Therefore, the 
output increased because the change of R2 and R3 is different. 
Compared with Type 1, output of Type 2 is larger. Type 2 is 
useful as a sensor. As for the response time, the 90% 
response time in the case of no pulse voltage was about 210 s. 
When the pulse voltage is applied, the total response time 
and waiting time (30 s) is about 50 s. After pulse voltage is 
applied, the output becomes saturated in 20 s because high 
voltage was applied to the sensor and the temperature of the 
sensor increased by joule heat. Moreover, the recovery time 
is more than 12 h when the pulse voltage is not applied. 
However, when the pulse voltage is applied, total recovery 
time and waiting time (30 s) is about 50 s. After the pulse 
voltage is applied, the output became about 0 V and was 
saturated in 20 s. The reason for accelerating the response 
and recovery time is described below.  

This sensor uses the chemical change of (3), (4). 

        H2 ⇄ 2H+  + 2e-        

       4H+ + O2- + 2e- ⇄ 2H2O     

Therefore, heating a sensor is a simple method of increasing 
the speed of the reaction rate.  The Arrhenius equation (5) 
shows the reason for this, 

         k = A×exp (-Ea/RT)      

where k, A, Ea, R, T are the rate constant, constant, 
activation energy, gas constant, and absolute temperature, 
respectively. The more T is increased by heating and the k of 
(5) is increased, the greater the reaction of (3), (4) is 
accelerated. For these reasons, the response and recovery 
times are accelerated. Therefore, the pulse voltage 
application is useful for accelerating the response. Moreover, 
in this study, the sensor is heated by pulse voltage only when 
the heating is required. In such a way, power consumption 
can be reduced. Figure 4 (a) shows the hydrogen response of 
the developed sensor using AC measurement. As shown in 
Figure 4 (a), it is difficult to show the hydrogen response 
because of the offset effect. To solve this problem, the 
instrumentation amplifier (AD627AN) was used. The offset 
is canceled by the antiphase of the sensor output. The gain of 
instrumentation amplifier is 5. Figure 4 (b) shows the 
hydrogen response of AC measurement using the 
instrumentation amplifier. The output increased by the 
presence of hydrogen gas and the hydrogen response could 
be detected clearly. Moreover, the response and recovery 
time is accelerated, as well as the use of DC voltage as the 
driving power source.  
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Figure 3. Hydrogen response characteristics of Type 1 and Type 2 operated with DC power supply. 

 
Figure 4. Hydrogen response characteristic of Type 1 and Type 2 operated with AC power supply, and pulse heating effect. 
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IV. CONCLUSION 

A bridge circuit type hydrogen sensor was developed 
utilizing the principle of electrical resistance change in Pt 
thin-film. This sensor can detect hydrogen concentration at 
room temperature. In addition, DC and AC voltage was used 
as the driving power source and the voltage change caused 
by the hydrogen sensor was detected when using AC voltage, 
which can reduce the effect of the wiring. Moreover, the 
response and recovery times became shorter by applying 
pulse voltage to the sensor. In future research, the developed 
sensor will be evaluated under various condition to apply to 
practical use such as hydrogen station and fuel cell vehicles. 
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Abstract—An ultrathin film sensor, consisting of two serially 

connected Pt/Ti films with different sensitivity to obtain the 

output voltage, was developed. The hydrogen sensor, based on 

the electrical resistance change of Pt thin films upon exposure 

to hydrogen gas, is operable at room temperature. However, 

two different Pt/Ti films showed different temperature 

coefficient of resistance, so the output voltage changed by 

temperature change. In order to solve this problem, we 

developed a self-temperature compensation technique by  
optimized combination of Pt thickness and Ti thickness. As a 

result, the hydrogen sensor showed good stability against 

temperature change.  

Keywords-hydrogen sensor; platinum thin film; catalysis. 

I.  INTRODUCTION 

Hydrogen energy is attracting attention as a clean energy 
in fuel cells, and the number of applications is growing. 
However, hydrogen has a wide range of explosive 
concentrations (4-75% in air) and hydrogen atoms are very 
small. Therefore, there is a risk of leakage and a method of 
detecting hydrogen leakage is required. Generally, sensors 
for detecting hydrogen leakages in multipoint should have 
high sensitivity, be low cost and have low power 
consumption. Many types of hydrogen sensors, such as 
semiconductor sensors [1][2], Field-Effect Transistors (FET) 
sensors

 
[3]-[7], and metallic resistance change type sensors 

[8]-[10]
 
have been studied. Semiconductor sensors operated 

above 300 °C are conventionally used, while FET and the 
metallic resistance change type sensors can detect hydrogen 
gas by using the work function change and electrical 
resistance change in catalytic metals at room temperature, 
respectively. Moreover, the metallic resistance change type 
sensors that use Palladium (Pd) are simple, so this sensor is 
suitable for mass production. However, a serious durability 
problem is caused by large expansion of Pd after exposure to 
high concentration hydrogen gas [11]. In order to address 
this problem, we previously reported a metallic resistance 
change type hydrogen sensor using Platinum (Pt) thin films 
instead of Pd [12]. This sensor can detect hydrogen gas by 
reducing the resistance upon exposure to hydrogen gas at 
room temperature. However, the resistance also changed by 
changes in the ambient temperature. Therefore, precise 
detection of hydrogen gas requires temperature 
compensation. In this study, we developed and evaluated a 
hydrogen sensor with self-temperature compensation.    

Section II describes experimental procedure. Section III 
describes the result and discussion. Section IV addresses the 
conclusion. 

 

II. EXPERIMENTAL PROCEDURE 

Pt/Titanium (Ti) films (Pt thickness: 30 nm, 20 nm, 10 
nm, 5 nm/Ti thickness 3 nm), were deposited on a glass 
substrate (0.55-mm thick) by DC sputtering to investigate the 
resistance change upon exposure to hydrogen gas. Generally, 
a Ti layer is used for improvement of poor adhesion. We 
previously confirmed that Ti shows no response to hydrogen 
gas [6]. However, the resistance change ratio, when exposed 
to hydrogen gas, reduced by addition of a Ti layer, because 
the resistance of Ti is added in parallel to that of the Pt [12]. 
Therefore, a thinner Ti film that has higher resistance is 
suitable, and a Ti (3-nm thick) layer was selected. Each Pt/Ti 
film on glass substrate was cut to dimensions of 3 × 10 mm

2
, 

respectively (Figure 1). These films were placed in a 
chamber that was designed to measure the response 
characteristics at a constant gas exchange rate. The resistance 
was measured by a four-terminal sensing method using pairs 
of separated current-carrying and voltage-sensing wires. In 
order to assess the basic characteristics, the sensitivities of 
each sample were evaluated with respect to air and hydrogen 
gas of 1% concentration (1%-H2) at room temperature. The 
gas was changed from air to 1%-H2 and back to air, and the  
sensitivity was calculated by the following equation.  

     ΔR / R = ( RH2 – R ) / R ×100 (%)    (1) 

where R and RH2 are the resistance of Pt/Ti film in air and 
hydrogen gas.  

However, Pt/Ti film also changed by temperature change, 
so hydrogen detection was severely affected. Generally, 
hydrogen sensor with a robustness to temperature in the 
range of -30 to 80 °C is required for detecting hydrogen gas 
[13], and it is necessary to detect hydrogen gas precisely in 
the temperature range. Therefore, we developed the 
hydrogen sensor with self-temperature compensation, which 
has two different Pt/Ti films were serially connected (Figure 
2). This sensor, utilizing resistance change of Pt/Ti film, can 
detect hydrogen gas as output voltage change. In this sensor, 
hydrogen response and temperature dependence were 
measured. As samples, Pt (5 nm thick) on Ti (3 nm thick) 
and Pt (30 nm thick) on Ti (3 nm thick) were prepared, and  
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Figure 1.  Schematic diagram of Pt/Ti thin film. 
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Figure 2.  Schematic diagram of serially connected hydrogen sensor with 

different Pt/Ti thickness. 

the output voltage of Pt (5 nm thick) on Ti (3 nm thick) was 

measured in air and 1%-H2. The temperature dependence in 

air was also evaluated in the temperature range from 50 °C 

to 80 °C in steps of 10 °C. Moreover, to eliminate 

temperature effect more precisely, combination of Pt 

thickness and Ti thickness was optimized. First, resistance 

temperature coefficient of samples, which are Pt films 

(thickness: 30 nm, 20 nm, 10 nm and 5 nm) on Ti films 

(thickness: 0 nm, 3 nm and 20 nm), was measured in the 

range from 50°C to 100°C in the steps of 10 °C. Then, based 

on the results of temperature dependence, a hydrogen sensor 

with two Pt/Ti films, which was optimized to have the same 

temperature coefficient of resistance, was fabricated. The 

hydrogen response and temperature dependence of the 

optimized hydrogen sensor was also evaluated under the 

same conditions as previously mentioned. 

III. RESULTS AND DISCUSSION 

The measured resistances of Pt/Ti films when exposed to 
hydrogen gas are shown in Figure 3. The results show the 
resistances of Pt/Ti films decreased for all measured samples 
when gas was switched from air to 1%-H2. This decrease 
was caused by the catalytic action of Pt. When hydrogen 
molecule is adsorbed on the Pt surface, the hydrogen 
molecule is decomposed into hydrogen ions and electrons by 
the catalytic action of Pt as expressed in (2). Basically, the 
decomposed electrons diffuse into the platinum as the 
carriers, and platinum electrical resistance decreases.  

         +
2 e+H↔H

2

1 －       (2) 
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Figure 3.  Hydrogen response curve of Pt/Ti thin films with different 

thickness. 
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Figure 4.  Pt thickness (5, 10, 20 and 30 nm on Ti(3 nm)) dependence for 

sensitivities to hydrogen gas when exposed to 1% concentration and the 

resistance in air. 

 
Moreover, when hydrogen concentration is decreased, the 
resistance recovers, because the absorbed hydrogen desorbs 
and the carrier concentration decreases. Figure 4 shows the 
sensitivities and the resistances to 1%-H2 as a function of Pt 
thickness. With decreasing the thickness of Pt film, 
sensitivity increased. This is because the surface-to-volume 
ratio of platinum increases with reducing the thickness. In 
brief, the number of carriers, generated by the catalytic 
reaction, increases in relation to the thinness of the Pt film, 
because the catalytic reaction occurs primarily on the surface 
without depending on film thickness. Also, the sensitivity as 
a function of Pt thickness is inversely proportional, similar to 
the resistance. The sensitivity depends on resistance and 
carrier caused by catalytic reaction. In this measurement, 
generated carrier is constant regardless of Pt thickness, so it 
is considered that the relationship of the sensitivity and Pt 
thickness is similar to the resistance. From these results, the 
sensitivity was increased with decreasing Pt thickness. 
However, the resistance did not completely recover when the 
gas was switched from 1%-H2 to air. This indicates that all 
absorbed hydrogen ions and electrons were not desorbed, 
and a long time is needed for complete desorption. To solve 
this problem, we reported hydrogen desorption using 
instantaneous large pulsed heating in a previous study [12]. 
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Figure 5.  Hydrogen response curve of the hydrogen sensor that was 

serially connected Pt (5 nm)/Ti (3 nm) and Pt (30 nm)/Ti (3 nm) films. 
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Figure 6.  Temperature dependence for output voltage change of the 

serially connected Pt (5 nm)/Ti (3 nm) and Pt (30 nm)/Ti (3 nm) films. 

 
|ΔR/R| in Pt (5 nm)/Ti (3 nm) film was about 3.4% after 

exposure to hydrogen gas. However, |ΔR/R| of 3% occurred 
by temperature change in the range from 50°C to 80°C, so 
the temperature effect cannot be ignored. To compensate for 
this temperature effect, a sensor consisting of two different 
serially connected Pt/Ti films, which are Pt (5-nm thick) on 
Ti (3-nm thick) and Pt (30-nm thick) on Ti (3-nm thick), was 
fabricated. The time response curve of the hydrogen sensor 
when exposed to air and 1%-H2 is shown in Fig. 5. This 
sensor utilizes the difference in sensitivities of the two Pt/Ti 
films, and the rate of voltage change (|ΔV/V|) when exposed 
to 1%-H2 was about 0.28%. Next, the temperature 
dependence in the range of temperature from 50°C to 80°C 
in increments of 10 °C was evaluated (Fig. 6) and |ΔV/V| 
was about 0.24%. This result shows the temperature effect is 
reduced compared with the single Pt/Ti film. However, 
|ΔV/V| with respect to 1%-H2 also reduced, so it did not 
improve the temperature effect compared with the hydrogen 
reaction. 

To compensate for the temperature effect more precisely, 
the resistance temperature coefficient of Pt/Ti films, having a 
combination of different Pt thickness and Ti thickness, was 
measured in the temperature range from 50°C to 100°C and 

the temperature coefficient  was derived from (3) as 
follows.  

TABLE I.  TEMPERATURE COEFFICIENT OF PT/TI FILMS 

Pt               Ti 0 (nm) 3 (nm) 20 (nm)

5 (nm) 0.00065 0.00102 0.00064

10 (nm) 0.00098 0.00154 0.00094

20 (nm) 0.00132 0.00193 0.0017

30 (nm) 0.00171 0.00201 0.00181  
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Figure 7.  Hydrogen response curve of the serially connected Pt (5 nm)/Ti 

(3 nm) and Pt (10 nm)/Ti (20 nm) films. 
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Figure 8.  Temperature dependence for output voltage change of the 

serially connected Pt (5 nm)/Ti (3 nm) and Pt (10 nm)/Ti (20 nm) films. 

                               α = (RT2 / RT1  – 1 ) / ΔT        (3) 

where RT1, and RT2 are the resistance of Pt/Ti film at 
temperature of T1 and T2 respectively, and ΔT is the 
temperature difference. As shown in Table I, it was found 
that the temperature coefficient of Pt (10 nm thick)/Ti (20 
nm thick) film is almost the same as that of Pt (5 nm 
thick)/Ti (3 nm thick) film. Therefore, Pt (5 nm thick)/Ti (3 
nm thick) film and Pt (10 nm thick)/Ti (20 nm thick) film 
were suitable for obtaining a sensor that is highly stable to 
temperature change. The hydrogen sensitivity and 
temperature dependence of the hydrogen sensor with 
optimized thickness were evaluated (Figures 7, 8).  
|ΔV/V| when exposed to 1%-H2 was 0.58%. On the other 
hand, |ΔV/V| in the temperature range from 50°C to 80°C 
was 0.039%. Therefore, it was found that the developed 
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hydrogen sensor can detect hydrogen without the influence 
of the temperature. 

IV. CONCLUSION 

A hydrogen sensor of two serially connected Pt/Ti films 
having different hydrogen sensitivity was developed to 
measure the output voltage with self-temperature 
compensation. The developed sensor can detect hydrogen by 
utilizing the electrical resistance change of Pt thin films, and 
is operable at room temperature. It was found that the 
sensitivity of Pt/Ti film to hydrogen mainly depends on the 
film thickness, because the catalytic reaction occurs 
primarily on the surface. The temperature coefficient of 
resistance in Pt/Ti films was evaluated to reduce the 
temperature effect in the sensor. As a result, the temperature 
coefficient of Pt (5 nm thick)/Ti (3 nm thick) was found to be 
almost the same as that of Pt (10 nm thick)/Ti (20 nm thick). 
By using the combination of the optimized thickness, the 
new type of hydrogen gas sensor was able to measure the 
output voltage with stable operation against changes in 
temperature. 
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Abstract — A new method to measure sound velocity and 
distance simultaneously and locally resolved is applied in 
media with continuously changing properties. Instead of using 
reflectors at known positions the echoes of moving scattering 
particles are analysed to determine the focus position of an 
annular array. Systematic deviation between measurements 
and sound field simulations show that sound propagation has 
to be described with a modified wave equation. A new 
approach determining Green’s functions for a half space with 
continuously changing properties is presented. It combines the 
high frequency approximation with an integral transform 
method.  

Keywords - Ultrasound: measurement of sound velocity; 
locally resolved; annular arrays;  high frequency approximation; 
integral  transform method 

I.  INTRODUCTION 

A locally resolved monitoring of sound velocity allows 
estimating locally physical quantities like concentration or 
temperature or material properties like density or elasticity. 
This facilitates investigating and optimising many industrial 
processes, like mixing or chemical reactions, as well as 
medical therapy like hyperthermia for cancer treatment.  

In this contribution, a measurement technique is applied, 
which allows measuring sound velocity locally resolved 
using an ultrasound annular array with concentric rings. In 
contrast to conventional tomographic techniques, it works 
without any reflectors at known positions. Instead of 
evaluating different propagation paths, the focusing of the 
array is varied and the focus position and the sound velocity 
at the focus point are determined simultaneously by 
analysing the echoes of moving scattering particles. This is 
possible because the focus position depends on the sound 
velocity and the parameters of the used transducer. 
Therefore, the time of flight to the focus, which is equal to 
the maximum of the averaged amplitude of the echo signals, 
is used with calibration curves for the simultaneous 
determination of sound velocity and focus position.  

The examined medium has to contain scattering particles, 
much smaller than wavelength and in a sufficient low 
concentration, so that the properties of the propagation 
medium are not influenced. The emitted wave is reflected at 
each particle in which the amplitude of the reflected signal is 
proportional to the amplitude of the incident wave. Therefore 
the echoes from particles within the focus area are strongest. 

As particles are in movement it is possible to consider a 
uniform distribution of particles in average time. So the 
averaged echo signal amplitude becomes maximal for that 
time for flight to the focus and back. In preliminary work, 
media with constant sound velocity were investigated in-
depth and sound velocity was determined with a deviance of 
less than 1‰ [1] [2]. This was possible because the sound 
field simulations based on GREEN’s functions [3] represented 
the sound emission from the used array very well. To 
measure a sound velocity profile a static temperature 
gradient (heating at the top and cooling at the bottom) was 
generated in water because the dependence of temperature 
and sound velocity is well known [4] and can be generated in 
a stable state. To predict the focus position, the sound 
propagation was modelled with Fermat’s principle 
calculating curved propagation paths by calculus of 
variation. But a significant deviation of measurements and 
simulation had been observed [2].  

This contribution introduces a new method for modelling 
sound propagation in media with continuously changing 
material parameters. The modified wave equation caused by 
non-constant material parameters is solved for a point source 
with an integral transform method and a high frequency 
approximation. At the current state of this work the equation 
is solved for a point source in the transformed domain. 

This paper is divided in 4 sections. The sound 
propagation in media with non-constant material properties 
is discussed theoretically in Section II. Section III shows 
some measurement results for a linear temperature gradient 
in water. Section IV gives a summary and perspectives.  
 

II. SOUND PROPAGATION IN MEDIA WITH NON-CONSTANT 

PROPERTIES 

A. Derivation of the wave equation 

The sound propagation in liquids is based on two 
fundamental equations, the equations of motion and 
elasticity:  

vp   ,      v=pχ


  , (1) 

with pressure p, particle velocity v, and the material 
parameters mass density ρ0 and elasticity χ. If the material 
parameters are constant, differentiating these equations with 
respect to location and time leads to the well known wave 
equation. If these parameters are functions of location an 
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additional term appears in the derivative of (1) with respect 
to location. This additional term appears also in the wave 
equation: 
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 . (2) 

Also the definition of potential Φ has to be modified: 

Φgrad=v

1

. (3) 

The following examination shall be done for a one-
dimensional dependence of the material properties in 
direction z. 

B. One-dimensional solution 

Considering a plane wave propagating in the direction of 
the gradient of the material properties the wave equation for 
the potential is obtained 
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If the mass density depends linearly on z this equation 
has a solution in the form of a generalized power series [5]: 

  K+n

=n
n zzc=Φ 0

1




. (5) 

However, there are already numerical problems 
evaluating the coefficients and the solution with respect to 
the convergence for this one-dimensional case. So it seems 
not to be feasible finding an exact solution for a two- or 
three-dimensional problem.  

C. High frequency approximation and integral transform 

High frequency approximation had been developed in 
geophysics and is applied in techniques like ray tracing [6].  
In this contribution, harmonic GREEN's functions shall be 
derived with this approach in combination with an integral 
transform method. This allows calculating a transfer function 
for a point source for a specific geometry. Just the axially 
symmetric problem is solved because it is much easier 
manageable than the general problem. The wave equation in 
cylindrical coordinates (r, φ, z) is used: 
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(6) 

The single derivative to r in the second term vanishes due 
to its scalar multiplication with the gradient of the mass 
density, having only a component in z direction. Applying a 
Hankel transform as described in [7] with respect to r  

     rdrrjωJtz,r,Φ=tz,ξ,ΦH 0

0

0 


 (7) 

leads to an one-dimensional wave equation in the 
transformed domain, which is denoted by the index H0: 
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(8) 

The high frequency approximation assumes that (8) can 
be solved with the following ansatz 

    zx,Ttjωezx,A=Φ  . (9) 

Now, Φ is replaced with this ansatz and the terms are 
arranged according to its powers of ω. 
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 (10) 

Assuming that ω is very high the first two lines are 
equated to zero independently and the frequency-
independent third line is neglected. So T can be determined 
directly from the first line and with this solution A is 
determined from the second line 
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with the solely free parameter A0. Note that this leads to 
the solution for a homogeneous medium if ρ and χ are 
constants. All methods of generalized ray theory explained in 
[7] like the derivation of source functions for a point source 
acting on an interface considering the boundary conditions 
can be applied to this solution. Finally, the inverse 
transformation has to be done:  

        ξdξrjωJezξ,Aω=zr,Φ zξ,Ttjω 0

0

2 


 . (13) 

Current work is on an evaluation of this integral with a 
steepest descent approximation as it is described in [3]. The 
approximation facilitates the integral into a solvable form. 
This causes a neglect of surface waves being not of interest 
for the presented application. However, the method is 
complicated because of the integral expression of T in the 
exponent. Though, the integral can be evaluated by a finite 
series expansion resulting in additional terms containing 
higher powers of ξ.  

III. MEASUREMENT RESULTS 

An evident way to achieve a sound velocity gradient is to 
generate a temperature gradient with water, because the 
sound velocity as a function of temperature is well known for 
water [4] and it can be generated in a stable state. Figure 1 
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shows the general set-up. Water in a basin located at the 
bottom is kept at a temperature of 6°C. A second smaller 
basin is placed above. It contains a metal plate at its bottom 
for good thermal conduction and a heat source at its top. This 
generates a vertical layered arrangement of warm water 
above cooler water, whereby a fluid flow is avoided. The 
temperature is measured by an array of temperature sensors 
to determine the sound velocity profile in the experimental 
set-up. The sound field for this gradient and the time of flight 
to the focus point were calculated applying Fermat's 
Principle [2]. 

 
Figure 1: Experimental set-up for a sound velocity gradient

Figure 2 shows the comparison of calculated and 
measured times of flight to the focus as a function of used set 
of delay times, corresponding with a focus point (Fok) in the 
calibration medium water of 20 °C (Sound velocity gradient 
in water from 40 °C at the transducer to 6 °C at a distance of 
50 mm).  

Figure 2: Comparison of measured and calculated times of flight as a 
function of used set of delay times 

Although the notable difference is just in the range of one 
microsecond this would cause an error of more than 100 m/s 
determining the sound velocity. 

For additional examinations, the sound velocity was 
measured conventionally via measuring the time of flight to 
a reflector at a known position. Moving the reflector along 
the acoustic axis allows a stepwise reconstruction of the 
sound velocity profile. Additionally sound velocity was 
determined from temperature sensors again. Figure 3 shows 
a comparison of two conventional methods to determine the 
mean sound velocity between the probe and a reflector at 
distance z. First the time of flight for different reflector 

distances is measured (blue line). Second the temperatures 
are measured at different locations and converted to a sound 
velocity according to [4] and averaged over the propagation 
path (green line). The systematic deviation can be seen here, 
too.  
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Figure 3: Comparison of two conventional methods to determine the 
mean sound velocity between the probe and a reflector at distance z 

 

Both deviations (see Figures 2 and 3) result from the 
deficient assumption that wave propagation can be described 
with the wave equation for homogeneous media.  

IV. SUMMARY AND PERSPECTIVE 

This contribution discusses a method to measure the 
sound velocity along the acoustic axis of the used annular 
array. The three-dimensional distribution of sound velocity is 
obtained by scanning.  

It has been shown that the continuous change of material 
properties has to be taken into account for the modelling of 
sound propagation. The potential of a point source has been 
calculated in the Hankel transformed domain. The inverse 
transform is actually realized and will allow calculating 
GREEN’s functions for media with continuously changing 
properties.  

Due to the assumed change of material properties in only 
one dimension a change of these properties in other 
dimensions would cause a lateral deviation of the focus 
position. This effect has to be examined in further works.  
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Abstract —Nowadays, piezoelectric lateral electric field excited 
resonators are frequently used for development of various 
acoustic sensors. But, the adequate theory of such resonators is 
absent. In this paper, the numerical method of calculation of 
characteristics of the acoustic oscillations in the piezoelectric 
lateral electric field excited resonators is developed. The 
developed method is based on the finite element analysis and 
allows computing the distribution of the components of the 
mechanical displacement in the piezoelectric plate and electric 
potential in the piezoelectric plate and surrounding vacuum at 
arbitrary frequency of the exciting field. This method allows 
setting various boundary conditions on various parts of a plate 
surface, including a condition of mechanical damping of 
oscillations. This allows calculating the frequency dependence 
of the real and imaginary parts of the electrical 
impedance/admittance of the resonator. We analyzed a 
piezoelectric lateral electric field excited resonator, which is 
based on a 0.5 mm-thick X-cut lithium niobate plate. Two 
infinitesimally thin metallic electrodes with width of 5 mm 
were deposited on top side of the plate. The electrodes were 
deposited in such a way that the lateral field was oriented 
along the crystallographic Y-axis. Calculations of electric 
impedance were carried out for various values of a gap in 
range 1 - 3 mm between electrodes. These results are in 
quantitative agreement with experimental data. A brief 
description of experimental set up is also presented. 
 

Keywords - acoustic resonator; lateral exciting field; finite 
element analysis; lithium niobate; 

I.  INTRODUCTION 
At present time researchers pay particular attention to the 

piezoelectric lateral electric field excited resonators because 
of development of various acoustoelectrical sensors. One of 
the main problems of the design of such devices is the 
suppression of undesirable acoustic oscillations and ensuring 
a high Q-factor of the resonator. Currently, this problem is 
solved experimentally [1][2] by selection the optimal shape 
of the electrodes and choosing the area of coverage of the 
damping coating. However, this process requires a creation 
of a large amount of experimental samples. Researchers can 
theoretically estimate the efficiency of such resonators using 
the Christoffel - Bechmann method, which allows computing 
the electromechanical coupling coefficient for bulk waves 
excited by a lateral electric field [3][4]. However, this 
method does not take into account the finite aperture of the 
excited waves. Therefore, the problem of more accurate 

theoretical calculation of characteristics and efficiency of 
such resonators is considered as urgent. 

In this paper, we developed a method for calculating the 
acoustic oscillations and the accompanying electric field in 
resonator representing a thin plate of a piezoelectric material 
with two rectangular electrodes on one side. The developed 
method is based on the finite element analysis and allows us 
to find the distribution of components of the mechanical 
displacement in the piezoelectric plate and electric potential 
in the piezoelectric plate and its surrounding vacuum at a 
certain oscillation frequency of the exciting field. This 
method takes into account the different boundary conditions 
on different areas of the resonator surface, and in particular, 
the mechanical damping of the parasitic oscillations, which 
was used in the [1][2].  

In Section II, we give the description of the numerical 
model of resonator. In Section III, we describe the 
experimental set up. In Section IV, we make the comparison 
of theoretical and experimental frequency dependencies of 
real and imaginary parts of electrical impedance of lateral 
electric field excited resonator. Finally, Section V presents 
the conclusions and the future research. 

II. THE DESCRIPTION OF NUMERICAL MODEL 
In this paper, we consider a piezoelectric plate limited in 

x and y directions (Figure 1). There are different boundary 
conditions on different parts of plate surface. Value of time-
varying electric potential is given on an infinitely thin 
electrodes e1 and e2. The gap between electrodes is G. 
Special mechanical boundary conditions are specified on 
areas d1 and d2. The rest of plate surface is assumed 
mechanically and electrically free. In the z direction, the 
plate and electrodes assumed to be unlimited. 

 
Figure 1.  The geometry of the problem 

So, we need to find a distribution of mechanical 
displacements within the plate, as well as the electric 
potential distribution inside the plate and in the surrounding 
vacuum. Exciting electric field varies according to harmonic 
law with a frequency of ω. Since there is no other sources of 
vibration excitation the solution must also be time-harmonic 
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with frequency ω. Thus, this problem may be represented as 
a system of differential equations [5]: 

( , ) 0iL u f                              (1) 
where L is a differential operator, ui is the mechanical 
displacement components, i=1..3 and  is the electric 
potential. So, we need to find functions ui(x, y) and (x, y), 
which satisfy (1). In this work this problem was solved by 
using the Galerkin’s method [5]. For existence and 
uniqueness of the problem solution of (1), the boundary 
conditions must also be specified. As electrical boundary 
conditions, we used the given values of   on the electrodes 
e1 and e2 and continuous of potential on the rest of 
boundary. The mechanical boundary conditions are more 
difficult to formulate properly. In our experiments with the 
resonator with a lateral field [1][2], the space around the 
electrodes and partly electrodes were covered with an 
absorbing varnish. This was done to suppress unwanted 
vibration modes of the plate and improve the quality of the 
resonator. 

To take into account this fact in the theoretical model of 
the resonator, the mechanical boundary conditions were 
formulated as follows. On the surface of piezoelectric plates, 
except for regions d1 and d2, the mechanical boundary 
condition is the absence of the normal components of the 
stress: 

0ij jT n  .                                       (2) 
In regions d1 and d2, where the damping coating was 

applied, the boundary condition is written as: 
ij j ij jT n i Z u .                                   (3) 

Here, Tij is the tensor of mechanical displacement of 
piezoelectric plate, nj is the surface normal, ω is the 
oscillation frequency, Zij is the acoustic impedance of 
damping coating, uj is the mechanical displacement. This 
boundary condition is obtained as a generalization of the 
well known relationship [6] from fluids to anisotropic solids 

p Zv .                                        (4) 
Here, p is the acoustic pressure, v is the oscillation velocity. 
When Zij 0, this condition becomes the condition of the 
free surface Tijnj =0, while Zij  this condition becomes 
the condition of rigidly fixed surface uj=0. In the present case 
Zij = Zij where Z is the acoustic impedance of varnish. 

III. THE DESCRIPTION OF EXPERIMENTAL SET UP 
In order to compare the theoretical results with 

experimental data, the lateral electric field excited resonator 
on X-cut lithium niobate plate was made [2]. The scheme of 
this resonator is presented in Figure 2. The shear dimensions 
and thickness of plate were equal 18×18 mm2 and 0.5 mm, 
respectively. Two 200 nm – thick aluminum rectangular 
electrodes with dimensions of 5×10 mm2 were deposited on 
one side of the plate through a special mask in vacuum. The 
electrodes were deposited in such a way that the lateral field 
was oriented along the crystallographic Y-axis (Figure 2). 
This field component excited a longitudinal acoustic wave 
reflected between the plate sides with the largest 
electromechanical coupling coefficient [1]. The gap G 
between electrodes was equal to 1 mm. The area around the 
electrodes and part of electrodes with width of 3 mm were 

coated with a damping layer of absorbing varnish with 
thickness of about 0.2 mm.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  The side (a) and top (b) views of the resonator with the lateral 
exciting electric field: X – cut lithium niobate plate -1, electrodes -2, and 

absorbing coating - 3. 

The frequency dependences of the real and imaginary 
parts of electric impedance of resonator were measured using 
the LCR meter (4285A, Agilent Technologies Inc.). These 
dependences for pointed above resonator are presented in 
Figure 4 by dashed lines. 

IV. THE COMPARISON OF THE THEORETICAL AND 
EXPERIMENTAL RESULTS 

In accordance with experiment, the calculation was 
performed for the case when the thickness h and width w of 
the plate were equal to 0.5 mm and 18 mm, respectively 
(Figure 1). On the upper surface of the plate, two electrodes 
e1 and e2 were deposited. The lateral electric field was 
oriented along the crystallographic Y-axis. The width of each 
electrode e1 and e2 was equal to 5mm with the gap G 
between them of 1 mm. The width of damping regions d1 
and d2 was of 5 mm and the regions of overlap (d1-e1) and 
(d2- e2) were fixed to 3 mm. 

Since the above-described method of calculation allows 
us to find the distribution of all variables and their 
derivatives for any given frequency, it was possible to build 
electrical impedance depending on the frequency of this 
resonator and compare them with experiment. So, we 
calculated the distribution of the acoustic field and the 
electric potential in the range f = 6-7 MHz. It is clearly seen 
in Figure 3 that the maximum amplitude of the acoustic 
vibrations are located in the gap between the electrodes. 
These oscillations correspond to the longitudinal bulk 
acoustic wave propagating in the vertical direction between 
the boundaries of the plate. This wave is the cause of deep 

2 
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resonance on frequency dependence of the electrical 
impedance [1][2] shown on Figure 4. 

The theoretical value of the impedance is calculated in 
accordance with the formula: 

2 1( ) /Z J   ,                             (5) 
Here, φ2 – φ1 is the potential difference between 

electrodes, J is the displacement current: 

S

DJ ds
t





                                       (6) 

This integral is taken over the both top and bottom surfaces 
of the electrode. The calculated frequency dependencies of 
real and imaginary parts of electrical impedance are 
presented by solid lines in Figure 4. The material constants 
of lithium niobate were taken from [7]. 

 
Figure 3.  Distribution of the components of mechanical displacement and 

electric potential in resonator excited by electric field at frequency 6.55 
MHz 
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Figure 4.  Theoretical and experimental value of the real (a) and imaginary 

(b) components of the electrical impedance of the resonator with a 1mm 
gap between the electrodes. Solid line is theory, dashed line is experiment. 

 
One can see from Figure 4 that a good agreement exists 

between theoretical and experimental dependencies. 
Therefore, the difference between values of resonant 
frequency does not exceed 15 kHz. A slightly bigger 
distinction in absolute values of X is explained by the 
parasitic electric capacity of the device, which has not been 
considered in calculation. Moreover, the used material 
constants taken from [7] may differ from actual ones in the 
range ±5% (standard error for modern technology of crystal 
growing process). 

V. CONCLUSION 
The obtained results have shown the adequacy of the 

developed method for the characteristics calculation for 
resonators excited by a lateral electric field. These results 
will be used in future to develop sensors of fluid properties. 
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Abstract—We propose a system for generating and controlling 

an ultrasonic acoustic field using multiple acoustic waveguides 

and piezoelectric transducers. This system can be used as a 

high-power ultrasonic source for nonlinear calibration of 

hydrophones. In the system, ultrasonic waves are emitted from 

multiple transducers with controlled transmission delays, and 

the acoustic power is increased through acoustic waveguides 

before being output, this allows synthesis and control of 

ultrasonic acoustic fields. We simulate the proposed system as 

a two-dimensional acoustic field in which the computed output 

sound pressure determines the basic shape of the acoustic 

waveguide. The proposed system of five transmitting 

transducers and five acoustic waveguides was compared with a 

single transmitting transducer, and the results showed a peak 

sound pressure of 1.5-fold increase value at the same beam 

width. 

Keywords-Acoustic waveguide; Piezoelectric transducer; 

Ultrasonic acoustic field; Nonlinear calibration; 2D acoustic 

field simulation. 

I.  INTRODUCTION 

 In recent years in medicine, high-intensity focused 
ultrasonic fields have been used in many ways: for cancer 
treatment, including acoustic chemotherapy (sonodynamic 
therapy), for sonoporation to facilitate gene transfer, in 
ultrasonic elastography to image the hardness of soft tissues 
and organs by measuring acoustic radiation pressure, and in 
harmonic imaging methods that utilize harmonics for 
diagnosis. In industry, too, the use of high-intensity 
ultrasonic fields is increasing in applications such as 
ultrasonic cleaners and ultrasonic dispersers. In response to 
this growing use, the Consultative Committee for Acoustics, 
Ultrasonic, and Vibrations, was established in 1998 as part of 
the International Bureau of Weights and Measures. In 
addition to this, between 1999 and 2002 a pilot program of 
the Germany Engineering Physics Institute studied ultrasonic 
power, and hydrophone reception sensitivity was studied 
between 1999 and 2003 under a pilot program of the UK 
National Physical Laboratory [1]. Japan joined this effort in 
2002, when the National Metrology Institute of Japan began 
development of measurement standards for ultrasonic. 

Measurement standards for ultrasonic power of up to 15 

W have been established using the acoustic balance method 

and standards for powers up to 100 W that use calorimetry 

are under development. Measurement standards for 

hydrophone reception sensitivity in the range 0.5–20 MHz 

are complete, and standards are under development for 

sensitivities outside of this range [1]. For ultrasonic power 

in particular, a source that can generate ultrasonic waves in 

the megahertz band at 100 W or more is needed. As 

ultrasonic of increasingly higher intensity is demanded in 

medicine, the desired acoustic fields exceed the region of 

linear increase, becoming nonlinear. For this reason, it is 

expected that nonlinear calibration and evaluation will be 

needed more often. Therefore, it is necessary to develop a 

robust hydrophone that can accommodate the spatial 

distribution of a powerful ultrasonic field [2], at the same 

time, it is necessary to develop a method to transmit high-

intensity ultrasonic power. 

Many previous studies have examined properties of 

acoustic waveguides: dispersion [3] and sound pressure 

profiles [4] in cylindrical waveguides, sharp bending of 

surface sound waves through photonic crystal waveguides 

[5][6], representations of acoustic waveguides with 

distributed transmission lines by scattering matrices [7], and 

ways to increase the sound pressure in a solid waveguide [8]. 

Additionally, one study details a patent for an ultrasonic 

source that can transmit ultrasonic waves along a fiber or 

rod [9]. Also recently, applications using acoustic 

waveguide are as follows: ultrasonic cleaning machine using 

the ultrasonic waveguide tube for reduce damage of the LSI 

pattern [10], structural health monitoring and nondestructive 

evaluation of inaccessible adhesively bonded joints using 

ultrasonic guided waves propagation across waveguide [11], 

the coiled stator ultrasound motor (CS-USM) using a 

closed-loop-type acoustic waveguide made from SUS304 

[12], and microscopic images of tissue using a thin acoustic 

waveguide made from a fused quartz fiber [13]. 

Here, we propose a system for controlling an ultrasonic 

acoustic field by using multiple acoustic waveguides and 

piezoelectric transducers. We investigate the suitability of 
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the system for use as a high power ultrasonic source by 

numerical simulation of a two-dimensional acoustic field. 
The paper is structured in 5 sections. In Section II, we 

describe an overview of our proposed system. In Section III, 
we describe the basic conditions of 2D acoustic field 
simulation. In Section IV, we describe the two-dimensional 
model, and the simulated spatial distribution, peak acoustic 
pressure for our proposed system using multiple acoustic 
waveguides.  Section V presents the conclusions and future 
works. 

II.  OVERVIEW OF THE SYSTEM 

To generate high-intensity ultrasonic waves with a single 
transducer, it is typical to increase the power of the 
ultrasonic wave by applying a higher voltage to the 
electrodes of the piezoelectric element, but this increases the 
risk of deterioration or destruction of the piezoelectric 
element by increased temperature, such as that due to high 
voltage. Also, although focusing the beam of the transducer 
may yield the desired ultrasonic power at the focus, 
quantitative evaluation becomes difficult because the 
produced wave is no longer a plane wave. Figure 1 shows 
the model of the system proposed for generating high-power 
ultrasonic by using acoustic waveguides. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  Ultrasonic source system using multiple acoustic waveguides 

and piezoelectric transducers. 

After ultrasonic waves are generated by some of the 

transducers and the sound pressure of each ultrasonic wave 

is increased by the acoustic waveguides, the outputs of the 

ultrasonic point sources on the transmit aperture surface are 

formed into a beam by Huygens’ principle. In this way, a 

high-power sound source can be constructed without 

increasing the output from any single transducer. However, 

because the beam is formed from the point sources, it is 

important to control the amplitude, frequency, and phase of 

the ultrasonic waves that are generated by each of the 

transducers. 
 
 
 
 

III. 2D ACOUSTIC FIELD SIMULATION 

The Wave2000 (Cyberlogic Inc.) package was used for 
simulation. Wave2000 is a two-dimensional simulator that 
uses the finite difference method [14], a two-dimensional 
displacement distribution is produced in which the relative 
brightness represents the magnitude of the positive and 
negative displacements. Because of this, the data about 
displacement are all magnitudes. As the basic conditions of 
the simulation, a transmitting ultrasonic wave is assumed at a 
longitudinal wave continuous frequency of 1 MHz and 
amplitude of 1 [a.u.]. The acoustic medium is water 
(temperature: 25 °C, speed of sound: 1497 m/s, acoustic 
characteristic impedance: 1.497 MRayl), and the wavelength 
of ultrasonic wave to be transmitted is 1.5 mm. Acoustic 
waveguides are constructed from a boundary of air 
(temperature: 20 °C, speed of sound: 344.0 m/s, acoustic 
characteristic impedance: 0.427 kRayl) that is 0.2 mm thick. 
To investigate the sound pressure distribution of the acoustic 
field, a 0.3-mm wide receiving transducer was aligned along 
the central axis direction or the lateral direction, and the 
peak–peak amplitude of the sound pressure waveform was 
plotted as a relative sound pressure. 

A. Sound pressure characteristics according to length of 

the acoustic waveguide 

In this system, it is necessary to have transmitting 

aperture width of 1.5 ~ 3.0 mm for beam forming. After this, 

following the model of Figure 2, we simulate the sound 

pressure at x mm away point on the center axis from the 

transmitting aperture plane for both transmitter and 

waveguide widths of d = 1.5, 2.0, 2.4, and 3.0 mm and 

waveguide length L mm of the acoustic waveguide.  

 

 

 

 

 

 

 

 

 

Figure 2.  Model for the sound pressure characteristic using an acoustic 

waveguide. 

 

  

 

 

 

 

 

 

 

 

 

Figure 3.  Sound pressure characteristic due to acoustic waveguide     

(x = 30 mm). 
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The results at 30 mm away point are shown in Figure 3. 
At a transmitter width of 1.5 mm, the sound pressure 
becomes a constant that is independent of the length. At 
larger widths, it was found that the sound pressure is 
changed by the length. 

B. Sound pressure characteristics due to bending of 

acoustic waveguide 

To construct a system of transmitting transducers, it is 

necessary to bend the acoustic waveguide. As shown in 

Figure 4, two acoustic waveguides, each 6 mm in length, 

and the transmitting transducers moved from the center axis 

by offsets y0 = 0.0, 0.5, 1.0, 1.5, 2.0, and 2.5 mm, simulate 

the sound pressure at x mm away point from the 

transmitting aperture plane for both transmitter and 

waveguide widths of d = 1.5, 2.0, and 2.4 mm.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.  Model for bending acoustic waveguide. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  Sound pressure characteristics due to bending of acoustic 

waveguide (x = 30 mm). 

The results at 30 mm away point are shown in Figure 5. 

When the acoustic waveguide is focused on a 1.5 mm 

wavelength, it is seen that bending of the acoustic 

waveguide is possible. 
 
 
 
 

C. Sound pressure characteristics due to focusing of 

acoustic waveguide 

Next, waves are focused by an acoustic waveguide, as 

shown in Figure 6, where the acoustic waveguide runs 

straight from the transmitting transducer (12 mm in width). 

The end of waveguide is connected to an acoustic 

waveguide 1.5 mm in width and 6 mm in length. For lengths 

L of the focusing acoustic waveguide in the range 30–51 

mm, the sound pressures at points along the center axis from 

the transmitting aperture plane of the acoustic waveguide 

are calculated. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.  Model for focusing acoustic waveguide. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.  Sound pressure characteristics due to focusing of acoustic 

waveguide. 

The results are shown in Figure 7. The sound pressure 

level is increased at 33 mm and at 42 mm. 

IV. ULTRASONIC ACOUSTIC FIELDS USING MULTIPLE 

ACOUSTIC WAVEGUIDES 

Figure 8 shows a two-dimensional simulation model of 

the proposed system by multiple acoustic waveguides and 

piezoelectric transducers. This system is composed of five 

transmitting transducers and five acoustic waveguides. The 

apertures of the acoustic waveguides vary from 12 mm to 

1.5 mm along 42 mm of length to provide focus. For 

comparison, a single transducer must be 12 mm in width 

with a 2.4-mm aperture to obtain the equivalent of a 12-mm 

aperture arranged among the five acoustic waveguides. 

Because the inner and outer path lengths of each acoustic 
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waveguide are different, the beam is formed by delaying 

transmission from the transducers by 0.83, 0.27, 0.00, 0.23, 

and 0.90 μs, this delay happens in order from the top of the 

system. Distances to the transmitting aperture through each 

acoustic waveguide from each transducer are different. 

Therefore, for arrival of ultrasonic waves transmitted from 

each transducer at the transmitting aperture of the 

waveguide simultaneously, each transmission delay time 

was adjusted. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.  Two-dimensional simulation model of the proposed system. 

Figure 9 shows the two-dimensional distribution of 

displacement by a single transducer. Figure 10 shows the 

same structure with the proposed system. These data show 

that the distribution of displacement by the single-transducer 

system and the proposed system are similar to each other at 

60 mm away.  

 

 

 

 

 

 

 

 

 

 

Figure 9.  Spatial distribution of displacement with a single transducer 

(absolute value). 

 

 

 

 

 

 

 

 

 

 

Figure 10.  Spatial distribution of displacement with the proposed system 

(absolute value). 

To quantitatively evaluate the results with the aim of 

determining the center pressure distributions, data from the 

proposed system at beyond 60 mm are overlaid with data 

from the single-transducer system. The results are shown in 

Figure 11. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11.  Comparison of the center sound pressure. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
(a) Comparison of peak sound pressure. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 (b) Comparison of beam width of normalized sound pressure.  

Figure 12.  Lateral sound pressure distribution at 60 mm on the central axis. 
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 (a) Comparison of peak sound pressure.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
(b) Comparison of beam width of normalized sound pressure.  

Figure 13.   Lateral sound pressure distribution at 80 mm on the central axis. 

Next, we simulated the sound pressure distribution in 

the lateral direction. Figure 12 shows the results of 

comparison between the proposed system and a single 

transducer at distance 60 mm from the transmitting aperture. 

Figure 12 (a) can compare the peak sound pressure levels 

each other. Figure 12 (b) can be comparison of beam width 

of normalized sound pressure.Figure13 shows the results of 

comparison of the same, at distance 80 mm from the 

transmitting aperture. 

 

TABLE I.   EVALUATION OF SOUND PRESSURE DISTRIBUTION IN THE 

LATERAL DIRECTION 

 

 

 

 

 

 

 

 

 

 

The results at 60 and 80 mm from the transmitting 

surface are analyzed for a –6 dB beam width, and the rate of 

increase in peak–peak sound pressure is calculated. The 

results are shown in Table I. An 1.5-fold (resp., 1.4-fold) 

increase of peak sound pressure is seen at 60 mm (resp., 80 

mm), and the –6 dB beam width is almost equal between 

systems. But it was found from the graph of the normalized 

acoustic pressure level in Figures 12 and 13, that the 

increase factors of peak side lobe pressure are about 1.3 to 

1.4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 14.  The relationships between maximum sound pressure levels and 

number of transmitting transducers. 

In our proposed system, when changing the number of 

adjacent active transmitting transducer, we simulated the 

maximum sound pressure at the receiving position 40 mm 

and 60 mm from transmitting aperture. Results are shown in 

Figure 14. 

V. CONCLUSIONS 

We used a two-dimensional acoustic field simulation to 

find the basic characteristics of a high-power ultrasonic 

system using acoustic waveguides. The proposed system 

uses five acoustic waveguides instead of a single transducer, 

and achieved a 1.4- to 1.5-fold increase in sound pressure at 

the same beam width. 

In the future, we will consider the shape of the acoustic 

waveguides further and extend the model to a three-

dimensional acoustic field simulation using finite element 

modeling. In addition, we hope to build the probe, acoustic 

waveguide, and pulse generator and test the system 

experimentally. 
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Abstract - Essential amino acids exist normally in solid state, 
but in the environment they are often in contact with water or 
other liquids. The stability of solid state amino acids has been 
investigated under controlled atmosphere and pressure 
conditions. The amino acids stability in liquid water 
environment is important, especially for protein permanency 
and for human and animal food usage. In this work, the full set 
of essential amino acids are investigated in water environment 
at normal atmospheric pressure and under thermal shocks 
with slew rate as high as 4ºC/sec applied in a fiber optic 
capillary sensor set up. Reactions in some essential amino acids 
happen at temperatures lower than 80C. The conclusion is 
that the stability of amino acids in water environment is 
different from their stability in solid state form.  

Keywords-essential amino acids; amino acids in water; L-
lysine; capillary sensor 

I.  INTRODUCTION 

A. Essential amino acids characteristics 

Amino acids contain amine (NH2) and carboxylic acid 
(COOH) functional groups, along with a side-chain specific 
to each amino acid, as shown in Figure 1. Amino acids are 
the basic bioelements of proteins, important macromolecules 
for the functions of humans and animals.  

Amino acids are built of structural units called monomers 
that can join together to form short polymer chains called 
peptides or longer chains called either polypeptides or 
proteins. Amino acids that are precursors to proteins are 
called proteinogenic amino acids. There are 23 of 
proteinogenic amino acids, while 20 of them are directly 
encoded by the universal genetic code. Humans can 

synthesize 11 of these 20. The other 9 are called essential 
amino acids and must be consumed in the diet. The essential 
amino acids are histidine, isoleucine, leucine, lysine, 
methionine, phenylalanine, threonine, tryptophan, and valine. 
The essential amino acids in pure form exist in solid state. In 
the gas environment, the interactions of amino acids are 
enabled by Van der Waals forces, by electrostatic charge 
forces and, in some cases, by the single sigma bond that 
exists between the hydrogens. In the water environment, 
amino acids interactions are influenced by the electrostatic 
charge of the water particles and by the hydrogen bonds. The 
general properties of amino acids are presented in Table I. 

 

 
Figure 1.  Amino acids structure. 
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TABLE I.  GENERAL PROPERTIES OF AMINO ACID  

Amino-acid Molar mass 
[g mol−1] 

Approximate 
melting point 

[°C]  

Solubility in 
H2O at 25°C  
[g/100 mL] 

leucine 131.17 286 2.43 

lysine 146.19 220 150 

valine 117.15 298 8.85 

phenylalanine 165.2 275 2.96 

isoleucine 131.17 288 4.12 

threonine 119.12 270 9.0 

methionine 149.21 258 3.38 

histidine 155.16 284 4.19 

tryptophan 204.24 282 1.14 

 
Amino acids are usually classified into groups according 

to the properties of their side-chains. Depending on the side-
chain, an amino acid dissolved in liquid water environment 
could form a weakly acidic or a weakly basic solution. An 
amino acid is a hydrophilic substance when its side-chain is 
polar or carries a charge in liquid water environment. It 
would be a hydrophobic substance if the side-chain was 
nonpolar or neutral [1]. The effect of liquid water on the 
structure of amino acids is important because liquid water 
takes part in a wide range of reactions within a biological 
cell, and is an integral part of all proteins.  

The amino acids side chains have a strong influence on 
how the protein behaves in liquid. For example, the structure 
of the lysine molecule in liquid differs for different charge 
states [2]. Below pH 9 both amino groups are protonated. 
Around pH 9, the α-amino group is protonated and the amino 
group of the side chain is not. Above pH 10.5 both amino 
groups are deprotonated. Therefore, lysine in drinking water 
is characterized by both amino groups protonated.  

The requirements of essential amino acids of humans and 
the efficiency of amino acids in protein utilization at 
maintenance and sub-maintenance levels have been 
investigated [3]. Amino acids in the form of proteins are the 
second-largest component (water being the largest) of human 
muscles, cells and other tissues. Along with proteins, amino 
acids perform critical roles in the processes of 
neurotransmitter transport and of biosynthesis. The essential 
amino acids requirements in people’s diet change 
significantly with their age [4].  

The indicative values of amino acids diet requirement 
and amino acids composition of body protein are presented 
in Table II. Because it has to be present in food, lysine is one 
of the most interesting of essential amino acids. In many 
cases, lysine is supplemented into the animal and vegetarian 
feedstuffs [5]. 

Purified lysine is safe for human. Conventional dosages 
of lysine supplementation are of 3 to 6 grams daily [6]. One 
common use for lysine is the treatment of cold sores caused 
by herpes virus [7]. 

 

TABLE II.  DIET REQUIREMENTS FOR ESSENTIAL AMINO ACIDS OF 
HUMANS 

Essential amino 
acid 

Requirement 
(mg/kg per day) 

Amino acid composition 
of body protein (mg/g) 

leucine 39 98 

lysine 30 78 

valine 26 56 

phenylalanine 25 53 

isoleucine 20 46 

threonine 15 34 

methionine 15 22 

histydyne 10 32 

tryptophan 4 0 (precursor of serotonin) 

 

B. Essential amino acids examination in water enviroment 

The thermal decomposition of amino acids depends on 
the environment [8]. The study of the thermal decomposition 
of amino acids in water environment is important, because it 
would allow refining the protein degradation model [9]. So 
far, the decomposition behavior of amino acids has been 
selectively investigated in water at high-temperature and 
high-pressure in a continuous-flow tubular reactor. The 
reactions were carried out in the temperature range of 200-
340C at a pressure of 20 MPa [10]. The mechanisms of heat 
damage in proteins when amino acids were in contact with 
water have been also examined. It was shown that lysine’s 
disintegration may start when the temperature exceeded 
37°C [11]. 

In this work, the possibilities of thermal decomposition 
of essential amino acids in water environment in conditions 
simulating those typical for some methods of thermal 
preparation of food were examined.  

The paper consists of 5 sections. First section was the 
introduction where the amino acids properties were 
discussed and the aim of work is presented. Second section 
describes the proposed for this purpose experiment set-up.  
The examination results of essential amino acids are 
presented in section three. In the section four, the discussion 
of obtained results and their classification is proposed. The 
short conclusion of proposed examination is gathered in 
section five. 

II. EXPERIMENT SET-UP 

To perform our experiments we used a photonic capillary 
sensor capable of producing a temperature ramp of over 
4°C/sec in a liquid water environment. The sensor head 
schematic side cross-section is shown schematically in 
Figure 2. The light traces, from source to receiving fibers, for 
bubble presence, are shown schematically in Figure 3. In this 
situation, the received signals are minimal. When capillary is 
uniformly filled with liquid for the light travelling from 
source fiber the light refraction in liquid occurs, and reflected 
ray reaches received fiber. 
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Figure 2.  Schematic side cross-section of the capillary head. 

 
Figure 3.  Schematic top view of the capillary head. 

Therefore, the sensor works on the principle of optical 
intensity changes taking place in dynamically forced 
measurement cycles. The sensor monitored simultaneously 
the thermodynamic and optical parameters of liquids [12]. It 
used an optical capillary in which the phase change from 
liquid to gas (a creation of a gas bubble in the liquid) was 
forced by local heating while the propagation of light across 
the capillary was monitored. After the bubble of gas was 
created, the local heating was switched off, but the bubble 
expansion still forced the flow of the liquid. The forced 
liquid flow in the capillary depended strongly on the vapor 
pressure and could be classified by a cavitating or non-
cavitating type [13]. After the local heating, the gas phase 
could be absorbed in the liquid, or remain in the form of a 
small bubble. As a result of the decomposition of the 
components of the liquid, or alternatively, when the forced 
flown was turbulent or of the cavitating type, a series of air 
bubbles might exist in the liquid.  

The capillary head used in this work was a modified 
version of one presented by Borecki et al [14]. The detection 
of the reflected signal was supplemented with the detection 
of scattered signal. The optical fibers were moved to the 
position in which their axes crossed in the central 
intersection point of the hybrid micro heater and the 
capillary. That enabled the monitoring of precipitation of the 
solution’s components. Instead of the 2.5mm wide element 
using for the micro-heater [14], a new 1.5mm wide SiC 
heating element was developed. This way, the local heating 
area dimensions get closer to the dimensions of the optical 

beams than in our previous investigations. The TSP 700-850 
from Polymicro Inc. capillaries were cut into 10 cm sections. 
In experiments capillaries with both ends closed were used. 
On the measuring head large core optical fibers BFH 37-600 
from Thorlabs were installed.  

As light source, a fiber coupled laser device S1FC675 
from Thorlabs was applied. The diode wavelength was 
675nm. The source was electrically modulated with 1kHz 
frequency from a Rigol function generator DG2021. The 
optical power at the end of light source fiber was set to 
0.1mW, by using the modulation signal amplitude, offset and 
knob of laser device.  

The optoelectronic detection unit coupled to large core 
optical fibers was of our own developed construction. It is 
modified version presented in [14]. It is characterized by 
switchable from 10nW to 1mW detection optical range. 
Lower detection threshold, for output refresh rate less than 
100Hz, is 50pW. The response time, for full scale signal 
change, is lower than 10ms. The optoelectronic unit was 
connected to a PC by an analog input of IOtech Personal daq 
3000 data acquisition system. That system was also used to 
control the laboratory power supply HM8143 of the micro 
heater. The micro heater was powered with 5W in periods 
shorter than 30s. To operate the system, at a 0.1s sampling 
rate, script in DasyLab 10 was designed. 

The initial experiments were made using capillaries filed 
with deionized water, as presented in Figures 4 and 5. As can 
be seen in Figure 4, the scattered signal was constant during 
the sample’s local heating, meaning that precipitated 
components were not present in the water. The presence of a 
moving boundary between the gas and the liquid phases can 
be correlated with the peak in scattered signal. The deionized 
water boiled in the measurement cycle in the time range 
from 17.1 to 25 seconds, corresponding to a boiling 
temperature that could be explained by the superheating of 
water, when at atmospheric pressure it could reach 120°C. 
The conditions for superheating of water are fast heating of a 
not vibrating sample of clear water in a vessel with smooth 
walls. Those conditions were maintained in the analyzed 
measurement cycle.  

 
Figure 4.  Measurement cycle of deionized water showing the reflected 

and the scattered signal during heating. 
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Figure 5.  Measurement cycle of deionized water, two trials with 

characteristics repeatable shape of signal. 

 
Figure 6.  The maximum local temperature of deionized water in the 

capillary during a measurement cycle. 

During the calibration of the sensor the temperature 
distribution in the capillary optrode was registered with the 
use of R300 NEC thermo-vision camera and the InfReC 
software. The measured and calculated water temperatures 
during the measurement cycles are presented in Figure 6. 
The obtained results confirm boiling at 100°C in 17.1 
seconds of local heating. The extrapolation of the results 
showed that the temperature of superheating of water in the 
analyzed conditions did not exceed 120°C. 

III. EXPERIMENTAL RESULTS 

Deionized water was used for making solutions at 
100mM/dm3 concentrations containing amino acids of 99% 
Reagent Plus purity obtained from Sigma Inc [15]. Ten 
experiments series for each examined amino acid were 
performed. Scattered signals during local heating in all 
experiments were stable so solid state precipitates did not 
form. Therefore, these signals are not presented in following 
records. The random selected two characteristics of 
experiment series refracted and reflected signal, for each 
examined amino acid, are presented in subsequent figures.  

The amino acid simplest in structure is glycine. It is not 
an essential amino acid. Its solubility in water is 24.99g/100 
mL at 25°C and the decomposition temperature of glycine 
was about 230°C.  

 
Figure 7.   The measurement cycle of glycine 

A solution of 100 mM/dm3 of glycine in water was used 
for the measurement cycles presented in Figure 7. The 
glicine measurement cycle was similar to that of water, as 
was expected, because the solution of glycine in water was 
uniform, its concentration did not approach the solubility 
limits. 

A. Examination of essential amino acids 

The measurement cycle of histidine is presented in 
Figure 8. The histidine solution starts boiling in 15.8-17.1 
seconds of the measurement cycle, slightly before sample 
reached 100°C. In our opinion, the gas product of 
decomposition had a relatively higher pressure than that of 
water steam. This gas phase caused turbulent flow of liquid, 
as could be concluded from the highly non monotonic 
measurement cycle characteristic observed after the micro 
heater switch off.  

 

 
Figure 8.   The measurement cycle of histidine  

Isoleucine (C6H13NO2) in water solution generated the 
gas phase in the range of 6.3-11.3 seconds of the 
measurement cycle, which was faster than water and 
histidine. The gas phase was next absorbed, as depicted in 
Figure 9. Leucine (C6H13NO2) measurement cycle is shown 
in Figure 10.  
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Figure 9.   The measurement cycle of isoleucine  

 
Figure 10.   The measurement cycle of leucine  

The measurement cycles of leucine had the same course 
as isoleucine, with the gas phase appearance in 6 seconds. 
The measurement cycles of isoleucine and leucine were 
similar, probably due to the small difference of their 
structures as their molecular formula is the same. 

The measurement cycle of lysine is presented in 
Figure 11.  

 

 
Figure 11.  The measurement cycle of lysine  

Lysine (C6H14N2O2) has the same carbon number as 
isoleucine and leucine, but measured characteristics differs 
significantly. The generation of the gas phase in the lysine 
solution was the most violent of the examined essential 
amino acids. It caused the cork of the capillary to shoot out 
in each measurement cycle. Therefore, the stable low level 
signal after the shut off of micro heater can be observed. The 
gas phase generation occurred in the range from 8.1 to 9.0 
seconds of the cycle. 

The methionine measurement cycle of Figure 12 shows 
similarity with the water cycle of Figure 5.  

 

 
Figure 12.  The measurement cycle of methionine  

Phenylalanine was characterized in the measurement 
cycle by a rapid gas phase creation in 9.4-9.8 seconds, as 
shown in Figure 13. 

 

 
Figure 13.  The measurement cycle of phenylalanine 

Threonine decomposition occurred in 15.5-16.3 seconds 
of the measurement cycle, with a turbid flow of liquid, as 
presented in Figure 14.  

The measurement cycle of tryptophan of Figure 15 is 
similar to the cycle of water.  

Valine has the measurement cycle similar to water and 
tryptophan, as depicted in Figure 16. 
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Figure 14.  Measurement cycle of threonine 

 

 
Figure 15.   The measurement cycle of tryptophan 

 

 
Figure 16.   The measurement cycle of valine 

IV. DISCUSSION OF RESULTS 

Sensing of essential amino acids under fast thermal 
shocks in water environment shows that the amino acids 
solutions behavior can be described according to the form of 
gas phase creation as 1) similar to water (H2O-like); 2) early; 

and 3) impetuous and early, as listed in Table III. The water-
like behavior can be described as one with the bubble 
appearance later than 16 seconds of the measurement cycle. 
The early gas phase creation can be described as when the 
gas phase creation happens before 16 seconds of local 
heating - below 80ºC. Impetuous and early gas phase 
creation occurs when, additionally, the gas phase forces rapid 
or turbid solution flow. 

TABLE III.   SUMMARY OF RESULTS OF ESSENTIAL AMINO ACIDS 
EXAMINATION  

Amino acid 

Type of 
amino 
acid in 
water 

Relation to 
water  

Avg. time 
of rapid 
thermal 
reaction 
[s] 

Type gas 
phase 
creation 

leucine 
neutral  hydrophobic 6.0 early 

lysine 
charged hydrophilic 8.5 impetuous 

and early 

valine neutral hydrophobic 18.8 H2O like 

phenyl-
alanine 

neutral hydrophobic 9.6 impetuous 
and early 

isoleucine neutral  hydrophobic 8.8 early 

threonine polar hydrophilic 16.0 H2O like 

methionine neutral hydrophobic 19.0 H2O like 

histidine charged hydrophobic 16.4 H2O like 

tryptophan neutral hydrophobic 19.4 H2O like 

 
Four distinct cases are of interest. The early gas phase 

creation of leucine and isoleucine happens because they have 
similar structures and parameters. The impetuous and early 
gas phase creation happens for lysine and phenylalanine. 

On the other hand, the degradation of amino acids in 
water environment for situations involving enzymatic 
oxidation or hydrolytic deamination is well-known [16].  

V. CONCLUSION 

Developed capillary sensor set-up enables sensing of 
essential amino acids behavior under fast thermal shocks in 
liquid water environment. Experiment show that, a fast 
temperature increase may act as a reaction catalyst for the 
disintegration of some amino acids, particularly lysine. This 
can be used for explaining, efficiency of herpes virus curing 
with lysine supplementation in some group of peoples. This 
can also clarify traditional medicine recommendations of raw 
parsley and chives consumption, which can be compiled with 
highest in vegetables lysine concentration [17]. Therefore, 
food preparation processes with fast ramp ups of 
temperature, are not ideal when the food is to be a source of 
amino acids. Consequently, we intend to examine amino 
acids stability in oil environment as some oriental kitchen 
methods base on putting shredded food into boiling oil or 
heated clarified butter which may lead to proven lysine 
deficit of India people [18]. 

The phenomena of lysine disintegration may be used in 
new nanotechnology medical or diagnostic particles carriers 
using graphene oxide [19]. That effect will be the subject of 
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our further studies. We will concentrate on examining the 
presence of products while heating graphene oxide - amino 
acids solutions in liquid water environment.  
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Abstract—The state of waste and process water depending on 

the particular application can be characterised by quantitative 

analysis of its composition (e.g., heavy metal ions, nitrate or 

phosphate) but often, at least in a complementary manner, by 

determinating of non-specific parameters like electrolytic con-

ductivity or redox potential. The latter is usually measured 

potentiometrically using indicator electrodes of precious met-

als. However, their application is connected with measurement 

errors caused by interactions between the media and the noble 

metal surfaces. Specifically this problem occurs in real media 

that can be found in process chemistry and in waste water sec-

tor, for example. Using electron conducting glass instead of 

noble metal membranes in potentiometric redox electrodes 

solves this problem. We present possibilities for their fabrica-

tion and results from their use. 

 

Keywords-redox potential; sensor; glass membrane; thick 

film; thin film; potentiometry 

I.  INTRODUCTION 

The redox potential, also denoted as oxidation reduction 

potential (ORP), is a measure for the ability of an aqueous 

system to take up electrons from a chemical reaction or to 

give up electrons. The ORP of a system can be changed by 

the addition of substances unless they are oxidative or re-

ductive. Determination of redox potential is very important 

in nature and technology as it characterises the present state 

of a system. Additionally, ORP can be used as controlled 

process variable for the performance of technical reactions. 

As control variable it is essential, e.g., for the water 

treatment as in many cases it is comparable to the pH value. 

Temperature, ionic strength and pH value are all important 

contributing factors. Studies have shown that the lifetimes 

of bacteria and other microorganisms are also strongly de-

pendent on the ORP of the media. 

Currently, noble metal based electrodes (mostly in com-

pact embodiment according to standards) [1, 2] are predom-

inantly used for the determination of redox potentials, while 

occasionally, electrodes based on film technology or elec-

troplating [2] are used. Independent of the shape of the no-

ble metal indicator electrode, potentiometry is used for the 

redox potential determination. The material of the measur-

ing electrode is critical for the results. Typically, gold, plati-

num or palladium are used in their construction. 

Gold electrodes react to chlorides and cyanides present, 

while platinum electrodes do not. Instead, in reducing solu-

tions together with palladium they form hydrides. This im-

pacts the electrode properties, particularly the absolute posi-

tion of the potentials measured in analyte solutions with the 

redox electrodes, as well as the adjustment behaviour of the 

potentials in case of composition changes in the measured 

media. In addition to the poor reproducibility of noble met-

als electrodes, successive measurements are subject to an 

additional measurement uncertainly of  25 mV. 

The electrodes become unusable when catalytic poisons 

such as SO2 or other sulfur compounds reach their surface. 

Proteins also cause an inactivation of noble metal surfaces 

and the presence of gaseous oxygen or hydrogen in the test 

medium influences the half cell potential. Precious metals 

can act as an undesired catalyst, e.g., they promote the de-

composition of hydrogen peroxide. Precious metals are ex-

pensive meaning and a substitute is highly desirable. Inves-

tigations of cheaper carbon electrodes (e.g., graphite elec-

trodes) have shown that a high reproducibility of the elec-

trode potentials is very difficult to achieve; therefore, they 

are not an adequate alternative. 

The problems of precious metal electrodes can be cir-

cumvented by using glasses with very high electron conduc-

tivity. Such glasses were first investigated at the end of the 

1970s [3]. These electrodes operate based on the presence of 

iron and titanium oxides in the glass, whereby in the case of 

Ti the metal coexists in the oxidation states +3 and +4 in a 

predefined proportion. Currently, redox glass electrodes are 

based on platinum wires covered with redox glass [3] or 

prepared analogously to conventional pH glass electrodes 

[4]. However, it is rarely possible to handle the special 

glasses which readily crystallise by the glass blower. The 

thermal coefficients of expansion are incompatible, in gen-

eral, with those of usual electrode shaft glasses, inevitably 

leading to high wastage rates. For some niche uses it is re-

ported about results of their application [5]. Recently pub-

lished works deal with the use of thick film [6] and thin film 

technology [7] as new manufacturing technologies for redox  

glass based indicator electrodes. 

Previous solutions for the measurement of redox poten-

tials in this and other process waters in circulation were 

based on the use of noble metal indicator electrodes, solely.  

 

The above mentioned drawbacks were accepted. Alterna-

tively, a bioactivity sensor (BAS) [8, 9] was developed, 

based on the principle of a biofuel cell. The electron transfer 

from the biological component to the anode of the sensor 
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was used for analytical applications. An application in the 

practise is not given currently. 

 

In this paper a new glass based system for the determi-

nation of the redox potential is introduced. The paper is or-

ganised as follows. The motivation for the development of 

new a redox sensor system and its use in paper industry pro-

cesses is outlined in Section II. Section III describes manu-

facturing of the planar redox glass electrodes in thick film 

technology. First results of measurements with this multi-

sensordevice as a part of a process water analyser are 

demonstrated in section IV. Additionally, we introduce a 

procedure to extend the lifetime of the measurement system. 

The conclusions and acknowledgement close this article. 

II. PROBLEM 

In the production of paper, water is required for auxiliary 

and cleaning purposes and it is often used several times. 

Beside the raw materials, the production details are critical 

to the quantity and composition of the sewage. In general, 

ecological and economic considerations lead the paper in-

dustry to reduce the sewage it produces. In reducing the 

volume of waste water the proportion of soluble substances 

increases, creating an undesirable nutrient-rich habitat for 

micro-organisms. This leads to an increase of slime and 

biofilm growth in the system. The problem is treated effec-

tively by an optimised application of biocide active sub-

stances. In any case, an efficient sewage treatment with bio-

logical stage of degradation is necessary. Further reduction 

of sewage volume necessitates an enlargement of the bio-

logical sewage treatment arrangement with biofilters. For 

the controlled addition of peroxide based biocides to sup-

press the slime growth in the process water, redox potential 

determination can make an essential contribution, whereby 

the complicated composition of the medium does not re-

quire the use of precious metal electrodes. 

For the assessment of the determined redox potentials it 

has to be taken in account that beside the concentration of 

the biocides the position-dependent amount of oxygen 

and/or the pH values have a significant influence on the 

sensor signal. These parameters should additionally be de-

termined and considered for the evaluation of the redox po-

tentials.  

III. SOLUTION 

First a glass mixture consisting of SiO2, Na2O, CaO, 

Li2O, Fe2O3, and Fe3O4 was prepared according to [10], 

homogenised, melted in a high temperature chamber furnace 

at 1400 
o
C and processed into rods. These were milled in a 

planetary ball mill. Afterwards, the resulting powder was 

sieved through a mesh, weighed, blended with the identical 

amount of a terpineol containing binder and mixed again in 

the planetary ball mill. To fabricate planar thick-film sen-

sors, a circular electrode structure of platinum with a thick-

ness of 8 μm was screenprinted on an alumina substrate, 

dried and fired. For the redox-sensor fabrication by thick-

film technology the sensitive pastes and covered substrates 

were heated to decrease the paste-viscosity and to simplify 

the application of the pastes onto the substrates. Then, the 

glass paste was carefully applied to the substrate. After dry-

ing at 150 
o
C in an oven with recirculating air the sintering 

process was executed. The resulting redox glass membrane 

had a thickness of 40 … 100 μm. 

For the application of the electrodes in process water, the 

glass coated substrates were assembled in a high-grade steel 

case and equipped with a protective hood. As reference 

electrode for the measurements, a solid state electrode with 

an epoxy-membrane filled with KCl according to [11] was 

used. Figure 1 shows both electrodes separately assembled.  
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  Glass based redox potential probe (right) and polymer based 

reference electrode (left) for the industrial application 

 

They were placed in measuring lances, where additional 

electrochemical sensors (T, pH, pO2) also were installed. 

Data collection is possible at different places within the wa-

ter cycle and as can be seen in Figure 2, it can also be meas-

ured beyond this circulation system after sample collection 

by means of pumps. 

 

 
 
Figure 2.  Measuring system for the monitoring of process water, consisting                    

of control box (a), Measuring lance (b) and measuring barrel (c) 
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The cleaning of contaminated sensors occurs in the meas-

uring tube under the following conditions: 

The measuring tube represents a current-optimised flow 

measuring cell with minimised volume and ¾“ hose connec-

tion delivering a high-enough current. This minimises the 

slime and biofilm growth in the sensors and inner surfaces 

of the measuring cell. Without measuring tube, the measur-

ing lance can be used as a multi-parameter insertion probe 

in large containers. The compressed air is provided by an 

autonomous small compressor. A compressed air nozzle 

was placed for every sensor to clean the sensitive surfaces. 

The number and the duration of the cleaning impulses can 

be adapted for every sensor of the respective load of the 

measuring solution. The cleaning cycles should be chosen 

so that biofilm formation is avoided. The inflow can be in-

terrupted by an added electromagnetic valve to detect the 

biological load of the process water by the oxygen reduction 

per unit time and the change of the redox potential. The ef-

ficiency of the cleaning procedure is demonstrated in Figure 

3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3.  Multi sensor system to control process water of the paper indus-

try left contaminated; right after cleaning with compressed air 

 
The results obtained by means of the continous use of 

multisensors during the paper manufacturing process at dif-

ferent places of the water cycle system enable the plant op-

erators to judge the state of the system and its biological 

contamination (slime growth). The focus lies on the meas-

urement of redox potentials by means of glass-based elec-

trode. 

IV. RESULTS 

We present results of the multisensor-equipped measur-

ing lances in model waters and in process water of the paper 

industry with particular focus on the innovative new redox 

glass electrodes. As a paper mill typical model medium, a 

solution of CaCl2 * 6 H2O, Na2SO4 * 10 H2O, starch and 

NaCl was prepared. The influence different biocides have 

on the electrochemical measurements if no micro-organisms 

exist in the solution was examined. The biocide Wofasteril 

E 400 was used and Figure 4 shows it has a clear effect. For 

the investigations, different electrode types were used. In 

addition to the glass-based redox electrodes, conventionally 

made pH glass electrodes and a platinum sheet for referenc-

ing redox measurements were taken. The pH electrode ex-

hibits a decrease of the pH value with the addition of the 

peracetic acid based biocides, as is expected. The redox 

glass electrode records the change of the redox potential as a 

result of the biocide addition. The fact that the potential 

change with the platinum sheet also acting as a redox elec-

trode does not precipitate so high, can be traced back on its 

known pH dependence. Figure 5 shows the results of own 

investigations into the pH dependence of the measurements. 

 
Figure 4. Changes of potential and pH value when biocide is added to a 

paper mill typical model solution 

 

 
 

Figure 5.  pH dependence of ORP for different redox electrodes 

 
Figure 6 displayes an exemplary measurement of process 

water in a paper factory. Besides the redox potential which 

was measured using both a platinum and a glass electrode, 

the oxygen content as well as the temperature are shown. 

The sensors were installed in the measuring lances shown in 

Figure 3. The electrodes were automatically cleaned by 

means of compressed air every 12 hours, corresponding to 

4, 16, 28, 40 and 52 hours in Figure 6. 
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Figure 6.  Course of redox potential, oxygen content and temperature in the 
process water of a paper mill (automatic cleaning cycle: 12 h) 

 

 The oxygen concentration as well as the temperature are 

nearly constant in Figure 6. The redox potential curves par-

tially deviate by more than ~100 mV from each other due to 

the cross sensitivity of the platinum electrode to components 

in the process water. By means of the redox potential, de-

termined with the redox glass electrode, contamination 

caused by the microbial load of the process water can be 

determined. At the beginning of the measurement the redox 

potential appears to a roughly steady level of about 150 mV. 

Over longer timespans, the influence of the automatic clean-

ing by means of compressed air becomes more pronounced. 

The cause is the biofilm that forms on the electrodes as a 

result of the microbial contamination, which lowers the re-

dox potential. The cleaning removes this and the original 

potential can be reached again. The platinum electrode is 

influenced immediately by the cleaning with compressed 

air, because this reacts to the aerial oxygen. This precious 

metal-based electrode is therefore completely unsuitable for 

measurements in process waters of paper mills.  

CONCLUSION 

Target of the development was the realisation of redox 

glass electrodes to overcome some problems of noble metal 

electrodes like inhibition and catalytic side reactions. Re-

sults of the application of thick film redox glasses based on 

Ti- and Fe-oxides are presented in this paper. They are suit-

able for the requirement of process water in paper industry. 

As a part of multisensor devices the planar electrodes have 

successfully been used for the controlling of biocide input in 

industrial paper processing. This sensor system enables the 

save prevention of unwanted slime and biofilm growth in 

paper production processes without biocide overdosage. 
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Abstract— The sensitivity of a force sensor based on photo-

elastic effect in a monolithic Nd-YAG laser depends strongly 

on the geometrical shape and dimensions of the laser medium. 

The theoretical predictions of sensitivity are in good agreement 

with first results obtained with a cylindrical crystal of (4x4) 

mm and some values reported by other groups. However, for 

small size of the laser sensor, the developed model predicts 

sensitivity, about 30 % higher than the values given by 

available experiments. In this paper, we present experimental 

results obtained with a force sensor using a monolithic 

cylindrical Nd-YAG laser of dimensions (2x3) mm with 

suitable optical coatings on its plane end faces. The new 

measure of sensitivity has allowed us to refine the theoretical 

model to treat photo-elastic sensors with small dimensions. 

Keywords- solid-state laser; photo-elastic effect; force sensor; 

beat frequency;  sensitivity. 

I.  INTRODUCTION  

The metrological characterization of scientific and 
industrial instrumentation employing small forces remains an 
intermediate target to ensure that measurements of forces 
lower than 1 N are traceable to the S.I. system of units [1][2]. 
Recently, a number of laboratories have shown a particular 
resurgence and interest to connect results of small forces 
measurements obtained with various devices [3][4]. Indeed, 
development of micro-robots for microsurgery for the retina 
or colonoscopy, measurement of stiffness of atomic force 
microscope cantilevers and handling fragile objects all 
require one to know the forces exerted on the manipulated 
objects [5]. In these areas of activity, the implementation of 
forces in the range of 1N to 0.1 mN by instruments has led to 
the necessity to develop ways to measure and control the 
forces generated. In fact, measurements based on different 
physical principles can be compared, at least in the range of 
their overlap.  Systems of different configurations, based on 
the exploitation of the photo-elastic effect in a crystal, have 
been developed and used to measure small forces. The 
results obtained are encouraging despite the difficulties 
raised for the generation and application of small forces with 
good reproducibility [6][7]. 

Here, a focus on photo-elastic force sensors with high 
sensitivity is made. The reason for this approach lies in the 
fact that in previous work we observed significant 
discrepancy between available experimental values of 
sensitivity and those predicted by the theoretical model based 
on some assumptions that are discussed in Section II. To 
improve the theory we started to make a photo-elastic force 

sensor whose dimensions lie in a range for which there is no 
experimental data, i.e. length diameter is in between 3 and 

.mm 12 2 To realize a monolithic solid-state laser, we chose 

a cylindrical Nd-YAG (neodymium-yttrium aluminum 
garnet) rod of 2 mm in length and 3 mm in diameter having 
plane end-faces.  

In the next Section, a brief reminder on the theoretical 
photo-elastic effect in a laser will be done. Section III will 
describe the new laser, Nd-YAG playing the role of sensitive 
element of the force sensor, as well as the experimental set- 
up. The results will be presented and discussed in connection 
with theoretical predictions in Section IV. 

II. MECHANICAL-STRESS INDUCED  BIREFRINGENCE 

The birefringence is induced in an Nd-YAG laser rod 
under mechanical stress generated by external force applied 
on the crystal, as illustrated in Figure 1.  

In order to link the force intensity to the induced 
birefringence (based on photo-elastic effect), we assume the 
stress distribution over the length of the laser rod is uniform. 

The stress components y and x  along the principal 

directions of the rod, induced by the applied force F , are 
represented by [8]:  
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d
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                          (1) 

where  and d are respectively length and diameter of the 

cylindrical crystal while the parameters and   depend 

on the nature of the contact between the laser crystal and its 
support and on the orientation of the pumping beam at 808 
nm relative to the principal axis of the Nd-YAG crystal. 
The relative stress, along the orthogonal directions x and y, 
induced in the center of the rod is then given by relation:  
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The induced frequency shift between the frequencies of 

the orthogonal polarizations //E and E  of the oscillating 
laser mode is expressed as a function of external force by: 
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Figure 1.  Orientation of the photo-elastic rod relative to the direction of 

the applied force. 

where 
)( q

PEC


 is the photo-elastic constant of the Nd-YAG 

crystal. For laser light of wavelength nm1064q  or 

frequency ,THz76,281q the theoretical value of
)( q

PEC


 

is N/m1025.1 212 . 

The sensitivity of the force sensor is approximated by the 
relation: 

dn
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In an ideal configuration, one edge of the cylindrical rod is 
in contact with a flat surface and the rod is illuminated by 
the laser beam along its axis of revolution. In this case 
 and   are related via [9]: 

 8)(                                     (5) 

These conditions are not easy to implement in the case of a 
monolithic laser of small diameter. To interpret the observed 
differences between measurements and theoretical 
predictions already used before [7], we sought to correctly 

model value of the form factor )(   .  

For value of )(   given by (5), the sensitivity is reduced 

to: 

d
dS




1
8,492),(                             (6) 

In (6), the sensitivity is in 1NMHz   if  and d  are in mm. 

Precisely, the results of this approach have been 
confronted to experiments.  As we will show in Section IV, 
the model used is not suitable especially for laser sensors 
using a small crystal. To improve this model, experimental 

values of sensitivity for different sizes )( d of the laser 

transducer are of great interest and particularly for crystal 

size )( d  where no data are available.  

III. EXPERIMENT 

The laser sensor is a cylindrical Nd-YAG crystal of 
parallel end faces (Figure 2). The pumping face is coated to 
have HR@1064 nm and HT@808 nm and the second one is 
coated with HT@808 nm and HR (99 %) @1064 nm.  The 
laser is bonded to its holder formed by a rectangular channel 
having a width of 3.5 mm and a depth of 3 mm, machined in 
an aluminum part. The temperature of the rod and the holder 

assembly is stabilized to better than  0.02 °C by using a 
proportional-integral-derivative (P.I.D) controller.  
 In this experiment a new procedure is employed for loading 
the laser rod by a standard mass. In fact, a rectangular (3x2) 
mm flexible blade made from a sheet of HAVAR (a non-
magnetic alloy, Co/Cr/Ni/Fe/W/..., of high strength) with a 
thickness of 10µm is bonded to the upper portion of the 
laser and plays the role of a pan as in an electromagnetic 
compensation balance. The photography of Figure 3 gives 
an overview of the experimental set-up. One can find more 
details on the experimental design in [7]. 
The various components as indicated in this Figure 3 are:  
(1)- laser diode system @ 808 nm; (2)- lens; (3)- Nd-YAG 

rod; (4)- bandpass filter; (5)- 4 polarizer; (6)- adjustable 

pinhole; (7)- lens; (8)- nanosecond photo-detector; (9)- 
spectrum analyzer. 

IV. RESULTS 

The response and the sensitivity of this photo-elastic 
sensor were analyzed by measuring the deviation of the beat 
note frequency when applying on the top of the laser 

deadweight linked to a mass standard, em . 

A. Response of the sensor  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Monolithic configuration of the Nd-YAG  laser force sensor. 
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Figure 3.  View of the photo-elastic force sensor. 

Mass standard of 0.1 g to 20 g were used to study the 
response of the photo-elastic sensor. As shown in Figure 4, 
the response is almost linear over the range studied and is 
checked on a wider range. In fact, same results were 
reported before for other size of photo-elastic Nd-YAG 
force sensor [6][7]. 
Using the least squares method, we deduce, from results 
reported in Figure 4, the mean value of the sensitivity and 
its uncertainty to: 

.gMHz)0034.0(5947.0 1
exp

S  

In terms of force this value of sensitivity is equivalent 

to: 1NMHz(0.35) 60.63   

To study the reproducibility of measurements of 
frequencies we made several series of measurements using a 
calibrated mass of 5 g by measuring the frequency of the 
beat signal when the laser crystal was free and when it was 
subjected to the action of the net weight of the mass 

standard, em  placed and staying on the top of the crystal in 

a perfect balance in the local gravitational field.  
The condition to take correctly a frequency measurement 

is that mass standard placed on the crystal must remain truly 
balanced on the rod so that the load is distributed equally in 
each cycle of mass insertion and removal. This phase of 
measurement is the most critical because it affects the 
reproducibility of the stress exerted by the dead weight on 
the crystal.  

Despite the fact that the procedure of insertion and 
removal of the mass standard is performed manually, the 
measurements turn out to be reproducible. The results of the 
beat frequency measurement are given in Table I.  

 

 

 

 

 

 

 

 

 

 

Figure 4.  Response of the sensor under the action of deadweight. 

TABLE I.  MEAN VALUES OF OBSERVED BEAT FREQUENCY WHEN THE 

LASER CRYSTAL IS UNLOADED THEN LOADED WITH A DEADWEIGHT OF 5 g. 

State of the laser  

crystal 

Observed beat frequency 

Mean value 

(MHz) 

Repeatability/ Reproducibility 

(MHz) 

Unloadded 20.55 0.04/ 0.08 

Loaded by mass 

g.5me   
23.51 0.05/ 0.1 

 

The mean value and the associated uncertainty of 
repeatability are derived from the average of an actual range 
of ten values of measured frequencies for each state of the 
laser crystal.  

The uncertainty of reproducibility is evaluated from the 
measurement of several repeated cycles of applying and 
removing the mass standard of 5 g. During successive 
cycles of loading and withdrawal of the force transducer, the 
mean frequency of the beat signal changes from 20.55 to 
23.51 MHz. These values are obtained by averaging the 
observed frequencies measured alternately when the mass 
standard is inserted then removed. For a given situation of 
the the sensitive element of the transducer, the frequency of 
the beat note is measured with a repeatabilty better than 50 
kHz. However, the reproducibility of the frequencies 
observed during a series of about fifteen successive loadings 
and removals is of the order of 100 kHz. This large scatter is 
mainly generated by the reproducibilty of internal stress 
distribution, induced in the center of the laser sensor, after 
each cycle of measurement when the sensing element is 
loaded by mass standard. A priori, one could reduce this 
limitation by improving the system of loading and 
unloading the sensitive element of the transducer.  
Experimental sensitivity of the transducer, determined here 
by using only one mass standard, is given by: 
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Or, ;NMHz35.60 1*
exp

S this value is very close 

to ,NMHz63.60 1
exp

S deduced from linear fit of 

results reported in Figure 4. 
 
The associated uncertainty of repeatability is:  

1
exp NMHz30.1)( Surepeat  

If one considers the most pessimistic situation related to the 
reproducibility of frequencies measurement in a series of 
mass standard insertions and removals, one obtains: 

1
exp NMHz61.2)( Sureprod  

This last uncertainty is the main limitation in terms of 
measurement for this kind of force sensor.  

B. Sensitivity and size of the sensing element of the force 

sensor  
The new values of sensitivity and his uncertainty are 

reported in Figure 5 and compared to the experimental 
measurements available for different force transducer 
reported before by others authors [9][10]. In this figure, 
only results obtained with a photo-elastic force sensor using 

monolithic Nd-YAG laser are considered for comparison. It 
can be seen, from this figure, that the predicted sensitivities 
by (6) corresponding to the ideal situation, discussed in 
Section II, are clearly superior to experimental values when 
the dimensions ( d ) of the laser sensor are small. As one 

can see from Figure 5, this is the case of the two available 
experimental values of sensitivity, corresponding to 

3)( d and .mm6 2   

In Figure 5, the solid line is given by )(8,4921 dS   

and corresponds to a simple theoretical model (Section II) 

while the dot one, 43)(3102 ddS   , is an empirical 

relation which provides sensitivity values close enough to 
experimental results. Thus, the new results show that, when 
the sizes of the sensor are small, the sensitivity of the photo-
elastic force sensor depends, in a relatively complex way, on 
the nature of the contact and on the localization of the 
applied force associated with the calibrated weight. 
Therefore, for the small size of the sensitive element, it is 
difficult to obtain high sensitivity with good reproducibility 
required for the measurement of small forces at the 
micronewton level with acceptable accuracy.  

However, this type of sensor should prove useful for 
force measurement over a range of five orders of magnitude, 
namely from 0.1 mN to more than N10 . This wide range is 

very useful when trying to make comparisons with results 
obtained with other devices used in small force 
measurement. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  Sensitivity of the photo-elastic force sensor versus dimensions 

of the Nd-YAG rod. a)- [9]; b)- [10]; c)- [11]; d)- This work.  

TABLE II.  VALUES OF PHYSICAL QUANTITIES USED FOR THE 

DETERMINATION OF DEADWEIGHT dwF .  

Quantity Value Uncertainty 

local gravity ( 2sm  ) 1093880,9lg  7103   

Mass standard  ( g ) 1.0em  6105   

Mass density ( 3mkg  ) 7850e  3104   

Air density  ( 3mkg  ) 1950.1a  4102   

C. Force measurement 
The force acting on the laser sensor when a mass 

standard em is balanced on the rod, corresponds to the dead 

weight in the local gravity locg . It is given by: 

)1( ealocedw gmF                      (9) 

i.e. the weight in vacuum minus the buoyancy correction. 

a and e  are respectively the air density and the density 

of mass standard. 
Using the values measured in the laboratory, as given in 
table II, the force exerted on the laser by the action of 

g1.0em  is theoretically: N. 10808.9 4dwF   

The dominant component of the overall uncertainty 
associated with this value of force comes from that of the 

standard mass, .em  

.N10)()()( 8 eedwdw mumFFu  

When this force acts on the sensing element, the shift 
induced on the frequency of the beat note is about 60 kHz, 
i.e., at the level of the reproducibility of frequency 
measurement. The measured force is determined from the 
experimental sensitivity of the force sensor and 

measurement of the frequency shift ,unloadload    

induced by the action of an unknown force.  
 

 

46Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-375-9

SENSORDEVICES 2014 : The Fifth International Conference on Sensor Device Technologies and Applications

                           56 / 136



The intensity of this force is then calculated from:  

expexp )( SF unloadload              (10) 

In the case of deadweight associated to g1.0em , the 

values of force determined from (10) and respectively expS  

and *
expS  are:  
















N1094.9

N1090.9

4*
exp

4
exp

F

F
 

These experimental values differ by about 1 % from that 
calculated using (9). Considering the uncertainty of 
repeatability in the determination of the experimental 
sensitivity, the uncertainties associated with these values of 
force are at the same order, or: 

N101)( 3Furepeat .  

Note that this uncertainty is at the level of the measured 
value for the applied force. On the other hand, the 
uncertainty of reproducibility is twice as important. 

Since the sensor output is governed by the stress 
developed in the photo-elastic material, reading could be 
erroneous if the contact is located at one end of the crystal 
and not along one of its edges. The range of the applied 
force, at the micronewton level, can be improved by 
increasing the contact area of the sensor or by using photo-
elastic material with higher constant of optical stress. 

V. CONCLUSION  

In this report, we have presented the photo-elastic force 
sensor used to characterize the response, in terms of 
sensitivity and its uncertainty, especially when the 
dimensions of the sensing element are small. The new 
determination of sensitivity was used to obtain the best fit 
between theoretical predictions and experimental values of 
sensitivity for the photo-elastic force sensors.  Hence, the 
result is novel in the sense that it provides new information 
on the behavior of the sensitivity for a given sensor size, 
which showed the overall effect of the nature of the contact, 
represented by the geometrical factor, on the sensitivity of 
the sensor. To adjust the theoretical model so it agrees with 
the results of a set of measurements, we have reconsidered 
the contribution of the shape factor to the value of the 
sensitivity. Thus, fitting this parameter, we have reduced the 
observed differences between experimental values of 
sensitivities, based on photo-elastic effect in a monolithic 
Nd-YAG laser, and theoretical predictions. 

Finally, we can conclude that this type of force sensor 
can provide high sensitivity, when using small size for 
sensitive element but we observe a slight deterioration in the 
reproducibility of the measurements. To avoid aging of the 
sensing element, the force range should be adjusted to avoid 
causing any distortion of the crystal as a result of lateral 
forces or torques. We plan to study these aspects in order to 
characterize the two sensors we have used for potential 

applications in industry. However, we believe that it can be 
quite suitable for the detection and measurement of force in 
the range of 1N- 0.1 mN. Also, it can be used and integrated 
to other systems in the view of traceable small force 
measurements to the International System of Units. 
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Abstract— In this paper, we exploit the nonlinear property of 

the SiC multilayer devices to design an optical processor for 

error detection that enables reliable delivery of spectral data 

of four-wave mixing over unreliable communication channels. 

The SiC optical processor is realized by using double pi’n/pin 

a-SiC:H photodetector with front and back biased optical 

gating elements. Visible pulsed signals are transmitted 

together at different bit sequences. The combined optical 

signal is analyzed. Data show that the background act as 

selector that pick one or more states by splitting portions of 

the input multi optical signals across the front and back 

photodiodes. Boolean operations such as EXOR and three bit 

addition are demonstrated optically, showing that when one or 

all of the inputs are present, the system will behave as an XOR 

gate representing the SUM. When two or three inputs are on, 

the system acts as AND gate indicating the present of the 

CARRY bit. Additional parity logic operations are performed 

using four incoming pulsed communication channels that are 

transmitted and checked for errors together. As a simple 

example of this approach, we describe an all-optical processor 

for error detection and then provide an experimental 

demonstration of this idea.  

 

Keywords- Optical processor, Integrated optical filter, 

Boolean operations,  Coder/decoder device  

I. INTRODUCTION  

Using visible light for data transmission, which is 

referred to as Visible Light Communication (VLC), opens a 

broad spectrum of applications, such as photonic circuits for 

the purpose of chip-level communications and location 

estimation. Increases in power efficiency per bit of data are 

projected to be achieved by replacing electrical 

interconnects with their optical counterparts in the near 

future. Digital optical systems and optical processors 

demand an all-optical arithmetic unit to perform different 

optical arithmetic operations. Various architectures, logical 

and/or arithmetic operations have been proposed in 

optical/optoelectronic computing [1][2][3][4]. Effort has 

been made for the development of all-optical logical 

functions [5] by using different schemes like optoelectronic 

devices based on optical nonlinear micro-ring resonators 

[6][7]. 

Multilayered Si/C structures based on amorphous silicon 

technology are reconfigurable to perform WDM 

optoelectronic logic functions [8][9]. They have a nonlinear 

magnitude-dependent response to each incident light wave. 

In this paper we exploit the nonlinear property of the SiC 

multilayer devices under steady state backgrounds to design 

an all-optical adder unit.  

The SiC optical processor for error detection and 

correction is realized by using double pin/pin a-SiC:H 

photodetector with front and back biased optical gating 

elements. Red, green, blue and violet pulsed signals are 

transmitted together at different bit sequences. The 

combined optical signal is analyzed by reading out the 

photocurrent, under low wavelength background (350 nm) 

and different intensities. The operational principle of SiC 

based switches is discussed and the theoretical design of all-

optical adder operation is reported. Experimental results 

confirming the described method are also presented. 
After a short introduction, in Section II the design, 

characterization and operation of the device are presented. 

In Section III, the spectral sensitivity of the device is 

analyzed and, in Section IV, the nonlinear spectral gain is 

presented. Section V, refers the coder/decoder optical 

processor and in Section VI, the full-adder design is shown. 
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Error control methodology based on SiC technology is 

explained, in Section VII, and the conclusions appear, in 

Section VIII. 

 

II. DEVICE DESIGN, CHARACTERIZATION AND 

OPERATION 

The full-adder device is realized by using a double 

pi’n/pin a-SiC:H photodetector with TCO front and back 

biased optical gating elements as depicted in Figure 1. The 

active device consists of a p-i'(a-SiC:H)-n/p-i(a-Si:H)-n 

heterostructure. The thicknesses and optical gap of the front 

í'- (200 nm; 2.1 eV) and back i- (1000 nm; 1.8 eV) layers 

are optimized for light absorption in the blue and red ranges, 

respectively [10].  

Optoelectronic characterization was performed through 

spectral response measurements without and with steady 

state applied optical bias. 
Monochromatic (red, green, blue and violet; R,G,B,V;) 

pulsed communication channels (input channels) are 

combined together, each one with a specific bit sequence 

and absorbed accordingly their wavelengths (see arrow 

magnitudes in Figure 1). The combined optical signal 

(multiplexed signal; MUX) is analyzed by reading out the 

generated photocurrent under negative applied voltage (-

8V), without and with 390 nm background lighting at 

different intensities, applied either from front or back sides. 

The device operates within the visible range using as input 

colour channels the square wave modulated low power light 

supplied by red (R: 626nm), green (G: 524 nm), blue (B: 

470 nm) and violet (V: 400 nm) LEDs. 

  

 

Figure 1.  Device configuration and operation. 

 

III. SPECTRAL SENSITIVITY   

The spectral sensitivity was tested through spectral 

response measurements [ 11 ] without and under 350 nm 

front and back violet backgrounds using different 

intensities. In Figure 2, the spectral gain (α), defined as the 

ratio between the spectral photocurrent with and without 

applied optical bias, is displayed under near-UV (=350 

nm) illuminations. In Figure 2a, the light was applied from 

the front (F) and in Figure 2b, the irradiation occurs from 

the back side (B). The background intensity () was 

changed between 5µWcm
-2

 and 3800 µWcm
-2

.  
Results show that the optical gains have opposite 

behaviours under front and back irradiations. Under 350 nm 

front irradiation (Figure 2a) and low flux, the gain is high in 

the infrared region, presents a well-defined peak at 750 nm 

and strongly quenches in the visible range. As the power 

intensity increases the peak shifts to the visible range and 

can be deconvoluted into two peaks, one in the red range 

that slightly increases with the power density of the 

background and another in the green range that strongly 

increases with the intensity of the UV radiation. In the blue 

range, the gain is much lower. 

This shows the controlled high-pass filtering properties 

of the device under different background intensities. Under 

back bias (Figure 2b) the gain in the blue/violet range has a 

maximum near 420 nm that quickly increases with the 

intensity. Besides it strongly lowers for wavelengths higher 

than 450 nm, acting as a short-pass filter. Thus, back 

irradiation, tunes the violet/blue region of the visible 

spectrum whatever the flux intensity, while front irradiation, 

depending on the background intensity, selects the infrared 

or the visible spectral ranges.. 
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Figure 2.  
  
a) Front (F) and b) back (B) spectral gains (αF,B) under 

=350 nm irradiation. 
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The results show that, low fluxes select the near infrared 

region and cuts the visible one, the reddish part of the 

spectrum is selected at medium fluxes, and high fluxes tune 

the red/green ranges with different gains 

IV. NONLINEAR SPECTRAL GAIN  

Several monochromatic pulsed lights separately (697 nm, 

626 nm, 524 nm, 470 nm, 400nm input channels; 

transmitted data) or combined (MUX signal) illuminated the 

device at 12000 bps. Steady state 390 nm bias at different 

intensities due to different LED input currents (0<ILED <30 

mA) were superimposed separately from both sides and the 

photocurrent was measured. For each individual channel the 

photocurrent was normalized to its value without irradiation 

(dark) and the photocurrent gain (α
V

R,G,B,V) determined. 

Figure 3, displays the different gain as a function of the 

drive currents of the lighting LED under front (a) and back 

(b) irradiation. 
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Figure 3.  a) Front and b) back optical gain at =390 nm irradiation and 
different input wavelengths.  

Results show that the gain depends mainly on the channel 

wavelength and slightly on the lighting intensity, for high 

fluxes. Even across narrow bandwidths, the gains are quite 

different. Under front irradiation (Figure 3a) the magnitude 

of the short wavelengths signals is quenched and enlarged in 

the long wavelengths range. The opposite happens when the 

background lighting is at the back side (Figure 3b). Here, 

the short wavelengths gain increases while the long 

wavelengths gain decreases. This behavior can be used to 

build selective filters, where the gain of the short and long 

pass filters is controlled by optical bias either at the front or 

back sides.  

This nonlinearity allows identifying the different input 

channels in the visible range. Due to its low wavelength, the 

background light is absorbed at the top of the front diode 

and, due to the self-bias effect [6], increases the electric 

field at the back diode where the red incoming photons are 

absorbed accordingly their wavelengths (see Figure 1) 

resulting in an increased collection. Under back irradiation 

the electric field decreases mainly at the i-n back interface 

quenching the red/green input signals. 

V. CODER/DECODER DEVICE  

In Figure 4, the normalized MUX signal due to the 

combination of the red, green, blue and violet input channels 

(received data) is displayed under front and back 

irradiations (ILED=30 mA). On the top, the input channels 

(transmitted data) are displayed. In the right side of the 

figure all the possible sixteen RGBV sublevels and their 4-

bit binary code are inserted.  
The results show that to each of all the possible 2

4
 on/off 

states it correspond a well-defined level. Under front or 

back irradiation, each of those four channels, in turn, is 

enhanced or quenched (Figure 2 and Figure 3) accordingly 

its wavelength. So, 2
4
 ordered levels (d0-d15) are detected 

(horizontal dot lines) and grouped into two main classes due 

to the high amplification of the red channel (α
V

626=4.5). The 

upper eight (2
3
) levels are ascribed to the presence of the red 

channel (R=1), and the lower eight to its absence (R=0), 

allowing the red channel recognition. Since under front 

irradiation the green channel is also amplified (α
V

 524=3) the 

four (2
2
) highest levels, in both classes, are ascribed to the 

presence of the green channel (G=1) and the four lower ones 

to its lack (G=0). The blue channel is slightly amplified (α
V

 

470=1.75), so, in each group of 4 entries, two subclasses (2
1
) 

can be found: the two higher levels correspond to the 

presence of the blue channel (B=1) and the two lowers to its 

absence (B=0). Finally, each group of 2 entries have two 

near sublevels (α
V

 400=0.78), the higher level where the 

violet channels is ON (V=1) and the lower level where it is 

missing (V=0).  
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Figure 4.  MUX/DEMUX signals under 390 nm front and back UV 

irradiation and decoded RGBV binary bit sequences. On the top of the 
figure the transmitted channels are displayed.  

Under back irradiation, the violet channel is strongly 

enhanced (α
V

400=16), the blue channel moderately (α
V

 470=2) 

and the green and red strongly reduced (α
V

524,626=0.3) 

allowing to confirm the presence of violet channel. In 

Figure 4, under front irradiation, d1 and d2 have similar 

values making difficult the decoding; however under back 

irradiation their recognition is obvious. So, from the front 

and back information the different bit sequences were 

decoded and the signal demultiplexed [9].  

VI. DESIGN OF FULL-ADDER BASED ON A-SIC 

TECHNOLOGY 

A full adder circuit adds three single bit binary numbers 

(X, Y, Z) and gives result in two single bit binary outputs, 

called Sum (S) and Carry (C) that is a three-bit modulo-2 

addition [12].  
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Figure 5.  MUX signal, output levels and truth table of a SiC full adder. 

 

 

A full-adder circuit based on a-SiC technology uses the 

same principle; it adds three color single bit binary numbers 

(R,G,B) and gives result in two single bit binary outputs, 

(Sum, Carry). The design of full adder circuit is illustrated 

in Figure 5. Depending upon the state of the variables (R, G, 

B) the output is obtained from one of the eight output levels 

(d0 to d7). 

Figure 5 displays the normalized MUX signals (received 

data) due to the combination of the red (R), green (G) and 

blue (B) input channels (transmitted data), under front 

irradiation. On the top the signals used to drive the input 

channels are displayed showing the presence of all the 

possible 2
3
 on/off states ascribed to 8 separate current levels 

(d0-d7). All eight conditions presented above are listed in 

Table 1. 
The corresponding truth table of full adder for three input 

binary (RGB) variables is shown in the right side of the 

figure. As expected from Figure 3 and Figure 4, the levels 

magnitude depends on the inputs wavelength amplification 

factors under irradiation. 

So, a 3-binary code is associated to each level allowing 

signal decoding. Data shows that when one or all of the 

inputs are present the output will be weighted by their gains 

(α
V

R,G,B), which corresponds to four different levels (d1, d2, 

d4, d7; solid arrows in Figure 5), the system behaves as a 

XOR gate, i.e., S =1 [13]. 

 

TABLE I  STATE OF DIFFERENT OUTPUT LEVELS 

R G B d0 d1 d2 d3 d4 d5 d6 d7

0 0 0 1 0 0 0 0 0 0 0

0 0 1 0 1 0 0 0 0 0 0

0 1 0 0 0 1 0 0 0 0 0

0 1 1 0 0 0 1 0 0 0 0

1 0 0 0 0 0 0 1 0 0 0

1 0 1 0 0 0 0 0 1 0 0

1 1 0 0 0 0 0 0 0 1 0

1 1 1 0 0 0 0 0 0 0 1

Inputs Output of the different terminals

 
 

If two or three input channels are simultaneously on, the 

output level will be weighted by each of the individual 

gains, therefore the system acts as AND gate. This 

corresponds to four separate levels (d3, d5, d6, d7; dot 

arrows) and indicates the presence of CARRY bit (C=1).  
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TABLE II  THE TRUTH TABLE OF THE FULL-ADDER 

R G B Sum Carry

0 0 0 0 0

0 0 1 1 0

0 1 0 1 0

0 1 1 0 1

1 0 0 1 0

1 0 1 0 1

1 1 0 0 1

1 1 1 1 1

Inputs Output

 
 

The truth table of the full-adder shown in the right side 

of the Figure 5 is displayed in Table 2. 

VII. ERROR CONTROL BASED ON A-SIC TECHNOLOGY  

Fault tolerance can be achieved in many systems by 

using parity bits. SiC optical processor for error control is 

realized by using the same double pin/pin a-SiC:H 

photodetector.  
Taking into account Figure 4, the encoder for code takes 

four input data bits [R, G, B,V; d8, d4, d2, d1] and creates 

three additional parity bits,  

 

[P-(VRG), P-(VRB), P-(VGB); d13, d11, d7] (1) 

 

given by: 

 

P-(VRG) = V  R  G  (2) 

 

P-(VRB) = V  R  B (3) 

 

P-(VGB) = V  G  B (4) 

 

i.e., the parity bits are SUM bits of the three-bit additions of 

violet pulsed signal with two additional bits of RGB. So, the 

seven-bit word at the output of the encoder will be in a 

bytewide format, with the data and the parity bits separated 

as decoded in Figure 4.  

Here, the solid arrows shows the different signals that 

arise from to the presence of one of the four wavelength 

channels [R, G, B, V] and the doted arrows marks the 

generate parity bits. Thus, three independent logic functions 

can be implemented in a SiC WDM circuit. In this case the 

three-bit adder circuit described above can be used as an 

encoder for the code, which simultaneously generates the 

three parity bits. This is schematically shown in Figure 6.  

To make a distinction between transmitted and received 

data, the transmitted bits are denoted by upper case and the 

received bits are by lower case. Thus, the transmitted word 

is:  

 

[R, G, B,V, P-(VRG), P-(VRB), P-(VGB)]  (5) 

 

 

Sum

Sum
[P-(V,G,B)]

Sum

Sum [P-(V,R,B)]

[P-(V,R,G)]

[R, G, B, V]

4-bit code

7-bit coded 
word

d1
d8
d4

d1
d8
d2

d1
d4
d2

 
Figure 6.  Schematic of the coding when the three parity bits are generated 

simultaneously in a SiC WDM circuit. 

 

 

whereas the received word is:  

 

[r, g, b,v, p-(vrg), p-(vrb), p-(vgb)] (6) 

 

or else:  

 

[d8, d4, d2, d1, d13, d11, d7]. (7) 

 

Since d1 is present in all three parity bits, it is the first bit 

that is checked for errors. The following additions are 

performed on the received bits: 

 

v-(rg) = SUM[p-(vrg), r,g] (8) 

 

v-(gb) = SUM[p-(vgb),g,b] (9) 

 

v-(rb) = SUM[p-(vrb), r,b] (10) 

 

Taking into account Figure 3b and Figure 4 under back 

irradiation, the signal is strongly enhanced if the violet bit is 

on it on state, allowing confirming it presence if generated. 

Combining the two pieces of information (generated parity 

bits and back signal levels) either the absence, or the 

presence of one or double errors, even for similar values of, 

for instance, d1 and d2, will be easily checked.  

In the absence of any errors, received bit equals 

transmitted bit. Each of the above additions would equal d1. 

If v-(rg) is computed in the absence of any errors, it equals 

d1. 

 

v-(rg) = SUM[p-(vrg), r,g]= SUM[ d13, d8 , d4] = 

 

= d13  d8  d4 =d1  d8  d4  d8  d4 = d1       (11) 

 

In the presence of one error, for example, if the error is 

on d2, (see Figure 4), i.e:  

2d  = d2  1  (12) 

52Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-375-9

SENSORDEVICES 2014 : The Fifth International Conference on Sensor Device Technologies and Applications

                           62 / 136



 

and making the same operation:  

v-(gb) = SUM[p-(vgb), g, b), d4 , 2d  ] (13) 

= d7  d4  2d  = d1  d2  1  d4  d2  d4= 1d   (8) 

 

obviously, the results for the two other operation are: 

 

v-(rg) = d1  (14) 

 

and  

v-(rb) = 1d  (15) 

 

However, any double error will not violate the parity 

check of P 

 

P=  r  g  b v  p-(vrg)  p-(vrb)  p-(vgb)       (16) 

 

but will violate some of the p-(vrg), p-(vrb), p-(vgb) parity 

checks, thus providing an indication of the double error. 

Thus, parity preserving reversible circuit design can be 

implemented optically being very useful in the development 

of fault tolerant reversible systems in emerging 

nanotechnology.  

VIII. CONCLUSIONS  

The nonlinear property of the SiC multilayer devices 

under front and back lighting backgrounds were exploited to 

design an optical processor for error detection and 

correction that enables reliable delivery of spectral data of 

four-wave mixing over unreliable communication channels. 
The design of an optical full-adder was presented. 

Additional parity logic operations were performed using 

four incoming pulsed communication channels that are 

transmitted and checked for errors together. As a simple 

example of this approach, we described an all optical 

processor for error detection and then provided an 

experimental demonstration of this idea.  
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Abstract— In this paper, we present a wavelength selector 

based on a monolithic multilayer pi’n/pin a-SiC:H optical filter 

that requires appropriate near-ultraviolet steady states optical 

switches to select the desired wavelengths in the visible-near 

infrared (VIS-NIR) ranges. Results show that the background 

intensity works as a selector in the infrared/visible regions, 

shifting the sensor sensitivity. Low intensities select the NIR 

range while high intensities select the visible part. Here, the 

optical gain is very high in the red range, decreases in the 

green range, and stays near one in the blue region decreasing 

strongly in the near-ultraviolet range. The transfer 

characteristics effects due to changes in steady state light 

intensity and wavelength backgrounds are presented. The 

relationship between the optical inputs and the output signal is 

established when a multiplexed signal is analysed. An 

optoelectronic model gives insight into the physics of the 

selector.  

 

Keywords- Integrated optical filter, VIS-NIR 

communications,  Photonics-based sensors,  Optoelectronics 

I. INTRODUCTION  

Newly developed technologies for infrared 

telecommunication systems allowed the increase of 

capacity, distance and functionality, switching and control 

with the design of new reconfigurable logic active filter 

gates by “bridging the gaps” and combining the optical 

filters properties. Expanding far beyond traditional 

applications in optical interconnects at telecommunication 

wavelengths [1] [2], the SiC nanophotonic integrated circuit 

platform has recently proven its merits for working with 

visible range optical signals. To enhance the transmission 

capacity and the application flexibility of optical 

communication efforts have to be considered, namely the 

Wavelength Division Multiplexing based on tandem a-

SiC:H light controlled filters, when different visible signals 

are encoded in the same optical transmission path [3] [4]. In 

this paper, the shift of the visible range to telecom band can 

be accomplished using the same wavelength selector but 

under near-ultraviolet optical bias, acting as reconfigurable 

active filters in the visible and near infrared ranges. These 

active filters act as interface devices that establish the bridge 

between the infrared and red spectral range playing a key 

role to bridging the infrared and the visible optical 

communication technology. They can be used to perform 

different filtering processes, such as: amplification, 

switching, and wavelength conversion. 

After a short introduction, in Section II, the design, 

characterization, and operation of the device is described. In 

Section III, the light filtering properties are analyzed and in 

Section IV, the methodology that supports the 

visible/infrared tuning is presented.  In Section V, an 

optoelectronic model gives insight into the physics of the 

device and, finally in Section VI the main conclusions are 

presented. 

II. DEVICE DESIGN, CHARACTERIZATION AND 

OPERATION 

The selector is realized by using a double pi’n/pin a-

SiC:H photodetector with TCO front and back biased 

optical gating elements as depicted in Figure 1. The active 

device consists of a p-i'(a-SiC:H)-n/p-i(a-Si:H)-n 

heterostructure. The thicknesses and optical gap of the front 

i'- (200 nm; 2.1 eV) and back i- (1000 nm; 1.8 eV) layers 

are optimized for light absorption in the blue and red ranges, 

respectively [5].  

Optoelectronic characterization was performed through 

spectral response and transmittance measurements without 

and with steady state applied optical bias. The optical bias 

(; background) was superimposed using near-ultraviolet 

Light Emitting Diodes (LEDs) (390 nm). Currents between 

0.005 mA and 30 mA were used to drive the LEDs in order 

to change the light flux background. 

 

 

Figure 1.  Device configuration and operation. 
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Monochromatic (infrared, red, green, blue and violet; 

IR,R,G,B,V;) pulsed communication channels (input channels) 

are combined together, each one with a specific bit sequence 

and absorbed accordingly their wavelengths (see arrow 

magnitudes in Figure 1). The combined optical signal 

(multiplexed signal; MUX) is analyzed by reading out the 

generated photocurrent under negative applied voltage (-

8V), without and with near-ultraviolet background (390nm) 

and different intensities, applied either from front (F) or 

back (B) sides. The device operates within the visible/NIR 

range using as input color channels the square wave 

modulated low power light supplied by near-infrared/red 

(NIR/ R: 880 nm-626nm), green (G: 524 nm), blue (B: 470 

nm) and violet (V: 400 nm) LEDs. 

In Figure 2a, the transmittances from the front and back 

diodes are plotted as well as the transmittance of the 

complete device without any background light. In Figure 2b, 

the transmittance is displayed under different 390 nm 

background intensities. 
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Figure 2.  Transmittances from: a) front, back and whole device; b) the 

pi’npin structure under front irradiation, with 390 nm irradiation and 

different intensities. 

Results confirm the influence of the thickness of each 

front and back diode on the transmittance of the whole 

device. It is interesting to notice that under front light 

irradiation, the transmittance decreases in the infrared range 

as the background intensity increases leading to an infrared 

absorption window. 

III. LIGHT FILTERING PROPERTIES 

The spectral sensitivity was tested through spectral 

response measurements [6] [7] without applied optical bias 

and under 390 nm front and back backgrounds of variable 

intensities. In Figure 3 the spectral gain (α), defined as the 

ratio between the spectral photocurrent with and without 

applied optical bias, is displayed under near-UV (=390 

nm; Figures 3a and 3b) illuminations. In Figure 3a, the light 

was applied from the front (F) and in Figure 3b, the 

irradiation occurs from the back side (B). The background 

intensity () was changed between 5µWcm
-2

 and 3800 

µWcm
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Figure 3.  Front (a) and back (b) spectral gains (αF,B) under =390 nm  
irradiation. 

Results show that the optical gains have opposite 

behaviors, under front and back irradiations. Under 390 nm 

front irradiation (Figure 3a) and low flux, the gain is high in 

the infrared region, presents a well-defined peak at 750 nm 

and strongly quenches in the visible range. As the power 

intensity increases, the peak shifts to the visible range and 

can be deconvoluted into two peaks, one in the red range 

that slightly increases with the power density of the 

background and another in the green range that strongly 
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increases with the intensity of the ultra-violet radiation. In 

the blue range, the gain is much lower. This shows the 

controlled high-pass filtering properties of the device under 

different background intensities. Under back bias (Figure 

3b) the gain in the blue/violet range has a maximum near 

420 nm that quickly increases with the intensity. Besides it 

strongly lowers for wavelengths higher than 450 nm, acting 

as a short-pass filter. Thus, back irradiation, tunes the 

violet/blue region of the visible spectrum whatever the flux 

intensity, while front irradiation, depending on the 

background intensity, selects the infrared or the visible 

spectral ranges. Here, low fluxes select the near infrared 

region and cut the visible one, the reddish part of the 

spectrum is selected at medium fluxes, and high fluxes tune 

the red/green ranges with different gains.  

IV. VISIBLE AND INFRA-RED TUNING  

Four monochromatic pulsed lights separately (645nm, 

697 nm, 850 nm and 880 nm input channels) or combined 

(MUX signal; Figure 5) illuminated the device at 12000 bps. 

 Steady state 390 nm bias at different intensities 

(1µWcm
-2

<F,B<3000µWcm
-2

) were superimposed 

separately from the front and the back device side and the 

photocurrent was measured. The ratio between the 

photocurrent with and without applied optical bias was 

inferred and the gain for each wavelength channel 

determined. In Figure 4a, 880 nm transient signals at 

different flux irradiation are presented under front 

irradiations and back irradiations and in Figure 4b for the 

645 nm channel the diverse gain are also displayed.  In 

Figure 4c the gains for the four analyzed channels are 

shown as a function of the background intensity.  

As expected from Figure 3, in the red/infrared spectral 

ranges, the optical gain depends on optical bias intensity and 

on the wavelength of the input channels. Results show that, 

even under transient conditions and using commercial 

visible and NIR LEDs, the background side and intensity 

alters the signal magnitude of the input channels. Under 

front irradiation, as the light flux increases, the magnitudes 

of all the input channels increases being higher at 645 nm 

then at 697 nm, 850 nm or 880 nm. Under back irradiation, 

as the flux intensity increases the magnitude of the channels 

decreases, quickly in the visible range and stays almost 

constant in the infrared range. Even across narrow 

bandwidths, the photocurrent gains are quite different 

(Figure 4c). This nonlinearity provides the possibility for 

selective tuning of the visible and IR wavelengths allowing 

their recognition.  

In Figure 5, the MUX signals due to the combination of 

the four wavelength channels is displayed, under front and 

back irradiation. The signals were normalized to their values 

at the maximum flux.  

Results confirm that the magnitude of the combined 

signal depends mainly on the channel wavelength through 

its own gain. 
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Figure 4.  Front (a) and back (b) gains using =390 nm irradiation at 
different intensities. (c) Optical gains as a function of the background 

intensity. 

Under front and back irradiation, the gains are different, 

front irradiation enhances the red/infrared channels (Figure 

4c) while back light quench them. The gains inferred under 

3000 µW/cm
2
 back irradiation were respectively α880=0.61, 

α850=1.03, α697=0.92, α645=0.85. 
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Figure 5.  Front and back MUX signals under front and back =390 nm 
irradiation and different background intensities. 

This nonlinearity allows identifying the different input 

channels in a narrow red/infrared range. The 390 nm 

radiation is absorbed at the beginning of the front diode and, 

due to the self-bias effect, increases the electric field at the 

back diode where the red/infrared incoming photons (see 

Figure 2) are absorbed accordingly to their wavelengths (see 

Figure 3) resulting in an increased collection. Under back 

irradiation, the electric field decreases mainly at the i-n back 

interface quenching the red/NIR input signals in different 

ways. This effect may be due to the increased absorption 

under back irradiation (Figure 2) that increases the number 

of carriers generated by the infra-red photons. So, by 

switching between front and back irradiation the photonic 

function is modified from a long- to a band-pass filter 

allowing, alternately selecting the red or the infrared 

channels, making the bridge between the visible and the 

infrared regions. 

V. OPTOELECTRONIC MODEL  

Based on the experimental results and device 

configuration a two connected phototransistors model 

(Figure 6a), made out of a short- and a long-pass filter was 

developed [5] and upgraded to include several input 

channels.  

In Figure 6b, the block diagram of the optoelectronic 

state model is displayed. The resistors (R1, R2) and 

capacitors (C1, C2) synthesize the desired filter 

characteristics. The input signals, IR,Rn,G,B,V model the input 

channels and i(t) the output signal. The amplifying 

elements, 1 and 2 are linear combinations of the optical 

gains of each impinging channel, respectively into the front 

and back phototransistors and take into account the 

enhancement or quenching of the channels (Figure 4) due to 

the steady state irradiation. Under front irradiation: 2>>1 

and under back irradiation 1>>2. This affects the reverse 

photo capacitances, (α1,2 /C1,2) that determine the influence 

of the system input on the state change. 
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Figure 6.  a) Two connected transistor model, b) block diagram of the 

optoelectronic state model. 

 

A graphics user interface computer program was 

designed and programmed within the MATLAB® 

programming language, to ease the task of numerical 

simulation. This interface allows selecting model 

parameters, along with the plotting of both bit signal and 

simulated and experimental photocurrent results. To 

simulate the input channels we have used the individual 

magnitude of each input channel without background 

lighting, and the corresponding gain at the simulated 

background intensity (see Figures 4). Figure 7, presents 

results of a numerical simulation with 3000 µW/cm
2
 front 

and back =390 nm irradiation, using in Figure 7a the MUX 

signal of Figure 5 and in Figure 7b a VIS/NIR combination 

of V=400 nm, G=524 nm, R=697 nm, IR=850 nm input 

channels. Here, the front gains were αV=0.82, αG=2.85, 

αR=4.35, αIR=3.27 and the back ones, respectively: 11.5, 

0.68, 0.92 and 0.5. Values of R1=10 K, R2=1 K, 

C1=1000 pF, C2=20000 pF were used during the simulation 

process (Figure 6b). On top of both figures the drive input 

LED signals guide the eyes into the different on/off states 

and correspondent wavelengths. 

A good fitting between experimental and simulated 

results was achieved. The plots show the ability of the 

presented model to simulate the sensitivity behaviour of the 

proposed system in the visible/infrared spectral ranges. The 

optoelectronic model with light biasing control has proven 

to be a good tool to design optical filters. Furthermore, this 

model allows for extracting theoretical parameters by fitting 

the model to the measured data (internal resistors and 

capacitors).  
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Figure 7.  Numerical simulation with front and back =390 nm irradiation, 
and different channel wavelength combinations  

Under back irradiation higher values C2 were obtained 

confirming the capacitive effect of the near-UV radiation on 

the device that increases the charge stored in the space 

charge layers of the back optical gate of Q2 modelled by C2. 

VI. CONCLUSIONS  

An optoelectronic device based on a-SiC:H technology is 

analyzed. Tailoring the filter wavelength in the NIR/VIS 

was achieved by using near-ultraviolet backgrounds and 

changing the irradiation side and intensity. Results show 

that the pi´n/pin multilayered structure functions and 

parameters are reconfigurable under front and back 

irradiation, acting as data selector in the VIS/NIR ranges. 

The device performs wavelength division multiplexing 

(WDM) optoelectronic logic functions providing photonic 

functions such as signal amplification, filtering and 

switching. The opto-electrical model with light biasing 

control has proven to be a good tool to design optical filters 

in the VIS/NIR. An optoelectronic model was presented and 

proven to be a good tool to design optical filters in the 

VIS/NIR range. 
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Abstract— In the USA, the oldest of the baby-boomer 

generation just started to reach retirement age a few years ago. 

In the years to come, a much larger percentage of the 

population will be dependent on others for their daily care. 

There are not many low-cost monitoring devices available on 

the market to help caregivers keep dependent elderly people 

comfortable and healthy in a home setting without a monthly 

service charge. The device presented in this paper addresses 

this challenge to provide caregivers an emergency alert system 

for the elderly based on monitoring of their breathing activities 

and room temperature measurements. The device also allows 

the dependents to make on demand request for assistance. The 

remote communication is enabled through the cellular 

telephone services; so there is no special or additional 

subscription services needed. This is essential to make the 

device more affordable for the elderly.  

Keywords-health monitoring; remote elderly monitoring; 

breathing monitoring; emergency alert. 

I.  INTRODUCTION 

The oldest of the baby-boomer generation just started to 
reach retirement age a few years ago. In the years to come a 
much larger percentage of the population will be dependent 
on others for their daily care. In fact, the ratio of caregivers 
to boomers needing care in 2010 was 7.2 to 1 and is expected 
to decrease to 2.9 to 1 by 2050 [1].  

Being a caregiver for an elderly relative can be a very 
demanding experience. Therefore, there will be higher 
demand on devices that help caregivers to remotely monitor 
the elderly. Unlike the devices in the market that are 
available for newborn care, there are not many products for 
home use intended for elderly monitoring applications. Such 
devices would be of critical value for caregivers to help keep 
elderly dependents comfortable and healthy in a home 
setting without a monthly service charge. 

There are only a handful of elderly monitoring devices on 
the market that offer features such as help at the push of a 
button and fall detection. Not only are these devices lacking 
potential life-saving features such as movement detection 
and room temperature monitoring, they also require a 
monthly service fee in addition to an existing telephone line. 
For example, Philips Lifeline, a popular elderly monitoring 
device, requires a subscription with plans starting at $29.95 
per month [2]. 

In the research community, there are a few systems that 
have been developed for breathing monitoring of the elderly. 

For example, Fook et al. [3] present non-intrusive respiratory 
monitoring system for detection of life threatening systems 
in bed ridden patients. The system uses Fiber Bragg Grating 
pressure sensors mounted on beds for continuous monitoring 
of the respiratory rate of patients without requiring them to 
wear any device.  

In the wearable bio sensors category, there are a number 
of devices available for many different monitoring 
applications. As an example, Chan et al. [4] present wireless 
patch sensor for remote monitoring of heart rate, respiration, 
activity, and falls. 

The goal of our project is to monitor breathing movement 
of elderly dependents and provide the capability to send 
automatic alerts to health care professionals in case of 
abnormalities. Data analysis is conducted to study the nature 
of the data and minimize false alarms, so users do not lose 
confidence in the device and stop using it. Additional feature 
of temperature monitoring is also incorporated to ensure that 
the dependent stays in a comfortable environment. If the 
room temperature exceeds a pre-set limit, an automatic alert 
is sent to the care giver. The device also allows the 
dependent to request assistance on demand, by pressing a 
help button. 

Here is a list of criteria that our monitoring device will 
meet in order to benefit both the caregivers and the 
dependent elderly. 

 The device must alert the caregiver if no breathing 
movement is detected. This will allow the caregiver 
to get emergency help right away. 

 The device must not produce false breathing 
movement alarms. False alarms would dramatically 
decrease the usefulness of the motion detection 
feature and could frustrate users to the point of not 
using the feature. 

 The device must be able to monitor room 
temperature and alert the caregiver if the temperature 
is outside of the preset range. This will help ensure 
the dependent elderly is comfortable. 

 The device must allow the dependent elderly to 
request assistance. This request could be for 
anything from needing a drink to needing help 
getting to the bathroom. 

The rest of this paper is organized as follows. The next 
section details the hardware design of the monitoring device. 
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Section III presents the software design, which is made up of 
the software running on the embedded microcontroller and 
the software for the Smartphone app. Finally, the project 
results are discussed and concluding remarks as well as 
future recommendations provided. 

II. MONITORING HARDWARE DESIGN 

The critical component of this project is the breathing 
detection sensor. The sensor pad shown in Figure 1 is created 
for breathing movement detection. This unit is made up of 
one pressure sensor and three piezo vibration sensors. It is 
built by placing the sensors between two clear plastic folder 
dividers. The folders are held together using both extra 
strength double sided tape as well as epoxy. Electrical tape is 
also used to hold the wires together where they exit the 
sensor pad. The sensors were positioned in a way to help 
minimize the risk of false alarms. The vibration sensors are 
spread out to detect movement in different areas of the 
sensor pad and the pressure sensor is located near the 
vibration sensors to make sure the dependent is on the sensor 
pad correctly before enabling breathing alerts. Lastly, there 
are four pieces of Velcro on the back of the sensor pad. 
These were used to help the sensor pad stay in position when 
using it in a recliner. A rectangular piece of cotton fabric is 
purchased and Velcro sewn to it. This fabric could then be 
draped over the back of the recliner and the sensor pad could 
be securely placed on it. 
 

 
The data collection and processing of the breathing 

sensor device is handled by the Arduino Uno 
microcontroller, which offers 6 analog inputs and 14 digital 
I/O pins. This is a commonly available and inexpensive 
microcontroller that is excellent for quick proof-of-concept 
and prototyping.  

Wireless communication between the Arduino 
microcontroller and Android devices is done using a 
Bluetooth interface module. For this project, the Bluetooth 
Mate Silver [5] is used, which gave reliable connection and 
reasonably good range. 

A temperature sensor is used for monitoring the room 
temperature. For this purpose, the Maxim Integrated 
temperature sensor DS18B20 [6], shown in Figure 2, is 
chosen due to its low cost and adjustable precision 
temperature sensing. 

 
Inside of the breathing sensor pad there is one FlexiForce 

Pressure Sensor for the sole purpose of enabling motion 
detection when pressure is applied. There are also three piezo 
vibration sensors spread out inside the sensor pad to detect 
breathing movement. 

An LCD screen is used for the primary purpose of 
displaying the current room temperature. A basic 16x2 
character LCD is sufficient for the task, since the information 
to be displayed is simple alphanumeric characters. The LCD 
is equipped with a backlight to improve its readability in a 
dark room. A toggle switch is connected to the backlight 
control pins to allow the user control the backlight on or off. 

A large red pushbutton switch is used to allow the 
dependents to press it when they require assistance. The 
choice or the large size is to make it easier for an elderly 
person to find it when looking to press the pushbutton. 

Two LEDs are mounted on the front panel of the device 
for use as indicator lights. A green LED is used to indicate 
that the dependent is on the sensor pad and the breathing 
monitoring is active. A red LED is used as a warning 
indicator. It would blink for a short duration if the help 
button is pressed or if no breathing motion is detected while 
a dependent elderly is on the sensor. 

An actual prototype of the circuitry for the control system 
is shown in Figure 3 below. In the final implementation the 
microcontroller and all the other components will be 
assembled on a printed circuit board, to make a clean and 
robust device. 

 
The wiring diagrams that describe the circuit design are 

shown in Figures 4 and 5. To reduce complexity of the 
diagrams the LCD diagram is shown in a separate figure. 

 
 Sensor pad. (a) Vibration sensor; (b) Pressure sensor;            Figure 1. 

(c) Velcro that is used to help the sensor pad stay in position. 

 

 Maxim Integrated DS18B20 temperature sensor Figure 2. 

 
 Initial prototype of the control system Figure 3. 
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All of the user interface elements that the dependent 

elderly needs to interact with are conveniently mounted on 
the device enclosure. As seen in Figure 6 below, the LCD 
screen and LEDs are mounted on the front of the box for 
easy viewing whereas the toggle switch and help button are 
mounted on top for easy pressing. 

 

 
This prototype system is powered by a 9V battery. The 

design is verified to meet its functional requirements through 
basic testing by the authors and a few random subjects.  

III. MONITORING SOFTWARE DESIGN 

There are two software programs developed for the 
monitoring system. The Arduino software dealt with data 
from the various hardware and sensors whereas the primary 
purpose of the Android software is to get data from the 
monitoring device and send text message alerts to healthcare 
providers when needed. 

The Arduino application starts by initializing all of the 
variables and hardware components. It then constantly loops 
through the various functions which include checking for a 
pushed button, updating the room temperature, sending data 
to the Android device, checking for breathing movement, 
and toggling the LEDs if necessary. Software timers are used 
to limit how often the room temperature is checked and how 
often information is sent to the Android device. These timers 
are also used to create breathing movement detection time 
frames which will be further discussed later. 

When the Android application starts, it loads previously 
saved data such as the contact phone number and the desired 
room temperature range. If this data has not been updated it 
will load the default room temperature range of 70-80°F and 
notify the user that they need to enter a phone number so that 
alerts can be sent. At start-up the application also 
automatically connects to the Arduino Bluetooth board.  A 
new thread is created that waits to receive data from the 
Arduino. Each time data is received, the user interface 
elements such as the current temperature are updated. The 
data is also evaluated to determine if a text message needs to 
be sent. Further details about this are discussed later. 

A simple data structure is created for the communication 
between the Arduino and Android devices. During every 
communication, the Arduino device sends data made up of 
two integers separated by a colon. The first number is the 
current temperature (in Fahrenheit) and the second is an alert 
code (Table I). For example, "77:0" would mean the current 
room temperature is 77°F and there are no alerts. 

 

 

 Wiring diagram excluding LCD Figure 4. 

 

 Wiring diagram for an LCD and a switch Figure 5. 

 
 Monitor front view. (a) LCD backlight toggle switch;        Figure 6. 

(b) Pushbutton; (c) LCD screen; (d) Green and Red LEDs 
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TABLE I.  ALERT CODES 

Alert Code Alert Type 

0 No alert 

1 Help button was pressed 

2 Movement not detected 

 
Alert codes are used to inform the care provider if they 

need to give attention to the user. They could be triggered by 
the user pressing the help button, or automatically by the 
sensor when it determines that the breathing state of the 
person is below a specified threshold value. 

A. Breathing Movement Detection 

Breathing movement detection is a bit complex. To be 
enabled, the reading from the pressure sensor pin has to be at 
least 0.3 volts. When enabled, there are motion detection 
time windows. Each window is 25 seconds long. During 
these windows the software keeps track of the minimum and 
maximum readings for each of the three vibration sensors. At 
the end of the window, it takes the difference for each of the 
sensor's minimum and maximum values and compares the 
difference with set threshold values. This method was found 
to work well experimentally for detecting the difference 
between a breathing person (Figure 7) and a non-breathing 
object (Figure 8). If all three differences are below the set 
threshold values, the emergency alert is set and sent to the 
Android device. This also enables fast toggling of the red 
LED for 8 seconds. After each detection window ends, all of 
the variables are reset to prepare for the next window. 

 

 

B. Android Application – Caregiver Assistant 

The Android application, titled Caregiver Assistant, has 
been designed and tested to operate on any Android device 
with OS 2.3 or newer. The application allows the user to 
change settings such as the desired room temperature range 
and the phone number where text alerts are sent. It also acts 
as a second room temperature display. Figure 9 shows what 
the application looks like with each section labeled. 

The first thing the Android application does after it 
establishes a Bluetooth connection with the Arduino device 
is to send it a short message. This is how the Arduino device 

is notified that the Android device has been connected. 
Following this the Arduino immediately sends temperature 
data that is displayed on the Android device right away. 
 

 

 
 
In the Android application, there is a thread that waits to 

receive data from the Arduino device. Once data is received 
a few things occur. First the information needs to be split to 
separate the temperature from the alert code. Next, the 
temperature on the display is updated. It also checks this 
updated temperature value to see if it is outside of the range 
in the current settings. If it is outside of the range, then a text 
message alert is sent indicating that the room temperature is 
either too warm or too cold. It then looks at the alert code. 
As stated earlier, if the alert code is 0 then nothing needs to 

 

 Sensor data for a breathing person Figure 7. 

 
 Sensor data for a non-breathing object Figure 8. 

 
 Android application user interface. (a) Temperature status Figure 9. 

indicator; (b) Minimum room temperature setting; (c) Maximum room 

temperature setting; (d) Current room temperature display; (e) Alert 

phone number display and update field 

810-111-2222 
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be done. If the code is not 0 then it would send the text 
message alert for either a button press or no breathing 
detected. Sample text messages for all of these instances can 
be seen in Table II. 

TABLE II.  PREDEFINED TEXT MESSAGES 

Alert Type Text Message 

Temperature Alert 

Temperature Warning - Current room 

temperature is 62 which is outside of the 

current desired range 

Alert Code = 1  
(Button Press) 

I need assistance (Button pressed) 

Alert Code = 2 

 (Emergency) 
EMERGENCY - Help ASAP 

 

IV. DISCUSSION 

In this section the analysis of the device’s operation is 
presented. After initial testing of the breathing monitoring 
device that was presented in this paper the following 
observations are made from evaluations on how well the 
system meets its initial requirements. 

 The device must alert the caregiver if no breathing 
motion is detected 

o An emergency text message is sent to the 
caregiver if not enough movement is detected. 

 The device must not produce false breathing 
movement alarms 

o A pressure sensor is included in the sensor pad 
to disable motion sensing when the user is not 
on the sensor pad. This eliminates false alarms 
caused by the user not sitting on the sensor 
pad. 

o Data was collected both with people and with 
non-breathing objects on the sensor pad. Using 
the data, thresholds for each vibration sensor 
were set accordingly. This eliminates false 
alarms when the user is on the sensor pad. 

 The device must be able to monitor room 
temperature and alert the caregiver if the temperature 
is outside of the entered range. 

o The caregiver can use the Android application 
to set a desired room temperature range. 

o A text message alert is sent to the caregiver if 
the temperature goes outside of the range 
indicated in the Android application. 

 The device must allow the dependent to request 
assistance. 

o The dependent can press a large red button if 
they need the caregiver for any reason.  

o The device will send a text message to the 
caregiver, indicating that the button was 
pressed and the dependent needs help. 

V. CONCLUSION AND FUTURE WORK 

A prototype of a fully-functional elderly monitoring 
device was developed that is able to monitor breathing 
movement and room temperature, and alert the caregiver 
whenever assistance is needed. Overall, the proposed system 
was successful as each of the system criteria was met, as 
demonstrated in the previous section. Similar to competing 
devices, the alerts require a phone service that supports text 
messages and a smartphone that can run Android App. 
However, by sending the alerts to a caregiver or family 
member directly, the proposed system eliminates the 
additional service fee that the competition requires to operate 
their call centers. 

Although the presented elderly monitoring device was 
successful, the following improvements could be considered 
to make the device even better. 

 Implement a wireless version of the sensor pad for 
easier device placement 

 Add an option to allow fall risk alerts. An alert can 
be sent to the caregiver if the elderly dependent gets 
up.  

 Add the ability to add multiple contact phone 
numbers within the Android application, allowing 
more than one person to be contacted in emergency 
situations. 

 Add a momentary toggle switch to allow the user to 
cycle through various predefined text messages 
instead of only being able to use the general "I need 
help" message. 
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Abstract—A point stationary, acoustic-based surveying system 

was proposed to fulfill the necessities of benthic fish behavior 

assessment. The surveying system can be split into two major 

and inter-dependent techniques, i.e., acoustic image acquisition 

and image processing. The first part comprises a high-

frequency, mechanically scanned imaging sonar (MSIS) with 

bottom-fixed, side-looking working configuration. Major 

modules of the proposed image processing procedure include: 

stationary objects subtraction, region and textural feature 

extraction, unsupervised classification, fish target 

identification and quantification. For the specific case study 

conducted in a deep water fishpond, it is evident that both 

individual and school fish could be discriminated by image 

frames collected at a randomly selected point with scanning 

range setting at 5 m and frame rate at 75 second. Based on 

spatial and temporal analyses on position and area of the 

discriminated fish targets, it was concluded that fish movement 

pattern in the scanned area followed two distinctive corridors 

with significant different passage rate, i.e., a discrete, periodic 

and high passage rate mode in Corridor#1 and a continuous, 

steady and low passage rate mode in Corridor#2. 

Environmental features, such as bank slope, substrate mound 

and float raft represented specific meeting points for dynamic 

aggregations and schooling. Fish tended to converge into 

prominent schools subsequent to interactions with these 

features. The proposed system represented a practical and cost 

effective tool in acquiring image frames with sufficient spatial 

and temporal resolution for the characterization of fish 

behavior. 

Keywords-image sonar; mobile target; image processing; 

unsupervised classification; fish behavior. 

I.  INTRODUCTION 

Artificial benthic habitats are known to be effective in 
promoting coastal fishery resources and coastal fisheries 
management. A large number of artificial reef programs have 
been conducted world wide, basically in Japan, France, the 
United States of America and Spain among others [1][2]. In 
Taiwan, a long-term, government sponsored project for the 
construction and deployment of artificial reefs to enhance 
commercial fisheries was initiated in 1973. For the last forty 
years, over 220,000 units of various types of artificial reefs 
were deployed in 88 promulgated sites [3]. For the purpose 

to promote an efficient administrative and management 
system, these artificial reef sites were systematically 
surveyed especially by side-scan sonar [4]. Information 
regarding geographic position and engineering 
characteristics of these artificial reefs as well as substrate 
composition were collected, evaluated and documented. 
However, due to a shortage of professionals devoted to 
conduct in-situ biological assessment investigation and the 
limitations of some traditional sampling techniques 
employed, the biological effectiveness of the most of these 
artificial reef sites was assessed in a very primitive way.  

From a physics point of view, benthic fish which 
aggregated around artificial reefs is a type of underwater 
mobile object which distributed on or near to the artificial 
reefs and sea bottom. The dimensions of a typical reef fish 
could be varied from as small as several centimeters (e.g., 
juvenile fish) to over 50 cm. The swimming speed and 
behavior of the fish added complexity to an assessment 
system. Nondestructive underwater surveying techniques 
which can offer adequate information for the effective 
detection and evaluation of this type of mobile object to fine 
spatial and temporal scales should therefore include the 
following fundamental requirements, i.e., effective in dark 
and turbid water environment, capable of cover sufficient 
water volume and feasible for extended working time (24 
hours or even over a week). In addition, the quality and 
resolution of the information collected should comply with 
the criteria to the detection, classification or even 
identification of each object individually. 

Underwater acoustic systems are standard tools for 
monitoring fish and other objects in marine and freshwater 
environments [4]-[8]. Advances in acoustic technology and 
analysis software have made this survey method more 
powerful in recent years. Based on deployment 
configurations, these systems can be classified into two 
categories of operation modes, i.e., mobile survey mode (e.g., 
echo sounder and side-scan sonar) and point stationary 
survey mode (e.g., split-beam sonar, sector scanning sonar, 
multi-beam sonar and 3D-sonar). Among them, systems 
operated in mobile survey mode with a vertically oriented, 
hull-mounted transducer are a standard tool for assessment of 
mid-water fish stocks. A significant benefit of this survey 
mode is that large areas can be sampled continuously in a 
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short amount of time [5]. Systems operated in point 
stationary survey mode with fixed-location and side-looking 
sonar techniques are capable of detection, quantification and 
even identification of demersal and benthic fish. They are 
mostly used for anadromous fish abundance estimation, fish 
behavior observation around fixed facilities and may be 
helpful in validation of fish species [7][8]. 

To fulfill the necessities of underwater mobile object 
detection and benthic fishery abundance assessment in a cost 
effective way, a comprehensive research project sponsored 
by National Science Council and National Chung-Shan 
Institute of Science and Technology was conducted. Based 
on theoretical evaluations, a point stationary, acoustic-based 
surveying system was proposed and implemented. The 
system can be split into two major and inter-dependent 
components, i.e., image acquisition and image processing. 
The first part comprises a high-frequency, mechanically 
scanned imaging sonar (MSIS) with bottom-fixed, side-
looking working configuration. The second part incorporates 
an unsupervised Bayesian classification procedure for fish 
target detection and quantification. The objective of this 
paper was dedicated in evaluating the practicality and 
characteristics of the proposed surveying system. 

Performance of the proposed sonar equipment in 
detecting mobile objects is discussed in Section 2. Image 
processing procedures and techniques are described in 
Section 3. A comprehensive evaluation of the entire 
surveying system for the purpose of fish target detection, 
relative abundance quantification and behavior investigation 
is illustrated in Section 4. Finally, results and conclusion 
remarks are shown in Section 5. 

II. EQUIPMENT AND ACOUSTIC PRINCIPLES 

MSISs perform scans in a 3D volume by rotating a sonar 
beam through a series of small angle steps. The side-looking 
acoustic pulse is projected perpendicular to the sonar head. 
For each emitted beam, distance vs. echo-amplitude data is 
returned. Thus, accumulating this information along a 
complete 360

o
 sector, a composite acoustic image of the 

surroundings can be obtained [9]. Commonly, the waiting 
time between each beam is directly proportional to the 
selected range setting and a total of 1,200 pings are needed to 
complete a 360

o
 sector with stepping speed of 0.3

o
. 

Therefore, these devices have a slow scanning rate of at least 
several seconds per image frame. 

The quality or naturalness of the acoustic images, i.e., 
identifiability of image content, can be degraded by 
distortion due to an unstable transducer. MSISs with bottom-
fixed and completely stationary configuration for image 
acquisition provide a stable mount and there will be no 
effects of yaw or roll-induced movement when the sonar is 
suspended from a cable [10]. This working configuration is, 
therefore, ideal for operations to obtain the highest quality or 
undistorted images. 

The basic principles behind the detection of an object in 
the water with an acoustic system are described by the “sonar 
equation” [11]: 

 

 V = SL + G – 40logR – 2αR + TS + 2B(θ, φ)       (1) 

where, 

V        = the received intensity of the echo 

SL      = the transmitted source level 

G    = the receiving gain of the system 

40logR = the two-way spreading loss, R is the range 

α    = the sound attenuation coefficient 

TS    = the acoustic target strength 

B(θ,φ)  = the transducer directivity pattern function 

If the value of V is sufficiently greater than background 
noise, the object will be detected. For any given noise level, 
the potential to detect a target is improved with greater 
source level, less propagation loss, greater target size, and 
proximity of the target to the center of the beam. As a result, 
the received echo intensity of an individual target is 
primarily dependent on the sonar equipment (e.g., frequency 
and electronic characteristics), physical properties of 
seawater as well as the physical and behavior properties of 
the target. The importance of these factors is discussed in the 
following sections. 

A. Sonar equipment 

The primary component of the acoustic equipment in this 
investigation is a digital, multi-frequency imaging sonar 
(model 881A, Imagenex), capable of operating at frequencies 
of 1 MHz, 675 kHz and 310 kHz with fan shaped beams of 
0.9

o
x10

o
, 1.8

o
x20

o
 and 4

o
x40

o
, respectively. The stepping 

speeds of the sonar are from 0.3
o
/step to 2.4

o
/step with range 

scales from 1 m to 200 m. Because the sonar is limited to 
512 by 512 pixels for displaying each frame, the size of the 
frame determines the display resolution and images with 
smaller range length are better resolved. The mid-range area 
insonified by a single ping of the sonar at range setting of 5 
m, frequency of 1 MHz and fan shaped beam of 0.9

o
x10

o 
is 

3.9 cm (width) by 44 cm (height). The area insonified will 
increase dramatically with increased range length setting due 
to the inherent adjustment of frequency and beam pattern 
settings. The frame update rate of the sonar is controlled by 
the combination of range and stepping speed settings. At 
range scale of 5 m and stepping speed of 0.3

o
/step, the 

minimum theoretical scanning time for each frame needs 42 
seconds. At the same range scale but faster stepping speed 
(e.g., 0.9

o
/step), the time could be reduced to 14 seconds. 

B. Environmental and target properties 

Physical properties of seawater, physical and behavior 
properties of the target, as well as the influence of noise to 
the detection of mobile object were discussed in this section. 

As the sound wave passes through the water column, 
transmission loss due to absorption and spreading occurs, 
which reduces the energy strike on the target. In general, 
sound absorption is greater with higher sound frequencies 
and more saline water [11]. 

The two key measurement issues in the acoustic 
quantification of fish are target strength and fish behavior [5]. 
Target strength of a single fish is dependent upon its species, 
length, shape, body structure, orientation relative to the 
transducer, condition of maturity and sonar frequency. Fish 
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behavior, or how the fish is moving and orienting itself, 
includes swimming speed and direction of individual fish. 

The ultimate limit to the detection of a specific target is 
noise. Noise is the background against which sonars must 
detect signals from targets. For the active sonar, noise is 
augmented by reverberations from unwanted sources and the 
signal is an echo from the target. Major sources on noise 
include: thermal noise, noise from the sea, vessel noise and 
biological noise. Reverberation may be classified into 
surface, volume and seabed reverberation. Among them, 
volume reverberation plays an important role in fish 
detection and arises from small organisms, bubbles, 
suspended sediment particles, turbulence and other 
inhomogeneities in the volume of water being insonified. 

C. Survey design 

Imaging sonar systems have two main functions to 
perform: the detection of objects and the identification of 
such objects [5]. An effective and optimized imaging sonar 
survey in the quantification of fish target should incorporate 
the considerations of the following two aspects, i.e., the 
detectability of the fish (i.e., target strength and fish behavior) 
and the resolution of the sonar image. Theoretically, it is 
capable of detecting any target that produces an echo above 
the background noise level. From a practical point of view, 
to achieve the task of object detection by the application of 
an active imaging sonar system, the minimum requirement is 
that the object must receive five consecutive sonar 
insonifications. On the other hand, for the purpose of 
identification a specific object, a conservative plan should 
include one which chooses scanning speeds and ranges that 
will allow for at least 12 consecutive insonifications in a 
scanning distance equal to the object’s dimension [11][12]. It 
is evident that with range setting of 5 m and stepping speed 
of 0.3

o
/step, the smallest detectable objects at mid-range of 

the image frame should have a scanning length of 6.5 cm. In 
addition, for an object with scanning length of over 15.6 cm, 
outline and shape of this object might be delineated or 
defined which would improve its characteristics recognition 
or even identification. 

For bottom-fixed, side-looking MSISs, the system 
parameters affecting the number of insonifications an object 
receives are: sonar range scale (which sets pulse repetition 
rate), stepping speed and horizontal beam directivity (i.e., 
horizontal aperture). Among these parameters where the 
operator has control over are range scale and stepping speed. 
Adjustment of system parameters illustrates how acoustic 
surveys can be fine tuned to match the purpose of a specific 
investigation. 

III. PROCEDURE FOR IMAGE PROCESSING 

Acoustic data are generally voluminous. Processing such 
data can be overwhelming without the aid of image 
processing software. In fact, the successfulness of image 
processing is highly dependent on quality, resolution and 
signal-to-noise ratio (SNR) of the image acquired, i.e., the 
existence of acoustic diversity is a pre-requisite for the 
detection of fish target [11]. The overall goal of the imaging 
processing software was to aid the operators in detection and 

evaluation of fish target in the MSIS imagery collected in the 
field. Major modules of the proposed image processing 
procedure included: stationary objects subtraction, region 
extraction, textural feature extraction for fixed-sized regions, 
unsupervised classification based on texture features, 
hierarchical cluster analysis and principle feature threshold 
evaluation for fish target detection, and target quantification 
and visualization of the results (see Figure 1). 

 

 
Figure 1.  Image processing procedure for fish target detection and 

quantification. 

A. Stationary objects subtraction 

The existence of various stationary objects (e.g., seabed 
and anthropogenic structures) in acoustic image frames 
collected by bottom-fixed and side-looking sonar techniques 
is an unexceptional reality. In fact, seabed echoes have levels 
that are 20 to 40 dB higher than fish and their existence in 
the image frames tends to obscure the detection and 
evaluation of fish target [6]. However, due to their stationary 
status in the image frames, these objects could be removed 
straightforward from the image frame by using a pixel-based 
image superposition and subtraction algorithm [13]. The 
result was a modified image frame showing the changes in 
the image area due to fish movement. 

B. Textural feature extraction for fixed-sized regions 

Image texture is an attribute of groups of adjacent pixels, 
therefore, it is useful to group pixels into regions and to 
extract features that describe the texture of the region. A 
square sliding region was used for region extraction in this 
investigation [14]. Region size and sliding distance are, 
therefore, the two major parameters for the algorithm. 

Measurements of texture in images can be one 
dimensional (e.g., run-length and fixed-size pixel 
neighborhoods) or two dimensional (e.g., grey level co-
occurrence matrices, fractal dimension and wavelet 
transform) [14]. In this investigation, three textural features 
(mean, entropy and homogeneity) were proposed and 
incorporated into the classification system [15][16]. Among 
them the mean pixel intensity is one dimensional feature and 
the other two are two dimensional features. For a specific 
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region, the mean is the average of the intensity value of the 
unquantized pixel values for this region. The entropy and 
homogeneity are computed based on the grey level co-
occurrence matrix (GLCM) for this region [15]. 

C. Feature classification 

The goal of classification is to assign the regions of an 
image to an ‘appropriate’ class in such a way that some error 
measure is minimized. An unsupervised Bayesian 
classification system, i.e., AutoClass, was used to cluster 
regions from acoustic images [16]. Three texture features 
with equivalent weight were used in this process. 

D. Target identification 

Like any unsupervised classification routine, it cannot 
give these classified classes descriptive names or assign 
target to a specific class. To fulfill the necessity of target 
class identification among classified classes, two 
independent approaches were proposed in this investigation, 
i.e., a hierarchical cluster analysis and principal feature 
threshold evaluation. The hierarchical cluster analysis of the 
classified classes was based on the posterior probabilities and 
the algorithm of between-groups linkage with Euclidean 
distances. The results of the analysis are illustrated in a 
dendrogram and the similarity among classes can be 
evaluated based on the sure group clicking value. Target 
cluster detection through principal feature threshold method 
was conducted by visual inspection of scatter plots of cluster 
averaged textural features. Under this circumstance, a single 
textural feature threshold or a combination of multiple 
thresholds among textural features might suffice for the 
discrimination of the fish target class among classified 
classes. 

E. Target quantification and visualization of the results 

Region growing technique was employed to isolate 
contiguous target blocks to a single detected target. 
Visualization of the results was accomplished by mapping 
the representative pixels of the specific region classified as 
fish target cluster and those of non-fish target clusters into a 
distinctive binary plot. Physical properties of each fish target 
were therefore quantized which includes center coordinates, 
perimeter, area and shape factor as well as averaged value of 
textural features (i.e., mean, entropy and homogeneity). 

IV. CASE STUDY AND RESULTS 

A comprehensive evaluation of the entire surveying 
system with consecutive image acquisition and image 
processing for the purpose of fish target detection, relative 
abundance quantification and behavior investigation was 
performed in a deep water aquaculture pond in 2010. The 
pond covers an area with dimensions of 70 by 90 m (6,300 
m

2
) and an averaged depth of 3 m was reported. Due to the 

existence of suspended particulate matters, water clarity of 
this pond is quite poor which makes video observations 
completely obscured. Approximately 20,000 milk fish 
(Chanos chanos), each about 40 cm in length, were cultured 
in the pond. The MSIS was deployed at a randomly selected 
point near to the southern dike and 4 m off the pond bank 

where a small plastic pipe raft was deployed previously for 
the purpose of a surface working platform. Acoustic image 
frames collected with range setting at 5 m, stepping speed at 
0.3

o
/step and gain setting at 20 dB were selected for detailed 

analyses. Under these specific settings, each frame provided 
a viewing area of 78.5 m

2
 (1.2% to the pond area) with 

spatial resolution of 2 x 2 cm per pixel, temporal resolution 
or scanning rate of 75 seconds per frame and maximum 
scanning speed of 42 cm/sec. A total of 46 consecutive 
image frames was acquired in this case study which lasted 
for an hour at around noon time (i.e., 12:54 to 13:54 local 
time). 

A. Image processing program verification and calibration 

Image processing computer program developed for fish 
target detection and relative abundance estimation was 
verified and optimal system parameters were determined 
with the modified image frames (i.e., stationary objects 
subtracted) of two typical examples (i.e., EX#1 and EX#2 in 
Figure 2). In this case, the entire image frames were used to 
generate the synthetic background frame for the purpose of 
stationary objects subtraction process. 

 
Figure 2.  Two typical examples illustrated bottom features (raw image 

frame) and the readily discriminated fish targets (modified image frame). 

Feature extraction is a dominant issue in target detection 
from images. Values for a number of different parameters 
related to feature extraction and classification need to be 
determined, which include: region size, region sliding 
distance, number of grey levels and number of clustered 
classes. An evaluation process based on producer’s and 
consumer’s accuracy was adopted in this investigation [14]. 

Optimal region size and region sliding distance for this 
specific type of image frames were evaluated and determined 
empirically. Initial investigation illustrated that a region 
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sliding distance of 4 pixels and 16 grey levels are acceptable 
selections in this case. Based on these sliding distance and 
grey levels, ten sets of square region sizes from 6x6 to 24x24 
were systematically evaluated. For these experiments, 
AutoClass was set to execute for 4 attempts as suggested by 
the computer program, all regions were used for 
classification, and AutoClass was allowed to determine the 
optimum number of classes. In most cases, AutoClass would 
cluster the features into 9 classes. Performance evaluation 
was conducted by comparing manually depicted target pixels 
and computer classified target pixels of the two examples 
where manual detections were assumed without error. 
Results of the evaluation indicated that the 8x8 region size, 
with maximum value of producer’s accuracy (85% and 78%, 
with respect to EX#1 and EX#2), was the optimal region size 
for the detection of fish target in this case. The relatively low 
producer’s accuracy in EX#2 was correlated with a relatively 
high amount of fish target off the acoustic beam axis which 
was omitted by the manual detections and therefore caused 
the difference between manually depicted target pixels and 
computer classified target pixels. 

Binary visualization and characteristic properties 
quantification of the detected fish targets of EX#1 were 
illustrated in Table 1. Basic fish target information extracted 
in this case included positional parameters (Cartesian and 
Polar Coordination), morphological descriptors (e.g., area, 
perimeter, shape factor and/or length) and energetic 
characteristics (e.g., acoustic energy reflected and indices of 
internal variation). In addition, information regarding size of 
detected fish target (in ‘block’ of 4x4 pixels), abundance 
variations and cumulative area of fish target by frame, which 
are associated with fish abundance and behavior patterns in 
the insonified volume, were estimated and enumerated for 
further investigation. 

As criteria for fish target class identification is concerned, 
both hierarchical cluster analysis and principal feature 
threshold criterion were systematically tested and evaluated. 
It is evident that both procedures are effective in 
discriminating fish target class among classified classes. 
However, for principal feature threshold method, a 
combination of two thresholds among textural features (i.e., 
mean and homogeneity) is more efficient than a single 
textural feature threshold. An automatic image processing 
computer procedure with limited human intervention is 
therefore developed and verified. 

TABLE 1.  BASIC FISH TARGET INFORMATION EXTRACTED IN EX#1 

INCLUDED POSITIONAL, MORPHOLOGICAL AND ENERGETIC PARAMETERS. 

 

B. Results and discussion 

Both surficial and bottom stationary environmental and 
anthropogenic features within the scanned volume of this 
randomly selected test point were imaged and recognized. At 
the water surface, a meter-sized floating object (i.e., the 
plastic pipe raft) is located at a location closed to the bank 
slope. On the bottom, among a relatively flat, muddy and 
stiff substrate, two types of explicit features are identified 
which include a continuous and moderately steeped bank 
slope at the pond bank area and several prominent mud 
mounds at the off bank area (see Figure 2). These features 
offered strong reflecting surfaces and therefore stronger echo 
intensities were generated at these areas in the image frames. 

Quantitative information of fish targets  discriminated 
from the consecutive 46 image frames was generated and 
exported to text formats for evaluating the characteristics of 
the proposed surveying system especially in the 
quantification of fish behavior related issues. A total of 2,928 
individual and school fish targets were tabulated and based 
on the basic target area counting unit adopted in this 
investigation (i.e., “block” of 4x4 pixel), target area size or 
type of  target varied from 1 block (#b-1) to as large as 171 
blocks (#b-171). Among them, #b-1 and #b-2 are strictly 
linked to individual fish, whereas #b-5 can be considered as 
a minimum threshold for a fish school or closely spaced 
individuals. By the relationship of abundance of detection at 
each type of target in a semi-logarithmic plot (see Figure 3), 
two distinct categories, which are strictly related to fish 
behavior, were observed. The first category (i.e., Cat#1: 
Individual-School Mixture) followed an approximately 
linearly and continuously declined trend from #b-1 to #b-16 
where number of target abundance varied by nearly two 
logarithmic cycles from 1,160 to 13. The second category 
(Cat#2: Prominent Schools) exhibited a level off trend from 
#b-17 up to #b-171. Based on a mutual consideration of 
target area size (type of target), number of abundance and 
continuity of distribution, the contents of the second category 
were further classified into two sub-categories by #B-40, i.e., 
Cat-2(A): Large School Set (#B-17 to #B-39) and Cat-2(B): 
Giant School Set (#B-40 and above).  
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Figure 3.  Number of detected target in logarithmic scale vs. target size (in 

the unit of ‘block’ of 4x4 pixels) collected in 46 image frames. 
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Quantitative evaluation of fish behavior from a spatial 
point of view was conducted by two measures, i.e., target 
area distribution by polar angle sectors (see Figure 4) and the 
relationship between fish target and environmental features 
(see Figure 5). Fish targets and environmental features, when 
presented and analyzed together, can provide valuable 
information about population dynamics and aggregation 
location with respect to these environmental features and 
surrounding environment. Two fish movement corridors in 
parallel with the pond bank were concluded (i.e., Corridor#1 
and Corridor#2), which guided the mass movement and 
direction of travel of both individual and school fish (see 
Figure 5). Among them, Corridor#1, which is bordered by 
the pond bank, extends off bank to a distance of 5m in 
wideness and includes the floating raft within its coverage. A 
proportion of 73% detected targets by area were located in 
Corridor#1 and only 27% were located in Corridor#2. Nearly 
all of the targets which fit in Cat#2 (i.e., Prominent Schools 
Category) were located in Corridor#1 at specific locations 
such as bank slope area, substrate mound area and the area 
around the floating raft. In addition, all of the targets in Cat-
2(B) (i.e., Giant School Set) were located at only two 
restricted areas in the vicinity of the floating raft. 
Alternatively, in Corridor#2, only six targets which fit in 
Cat-2(A) (i.e., Large School Set in the Prominent Schools 
Category) were located specifically on the substrate mound.  
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Figure 4.  Target area distribution by polar angle sectors. Two fish 

movement corridors were concluded (i.e., Corridor#1 and Corridor#2). 

Time-dependent variations of target area in each frame 
were evaluated by means of total integrated area and area by 
the Prominent Schools Category (see Figure 6). Values of 
the total integrated area varied significantly by a factor of 11 
times from a maximum value of 10,224 pixels to a minimum 
of 896 pixels with average and standard deviation of 
3893±2081 pixels. Periodic fluctuations in target areas 
through time were observed evidently, which included five 
key epochs with total integrated area over 6,000 pixels. 
Combined with time-dependent variations of target area 
through fish movement corridors illustrated that major fish 
movement patterns in the scanned area followed a 
continuous, steady and low passage rate mode (Corridor#2) 
(see Figure 7) superimposed a discrete, periodic and high 
passage rate mode (Corridor#1). A total of eight discrete and 
high passage rate events were discriminated and an averaged 

period of about seven minutes in time was concluded for 
each discrete and high passage rate event. During each event, 
the fish converged into large and giant schools subsequent to 
interactions with environmental features such as bank slope, 
substrate mound and the float raft.  

 
Figure 5.  Relationship between fish target and environmental features. 

Two fish movement corridors were recognized. Arrows outline a general 

travel direction of the fish target. Blue and red circle represent large and 

giant school fish respectively. 
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Figure 6.  Time-dependent variations of fish target area. 
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Figure 7.  Time-dependent variations of target area in Corridor#2 followed 

a continuous, steady and low passage rate mode. 
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Based on spatial and temporal analyses on position and 
area of discriminated fish targets, it was concluded that fish 
movement behavior in the scanned area followed two 
distinct patterns in two separate corridors with significant 
different passage rate, i.e., a discrete, periodic and high 
passage rate (73%) mode in Corridor#1 and a continuous, 
steady and low passage rate (27%) mode in Corridor#2. 
Environmental features, such as bank slope, substrate mound 
and the float raft represented specific meeting points for 
dynamic aggregations and schooling. Fish tended to 
converge into large and even giant schools subsequent to 
interactions with these features. The fish converging effects 
of these environmental features varied in proportion with fish 
passage rate. In addition, behavior characteristics suggested 
by the first category (i.e., Cat#1: Individual-School Mixture), 
defined in the abundance and target size relationship, could 
be correlated with schooling and erratic behavior as well as 
swift swimming activity and chasing, occasional leaping and 
water-slapping activities of milk fish [17]. Behavior 
characteristics represented by the second category (Cat#2: 
Prominent Schools) were correlated with the existence of 
principal environmental features which acted as meeting 
points for swimming fish to converge into prominent schools.  

V. CONCLUSIONS 

A point stationary, acoustic-based surveying system, 
which incorporated acoustic image acquisition and image 
processing techniques, was developed and evaluated for its 
applicability in fulfilling the necessities of time-dependent 
benthic fish behavior investigation. 

For the specific case study conducted in a deep water 
fishpond, it is evident that both individual and school fish 
could be discriminated by image frames collected at a 
randomly selected point with range setting at 5 m and frame 
rate at 75 second. Based on this investigation, fish movement 
behavior in the scanned area followed two distinct patterns, 
i.e., a discrete, periodic and high passage rate mode in 
Corridor#1 and a continuous, steady and low passage rate 
mode in Corridor#2. Environmental features, such as bank 
slope, substrate mound and float raft represented specific 
meeting points for dynamic aggregations and schooling. Fish 
tended to converge into large and even giant schools 
subsequent to interactions with these features. 

The proposed system, which is an effective sampling tool 
due to its large sampling volume and the target-identification 
power, represented a practical and cost effective tool for the 
characterization of fish behavior. Other related issues such as 
the determination of fish swimming speed and length by the 
proposed system will be discussed in additional publications. 
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Abstract— Low frequency noise performance is the key 

indicator in determining the signal to noise ratio of a 

capacitively coupled sensor when used to acquire 

electroencephalogram (EEG) signals. For this reason, a 

prototype Electric Potential Sensor (EPS) device based on an 

auto-zero operational amplifier has been developed and 

evaluated. The absence of 1/f noise in these devices makes them 

ideal for use with signal frequencies ~10 Hz or less. The active 

electrodes are designed to be physically and electrically robust 

and chemically and biochemically inert. They are electrically 

insulated (anodized) and have diameters of 12 mm or 18 mm. 

In both cases, the sensors are housed in inert stainless steel 

machined housings with the electronics fabricated in surface 

mount components on a printed circuit board (PCB) 

compatible with epoxy potting compounds. Potted sensors are 

designed to be immersed in alcohol for sterilization purposes. 

A comparative study was conducted with a commercial wet gel 

electrode system. These studies comprised measurements of 

both free running EEG and Event Related Potentials (ERP). A 

strictly comparable signal to noise ratio was observed and the 

overall conclusion from these comparative studies is that the 

noise performance of the new sensor is appropriate. 

Keywords-Sensors; EEG; Biosensors; Assistive technology. 

I.  INTRODUCTION  

The traditional methods employed for the acquisition of 

EEG signals rely on the use of wet silver/silver chloride 

(Ag/AgCl) transducing electrodes. These convert ionic 

current on the surface of the body to electronic current for 

amplification and subsequent signal processing. Such 

electrodes are cheap and disposable but require the use of a 

conducting gel between the electrode and the skin, since 

they rely on maintaining a low electrical resistance 

contact [1]. Operationally significant care is required in the 

preparation of the skin, usually involving abraision, by 

skilled personnel. In addition, the gel may cause skin 

irritation and discomfort as well as drying out after a period 

of time, meaning that wet electrodes are unsuited to long 

term monitoring applications [2]. The gel may also be 

responsible for cross coupling or shorting between 

electrodes in an array if great care is not taken during 

placement. Dry conducting electrodes provide a more user 

friendly approach with electrodes making resistive contact 

with the skin [3]. This overcomes the problems caused by 

the wet electrode gel, but introduces an additional variable, 

the variation in contact resistance due to perspiration or skin 

creams. For these reasons, they tend to be noisier than wet 

electrodes and can suffer from movement artefacts if they 

are not securely fastened. 

An alternative approach is to dispense with the resistive 

contact and couple capacitively through an insulating layer 

[4]. With this method the signal fidelity no longer relies on 

skin resistance, however they can also suffer from 

movement artefacts and charge sensitivity. In most 

embodiments of dry and insulated electrodes an active 

electrode structure is used with high impedance 

amplification [4][5]. This minimizes the noise due to 

cabling and transmission of the signal. EPS is a high 

performance version of the insulated active sensor. 

With specific reference to EEG signal acquisition, 

evidence exists that smaller, lighter sensors with a higher 

array density are required in order to reduce movement 

artefacts and to allow for redundancy [6]. A comprehensive 

review of wet, dry and insulating electrode technologies 

concludes that insulated active electrodes offer the most 

promising solution for future healthcare applications
 
[1]. 

More recent work on dry electrodes has included a trial of a 

6 sensor EEG system [7] and concludes that this could offer 

a cost effective solution for brain-computer interfacing. A 

clinical comparison of concurrent measurements with wet 

and dry EEG electrodes concludes that a high degree of 

correlation is seen and that dry electrodes offer better long 

term performance [8]. New work on motion artefact 

reduction relies on the simultaneous measurement of the 

contact impedance of each sensor [9] using a small a.c. 

current (20 nA @ 1 kHz) and multiple dry spring loaded 

contacts in each sensor to introduce redundancy. Other 

workers have designed quasi-dry polymer electrodes which 

use a small quantity of moisturizing agent to address these 

problems [10].  

In summary, EPS technology has already demonstrated 

that these problems can be addressed for 

electrocardiogram (ECG) data acquisition where the 

inherent DC stability and short settling time of the sensors 
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differentiate them from other insulated electrode 

implementations [11]. However, the low frequency noise 

performance required for accurate EEG data acquisition is 

considerably more stringent and it is this important 

parameter which will be addressed in this paper. A review 

of sensor developments for healthcare [11] discusses the 

low frequency noise performance of a number of active 

sensors and characterizes them in terms of the noise spectral 

density at 1 Hz. This is a useful indicator of the performance 

for EEG use and gives values ranging from 2 V/√Hz to 

10 V/√Hz, however these values will increase at lower 

frequencies due to 1/f noise. The aim of this work is to 

produce a high impedance capacitively coupled sensor with 

noise that is comparable or lower than conventional 

electrode systems in a 0.1-10 Hz bandwidth. 

The design and specifications of the EPS sensor used in 

these experiments are described in section II, along with 

details of the commercial system used for comparing EPS 

with gel electrodes. In section III the results for free running 

EEG is demonstrated followed by data for two ERP studies 

in section IV. The second ERP experiment outlines the 

comparative study conducted between the two systems.   

II. PROTOTYPE SENSOR AND SYSTEM 

The prototype Sussex EPS device for this project is based 

on an auto-zero operational amplifier, chosen to give the 

lowest possible low frequency noise [12]. The absence of 1/f 

noise in these devices makes them ideal for use with signal 

frequencies ~10 Hz or less, with a quoted noise performance 

of 22 nV/√Hz and 5 fA/√Hz. The input capacitance is ~8 pF 

with an associated voltage noise between 0.1-10 Hz of 

0.5 µVp-p. After consideration of the expected signal 

amplitudes and frequency the sensor was configured to have 

an operational bandwidth of 0.1 Hz to 78 Hz and a voltage 

gain of x50. The voltage gain was distributed between two 

stages with x5 and x10 respectively for the first and second 

stages. The operation and circuit details of EPS devices have 

been published previously by the authors [13]. Here, the 

sensors are operated from split symmetric power supply rails 

of ±2.5V. Two versions were produced with different 

electrode sizes to enable reliable contact to be made to 

different parts of the body. The electrodes are electrically 

insulated through an anodized electrode with diameters of 

either 12 mm or 18 mm. In both cases the sensors were 

housed in inert stainless steel machined housings with the 

electronics fabricated in surface mount on a PCB compatible 

with epoxy potting compounds. Potted sensors are designed 

to be immersed in alcohol for sterilization purposes. 

The gain and operational bandwidth of the sensors was 

confirmed using a standard spectrum analyzer to be as 

specified. The most significant parameter for the 

specification of the sensor in this particular application is the 

voltage noise referred to the input. This was measured by 

placing the sensor in a screened environment and recording 

the spectral noise density over a 1 kHz bandwidth. From this 

data, shown in Figure 1, two numbers are produced to 

characterize the noise performance these are the spot noise 

figure at 1 Hz and the integrated noise from 0.1 Hz to 10 Hz. 

The results obtained for the voltage noise measurements are: 

30 nV/√Hz at 1 Hz and 0.2 µVp-p from 0.1 to 10 Hz; 

consistent with the data provided by the manufacturer. The 

absence of 1/f noise in this data confirms that the auto-zero 

amplifier used in this design is performing as expected.  

 
Figure 1.  Noise spectral density plot for prototype auto-zero sensor. 

 

In order to confirm, at an early stage in the design 

process, that the sensor design was both suitable for high 

quality EEG signal acquisition and that it was compatible 

with commercial systems and practice we interfaced the 

sensors to a TMS International system currently in use in 

the School of Psychology at Sussex. This also enabled us to 

do direct comparisons with wet gel electrode measurements. 

The prototype sensors were interfaced to a Refa8 amplifier 

produced by TMS International [14] with 64 EEG channels 

at 24 bit resolution with an input noise of 1 Vrms. All 

electrode cables have active shielding to reduce 50 Hz  

mains interference and cable movement artefacts. In the 

comparative data presented here the TMS International 

acquisition system and data processing were applied to both 

sets of data. 

In order to provide a comprehensive comparison 

between the Sussex EPS prototype and the commercial 

system two different types of EEG data were measured. The 

spontaneous, or free running, EEG as shown by recording 

the alpha signal and in particular by observing the, well 

known, alpha blocking signal. The second type is the ERP, 

here an oddball paradigm was chosen to record ERP signals 

[15]. In both cases the International standard 10-20 system 

was employed to record EEG [16]. In our case all signals 

were recorded against a reference, this may be the signal 

from any electrode on the head or an average of all 
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electrodes. Usually a linked mastoid reference is used and 

we followed this practice with the signals from the O2 and 

O1 positions and the reference sensor on M1 (left mastoid). 

III. FREE RUNNING EEG 

Initial measurements were carried out on the free running 
EEG to verify that the prototype sensor had an appropriate 
noise performance to allow EEG data to be seen. The alpha  

 

Figure 2.  Time domain data showing the alpha blocking phenomena 

measured using the prototype sensor. 

 

Figure 3.  Fourier transform of  40 s of time domain data showing a broad 

alpha signal peak at ~10 Hz. 

signal is observed when the eyes are closed and is 
characterized by an increase in amplitude of the 8-13 Hz 
EEG signal. Alpha activity can be recorded from 95% of 
people [15] and is blocked when the eyes are open. The 
signal may be seen in real time in the time domain, as shown 
in Figure 2, where the alpha blocking caused by opening the 
eyes may be seen clearly. Alternatively, if the time series 
data is Fourier transformed we see a broad peak in the 
frequency domain data. This is illustrated in Figure 3 where 
a 40 s section of time series alpha data has been Fourier 
transformed to show a clear ~10 Hz peak. A residual 50 Hz 
mains interference signal may also be seen, however the 
common mode rejection ratio (CMRR) is sufficient to reduce 
this amplitude to be comparable to the measured signal. 

IV. EVENT RELATED POTENTIAL 

The oddball effect is a measure of the response of the 
brain to the frequency of occurrence of differing events on a 
screen. The ERP resulting from this shows a time shift which 

arises from this difference. Two different events are 
presented on a screen with one event randomly chosen to 
occur more often than the other. A volunteer is asked to press 
the space bar only when they are presented with one of the 
two events. Typically, signals are averaged and band-pass 
filtered at 0.1 to 30 Hz, again we have followed this standard 
practice. A typical setup is where the letters X and O are 
displayed on a monitor with 80% and 20% relative frequency 
respectively. The letters are displayed for 100 ms with a 
blank screen presented for 1.4 s space between each letter.  

 

Figure 4.  Averaged prototype sensor ERP data showing the expected time 

delay associated with the oddball effect. 

Little or no useful information may be gained from real 
time data and averaging over a number of events is usual. 
The data is usually recorded using the Pz position and a 
reference electrode. Figure 4 shows the results for 67 
averages, 53 for the ‘X’ and 14 for the ‘O’. There is a clear 
time difference between the ‘X’ and ‘O’ data as expected. 
This is a relatively low number of averages for this type of 
measurement and indicates that the EPS prototype sensor is 
very capable in this challenging mode of operation. For ERP 
measurements direct comparisons between the wet gel and 
EPS systems are shown in Figures 5 and 6 with measurement 
electrodes located at the P7 and P8 positions. In order to 
improve the quality of the data and to allow a more accurate 
comparison to be conducted a grand average was produced 
over 4 subjects.  

 
Figure 5.  Grand average of ERP data from TMS system. 
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Figure 6.  Grand average of ERP data from prototype EPS. 

Three different images were presented to the subjects; faces 

(black line); inverted faces (red line) and scrambled faces 

(blue line). The overall conclusion from these ERP 

measurements is that the grand average data sets show a 

high degree of correlation between the two systems with the 

apparent signal to noise ratio looking strictly comparable. 

From these initial results we therefore conclude that the 

current prototype EPS device has an adequate level of noise 

performance for all the EEG signals observed during these 

tests. 

V. CONCLUSIONS 

The Sussex EPS prototype has been verified as suitable for 

the acquisition of both free running EEG and ERPs. The 

prototype performance has also been verified by interfacing 

with a commercial system and comparing results with those 

from wet gel electrodes. All results obtained indicate that the 

Sussex EPS prototype produces strictly comparable signal to 

noise ratios to conventional wet gel electrode devices for 

both free running and ERP measurements. The low 

frequency noise has been identified as the key performance 

indicator for capacitively coupled active sensors. In 

particular, the frequency range of typical EEG signals lies 

within the 1/f noise region of most active devices. The use of 

an auto-zero operational amplifier within the prototype 

sensor has been demonstrated to eliminate this problem and 

yield results which are strictly comparable to wet gel 

electrodes. 
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Abstract—The purpose of this research is to demonstrate a new 
design for a mass sensor with a disc-shaped resonator that is 
free of power supply lines. The line-free mass sensor comprises 
a resonator and a piezoelectric element for vibrating it. Since 
electrical power is used to actuate the piezoelectric element, the 
resonator is free from power lines. Target molecules become 
attached to the resonator, changing its resonant frequency. The 
geometric shape and dimensions of the resonator were 
designed using the finite element method (FEM). The 
resonator was fabricated in the shape of a circular plate of 
diameter 4 mm by photolithography, so that the radial 
oscillation primary mode of vibration would be 3.68 MHz. The 
concentrations of glucose solutions were measured using the 
line-free mass sensor. The sensitivity of the line-free mass 
sensor was estimated to be 0.06 fg when a frequency resolution 
of 1 mHz was used.  

Keywords-mass sensor; resonator; power supply line; 
resonant frequency; photolithography. 

I.  INTRODUCTION 
Micro-cantilever transducers have certain advantages 

in terms of detecting and identifying chemical and 
biological elements in air or liquid environments with high 
sensitivity [1][2]. The sensitivity of micro-cantilever 
transducers is superior to those of traditional quartz crystal 
microbalances (QCM) [3] and surface acoustic wave (SAW) 
[4] transducers. It has been reported in one theoretical study 
that the potential measurement sensitivity of micro-
cantilever transducers is 2.34 × 10-19 g [5]. 

Crystal oscillators and piezoelectric elements can be 
used to excite vibrations in micro-cantilever transducers. 
When the excitation source is directly fixed to the micro-
cantilever, the electrical power required to feed it seriously 
degrades the vibrations. Moreover, capacitive coupling of 
the vibrator influences the frequency and decreases the 
quality factor (Q-factor) of the micro-cantilever transducers. 
We have already proposed a power supply line-free mass 
sensor for measuring biomarkers [6]. Our study indicates 
that, if an optical displacement sensor with a frequency 
resolution of 1 mHz is used, a sensitivity of 76.2 ng/ml can 
be achieved with a line-free mass sensor. 

The purpose of this research is to improve the 
sensitivity of a line-free mass sensor to as high as the tens of 
fg/Hz range. The geometric shape and dimensions of a disc-
shaped resonator were designed using FEM and the 
resonator was fabricated by photolithography. The measured 
results of glucose concentrations using the fabricated line-

free mass sensor were discussed. 

II. MATERIALS AND METHODS 

A. Structure and Principle 
The line-free mass sensor consists of a resonator, a 

piezoelectric element (20 mm diameter and 0.5 mm 
thickness, NEC Tokin Corporation, Japan) to excite the 
resonator as the vibrator, an alternating current power 
source, and an optical non-contact displacement sensor. 
Since the power source is used to actuate the vibrator, the 
sensing element, i.e. the resonator, is free from power lines 
(Figure 1(a)). A microscope-type Laser Doppler vibrometer 
(KV-100, Denshigiken Corporation, Japan) and a spectrum 
analyzer (frequency resolution: 1 mHz, Advantest 
Corporation, Japan) were used for measuring the resonant 
frequency of the resonator (Figure 1(b)). 

Firstly, the target material adheres to the resonator 
 

 
Figure 1.  Principle of a line-free mass sensor ((a): Schematic of mass 
sensor, (b): Block diagram of resonant frequency measuring system).  

(a) 

 
 

  

Vibrator 

Non-contact displacement 
measurement 

Resonator 

(b) 
Laser Doppler vibrometer 

Spectrum analyzer 

 

Piezoelectoric element 
 

 

Resonator 

 

 

Sponge 

xyz stage 

75Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-375-9

SENSORDEVICES 2014 : The Fifth International Conference on Sensor Device Technologies and Applications

                           85 / 136



without chemical bonding. Then the resonator is placed on 
the piezoelectric element. When the piezoelectric element is 
excited at an arbitrary frequency, the vibration is transmitted 
to the resonator mounted on it, which then vibrates at its 
resonant frequency. The resonator will never fall from the 
piezoelectric element because the amplitude of vibration is 
smaller than a nanometer scales. The change in resonant 
frequency is proportional to the mass of target material 
adhering to it. 

B. Design of Disc Resonator 
A disc-shaped resonator was designed to have a 

resonant frequency of several MHz (Fig.2). The outer 
diameter and thickness were 4.0 and 0.5 mm, respectively. 
The detecting area, d, was used as a parameter to design the 
resonator, then two types of resonator were fabricated (type 
A and B). Using an eigenvalue-eigenvector analysis 
employing a FEM was calculated to compare the resonance 
frequency of the two types of the resonator. The boundary 
conditions at the outer peripheral edge of the resonator were 
set to free edge. The density, longitudinal modulus of 
elasticity, and Poisson’s ratio were set to 2,329 kg/m3, 185 
GPa, and 0.28, respectively 

C. Fabrication of Disc-shaped Resonator 
A photolithography technique such as deep-reactive-

ion etching (DRIE) was used to fabricate the disc-shaped 
resonators with several diameters of detecting area from a 4-
inch sized silicon wafer. The entire photolithography 
process was carried out in three steps; 1st wet etching, 2nd 
wet etching, and DRIE process (Fig.3).  
1st wet etching process: A wafer was coated with a positive-
type photoresist (OFPR-800, Tokyo Ohka Kogyo Co., Ltd, 
Japan) using a spin coater (ASC-4000, Actes Inc., Japan). 
The photoresist exposed to the UV light using a photomask 
α and a mask aligner (MA6, Suss MicroTec, Japan). After 
the developing, the silicon was liquid (wet)-etched to 
remove the unprotected oxide. The SiO2 was removed using 
hydrogen fluoride. Finally, the photoresist was removed 
from the substrate using heating sulfuric acid treatment. 
 
 

 
Figure 2.  Cross sectional view of a disc-shaped resonator used for the 
line-free mass sensor (Units in mm). 

2nd wet etching process: The wafer was coated with a 
positive-photoresist (PMER P-LA900, Tokyo Ohka Kogyo 
Co., Ltd, Japan) using the spin coater. The photoresist was 
exposed using a photomask β and the mask aligner. After 
that, the developing and the wet etching were processed. 
DRIE process: The 1st DRIE was performed for 23 min 
using a DRIE system (MUC-21, Sumitomo Precision Co. 
Ltd., Japan). After the photoresist was removed, a 
supporting substrate was adhered using the positive-type 
photoresist. The 2nd DRIE was performed for 90 min using 
the DRIE system. Finally, the supporting substrate was 
peeled using a stripping solution (Microposit Remover 1165, 
Shipley Co., Inc., US). 
 

 
Figure 3.  Photolithography of a disc-shaped resonator for deep etching 
including a two-step exposure process. 
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D. Measurement of Resonant Frequency 
The resonant frequencies of each mode of vibration of 

the disc-shaped resonators were measured using a 
microscope-type Laser Doppler vibrometer, a spectrum 
analyzer, and a xyz stage.  

E. Measurement of Glucose Concentration 
As a typical human blood biomarker, glucose was 

selected as a sample material to evaluate the sensitivity of 
the line-free mass sensors. A set of D(+)-glucose (180.16, 
CAS No. 50-99-7, Wako Pure Chemical Industries, Ltd., 
Japan) solutions with concentrations between 250 ng/mL 
and 100 mg/mL was used. 

A 0.1 μL sample of each solution was dropped on the 
detecting area of the disc-shaped resonator by a precision 
dispenser (SMP-3, Musashi Engineering, Inc., Japan). After 
that, the disc-shaped resonator was dried at room 
temperature for 10 min. The change in resonant frequencies 
compared to those without the sample solutions was then 
measured for each glucose concentration. 

The disc-shaped resonator was cleaned using an 
ultrasonic washing machine (2210DTH, Emerson Japan Ltd., 
Japan) for 5 min. and dried for 30 min. in order to refresh 
and reuse it. 

III. RESULTS AND DISCUSSION 

A. Design and Fabrication of Disc Resonator 
The calculated results of the resonant frequencies for 

types A and B at 1st mode were 3.919 and 1.934 MHz, 
respectively (Table I). The surface areas of types A and B 
were 0.2 and 0.6 mm2, respectively. The type A condition 
was selected to fabricate the disc-shaped resonator. 

A disc-shaped resonator was fabricated from a silicon 
wafer. 

B. Measurement of Resonant Frequency 
The measured results of the resonant frequency of type 

A was 3.682 MHz, which agreed well with the theoretical  

TABLE I.  CALCULATED RESULTS OF THE RESONANT FREQUENCY 
FOR EACH VIBRATION MODE. 

 Circumferential oscillation mode of vibration 
1st 2nd 

Radial 
oscillation 
mode of 
vibration 

1st 

 

 
 

 

 
 

Type A 
3.919 MHz 6.473 MHz 

Type B 
1.934 MHz 3.707 MHz 

2nd 

 

 
 

 

 
 

Type A 
12.162 MHz 14.087 MHz 

Type B 
5.612 MHz 7.216 MHz 

results obtained using FEM (Fig.4). The Q-factor was 
calculated to be 10,000, which was particularly high 
compared with those given in previous reports [1] [3]. It was 
considered that the noise of frequency was reduced enough 
to synchronize with the exciting frequency by use of the 
spectrum analyzer. 
 

 
Figure 4.  Measured results of the resonant frequency using a disc-shaped 
resonator at the primary mode. 

 
Figure 5.  Relationship between the frequency shift and the mass of 
glucose for the line-free mass sensor ((a): 100 ng – 10 μg of mass of 
glucose, (b): 25  – 100 pg of mass of glucose). 

n = 5 

Δf = 1652.2×m×106
  

         R2 = 0.99         
0 98 

 

Fr
eq

ue
nc

y 
sh

ift
, Δ

f  
(k

H
z)

 

Mass of glucose, m (×10-6g = μg) 
0  

5  

0 2 4 6 8 

10  

10 12 

15  

20  (a) 

Glucose concentration (mg/mL) 
0 20 40 60 80 100 120 

Glucose concentration (ng/mL) 

 

(b) n = 5 

Δf = 18.027×m×1012
  

         R2 = 0.97 
 

 

Fr
eq

ue
nc

y 
sh

ift
, Δ

f  
(k

H
z)

 

Mass of glucose, m (×10-12g = pg) 

0 

0.5 

1.0 

0 20 40 60 80 

1.5 

2.0 

100 120 

2.5 

0 200 400 600 800 1000 1200 

Q ＝ 11,775 

0 

10 

20 

30 

40 

50 

3.68 

D
is

pl
ac

em
en

t (
pm

) 

3.69 3.70 3.67 3.66 
Frequency (MHz) 

77Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-375-9

SENSORDEVICES 2014 : The Fifth International Conference on Sensor Device Technologies and Applications

                           87 / 136



C. Measurement of Glucose Concentration 
The glucose concentrations were converted into a mass 

of glucose per 0.1μL of sample volume (Fig.5). The 
frequency shifts for the 0.1, 1 and 10 μg masses of glucose 
were 0.45, 1.64, and 16.52 kHz, respectively (Fig.5 (a)). The 
frequency shifts for the 0, 25, 33, 50 and 100 pg of glucose 
samples were 0, 0.24, 0.54, 0.98, and 1.83 kHz, respectively 
(Fig.5 (b)). The results of a linear regression analysis 
between 0 – 100 pg for the line-free mass sensor showed the 
R2 value to be 0.97. The calibration curve between the 
frequency shift, ∆f, and the mass of glucose, m, is given by 
∆f = 18.027×m×1012 (Hz), showing that the frequency shift 
is proportional to the concentration of m in the sample 
solution. Since the frequency shifts by 18.03 Hz per 1 pg 
mass of glucose, the sensitivity is calculated as being 55 
fg/Hz. Finally, the sensitivity of the line-free mass sensor 
was estimated to be 0.06 fg because the optical 
displacement sensor has a frequency resolution of 1 mHz. 

IV. CONCLUSION 
We designed and analyzed the performance of a line-

free mass sensor, comprising a disc-shaped resonator and a 
separate excitation source. Our study indicates that, if an 
optical displacement sensor with a frequency resolution of 1 
mHz is used, a sensitivity of 0.06 fg can be achieved with 
this line-free mass sensor. This sensitivity is adequate for the 
required level in order to carry out salivary hormone analysis. 
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Abstract— The electrocardiogram (ECG) is one of the most 

important signals acquired from the body, as it serves as the 

immediate source of information relating to heart 

performance. Hence, a lot of research has gone into various 

types of ECG acquisition methods and systems. With the 

numerous methods and systems available at hand, it is 

important to compare, contrast, and evaluate the existing 

techniques. Not only does this help distinguish between the 

different techniques, it also helps build on the existing methods 

to create successful acquisition systems that can surpass the 

effect of unwanted factors, such as movement and other noise 

artifacts. This paper compares two different ECG acquisition 

systems, one of which uses PS25015A dry electrodes and the 

other, which uses two different silver/silver chloride (Ag/AgCl) 

wet electrodes. ECG signals were acquired from three healthy 

individuals, in the sitting position, using both systems 

simultaneously. Signals were first filtered to diminish noise 

then the R-wave peaks were detected. The voltage values of 

these peaks were compared between the devices and electrodes 

via statistical analysis. The signal-to-noise ratio (SNR) values 

of the signals were obtained as well and finally, the correlation 

coefficient of the signals were obtained. Overall, the dry 

electrodes may have a better SNR. However, the dry electrodes 

provided a lower wave amplitude, compared to the wet 
electrodes. 

Keywords-Electrocardiogram (ECG), wet electrode, dry 

electrode, cross correlation, peak detection  

I.  INTRODUCTION 

The electrocardiogram (ECG) has arguably become one 
of the most recognized and used biomedical signals. ECG is 
the electrical interpretation of the activity of the heart, and 
can easily be recorded with the use of surface electrodes 
either on the chest or limbs [1]. As the heart is one of the 
most important organs in the body, its contraction activity 
and performance is vital to monitoring health. The most 
important attribute of the ECG is that its shape is altered by 
abnormalities and cardiovascular diseases, such as 
arrhythmia, myocardial ischemia, premature ventricular 
contraction (PVC), infarction, and many more [1].  

In terms of its signal acquisition, there are various 
methods of electrode placement. ECG is traditionally 
recorded using 12-channels for clinical use. In this 12 lead 
configuration, electrodes are placed on the right leg, and both 
wrists. The three augmented leads are (aVR, aVL, aVF) and 
six leads are placed on the chest [1]. Additionally, the left 
and right arm, and the left leg are used for leads I, II, and III, 

which together form Wilson’s central terminal (reference for 
chest leads) [1]. However, ECG can also be recorded using 
6, 5, or 3 leads [1]. Recently, the advancement in technology 
has made it possible to record ECG from only 1 lead, either 
on the chest or on a limb. Furthermore, various reputable 
sources, such as the American Heart Association (AHA), 
recommend that a minimum sampling rate of 500 Hz be used 
for ECG data acquisition, but that a sampling rate twice that 
of the theoretical minimum would be ideal, i.e., 1000 Hz 
[1][2][3]. 

 ECG is traditionally used in clinical settings, such as in 
the operating room, to monitor the heart rate of the patient, 
or to analyze a patient for various cardiovascular diseases or 
abnormalities. However, as technology progresses and as we 
become more and more aware of our health and the proper 
functioning of our body, this important biomedical signal is 
being slowly introduced in our daily life as a way of 
continuously monitoring one of our most important organs. 
New electronics and hardware, with their high efficiency and 
small size, have created an opportunity for the design of 
wearable and wireless ECG recording devices and real-time 
monitoring systems. 

Like other biomedical signals, raw ECG signals contain 
various sources of interference. These noise interferences are 
comprised of high and low frequencies from the power line, 
muscle movement, breathing, and other near-by 
electromagnetic sources and/or cables [4]. Since in many 
cases real-time monitoring of ECG is important, the ECG 
needs to be filtered and processed in such a way that there is 
nearly no delay between the acquisition and representation of 
the signal. Different processing techniques and algorithms 
have been suggested by researchers and used by 
manufacturers, however, when we look into implementing 
such processing techniques in a wearable wireless ECG 
device, extra caution needs to be employed with the 
algorithm design due to processing times and data transfer 
speeds. 

Another way in which ECG data acquisition differs is in 
the choice of electrode. The two most common categories of 
surface electrodes are wet and dry electrodes. Wet 
electrodes, specifically Ag/AgCl, are among the most 
commonly used electrodes for bioelectric applications. They 
certainly have their advantages, such as their simplicity, ease 
of use, low weight, and that they are disposable [5]. 
However, they are not without their disadvantages. 
Electrolytic gel should be applied between the skin and the 
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electrode in order to improve conductivity. This gel could 
cause allergic reactions or skin irritation [5]. These 
electrodes also have a limited shelf life due to dehydration, 
which affects impedance, generating noise [6].  The 
dehydration issues make these electrodes unsuitable for long-
term continuous measurement [7]. Finally, the spacing 
between electrodes may be so small that the gel may smear 
and lead to short circuiting [8]. On the contrary, dry 
electrodes, generally metal plates, do not encounter any of 
these problems, and are easier to set up, however, they have 
their own drawbacks as well. Since there is no secure 
adhesion between the electrode and the skin, they can shift 
during motion [6]. Furthermore, these electrodes have 
relatively large contact impedance with the skin [6][9]. 

For the purpose of this pilot study, two wet Ag/AgCl 
electrodes (3MTM Red DotTM Monitoring Electrodes, and 
Bio-Protech Telectrodes) and a PS25015A dry electrode will 
be used to simultaneously record ECG signals from the chest 
using one lead for 60 seconds while the subjects are seated. 
The resulting signals will then be analyzed and compared in 
order to draw conclusions based on their performance. 

This paper will proceed by looking at previous studies 
which have been done in relation to the comparison of dry 
and wet electrodes, in section II. Section III will move on to 
outlining the proposed procedure. The results will be 
presented in section IV, and finally section V will wrap up 
with the concluding remarks.  

II. PREVIOUS STUDIES 

A paper by Chi M.Y., et al. [10] compared dry electrodes 

by analyzing the data acquired, as well as their performance 

limits. As mentioned in this paper, the circuit designs of 

electrodes seem to be described well in literature; however a 

detailed comparison between electrodes are yet to be found. 
A standard testing procedure that compares noise and errors 

between the electrodes does not exist. 

Furthermore, Gandhi N., et al. [11] compared Ag/AgCl 

wet electrodes to dry and non-contact electrodes. The 

comparisons were made by analyzing noise processes, as 

well as the physiological measurements. The non-contact 

electrodes had a higher resistance compared to the 

conductive electrodes. ECG data acquired from various 

materials were all compared to data acquired Ag/AgCl 

electrodes. Simple comparisons were made between the 

graphs, by analyzed different amplitudes, noise artifacts and 
frequency drifts. Results showed that the best dry electrodes 

that can potentially replace wet electrode are ones with a 

PCB finish. Many dry non-contact electrodes were found to 

have low frequency noise, which restricts their use for 

clinical purposes. 

Additionally, another study performed by Chi M. Y. et al. 

[12] compared wet and dry electrodes for EEG purposes. 

The electrodes were compared using EEG data acquired 

from 10 subjects as they gazed at a target simulus, and 

amplitude sizes and steady state visual evoked potential 

(SSVEP) were used to compare the signals. The signals 

were compared using PSD values, signal-to-noise ratios, 

and cross correlation. The correlation between the wet and 

dry electrodes was nearly perfect. However, the correlation 

between the wet and non-contact were lower. However, a lot 

of the comparisons made between electrodes seem to be 

based on just the graphs or a few parameters, such as 

amplitude, SNR, and correlation. Table I compares the 
existing techniques used to compare electrodes, and shows 

how this paper further builds on these techniques to 

compare wet and dry electrodes. 

 
TABLE I. Comparison of Existing Techniques 

 
Comparison of Existing Techniques 

Chi M.Y., et al.  Circuit designs 

 Performance limits 

Gandhi N., et al.  Amplitudes 

 Noise artifacts 

 Frequency drifts 

Chi M. Y. et al.  Amplitudes 

 SNR 

Currently Presented Method In-depth Statistical Analysis:  

 Amplitudes 

 Noise artifacts 

 SNR 

 Cross correlation 

 DC off-set 

 Mean 

 Variance 

 Std deviation 

 Std error 

 

Moreover, the previous studies have been limited in the 

parameters used for comparison. This paper proposes an in-

depth statistical analysis method with numerous parameters 
to compare wet and dry electrode systems. 

III. METHODS 

A. Subjects 

This comparison method was tested on data acquired 

from the first three authors of this paper, which included one 

32 year old male, and two females, 23 and 22 years old. The 

subjects were healthy and had no history of heart conditions.   

B. Experimental Setup 

Testing was performed on two ECG acquisition systems.  

The systems as well as different electrode types were 

compared by acquiring ECG signals from the chest at 1000 

Hz. The Plessey ECG system was used to acquire dry 

electrode data, while the wet electrode system used was the 

CleveMed BioCapture. The skin was cleaned with alcohol 

wipes before positioning the wet electrodes.   
The dry and wet electrodes can be seen in Figure 1 and 2 

respectively. As prescribed in the user manuals of the 

systems, the PS25015A dry electrodes, 3M Red Dot 

Ag/AgCl electrodes, and the Bio-Protech Ag/AgCl 

Telectrodes were placed near the subclavius muscles (3cm 

beneath the left and right clavicles), as seen in Figure 3 [13].  

 

 

80Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-375-9

SENSORDEVICES 2014 : The Fifth International Conference on Sensor Device Technologies and Applications

                           90 / 136



 

 

 

 

 

 
 

 

 
 

Figure 1: PS25015A Dry Electrodes 

 

 
Figure 2: Wet Ag/AgCl Electrodes: 3M

TM
 Red Dot

TM
 Monitoring 

Electrodes (left) and Bio-Protech Telectrodes (right) 

 

 

 
 

Figure 3: Electrode Placement on the Chest [adapted from 15] 

 

Standard chest electrode positions can also be referred to in 

a paper authored by P.M. Rautaharju et al [14]. Both elbows 

were used as ground (not shown in Figure 3).  

Once the electrodes were placed on the body, the dry 

electrodes were fed into the Plessey system, which was 

connected to a computer, and an offset of 0.1V was 

implemented. Snap leads were attached to each of the wet 

electrodes. The snap leads were fed into the input channels 1 

and 2 and ground on the CleveMed Bioradio 150 system. 

The Bioradio was then connected to another computer via a 
wireless receiver. Moreover, data was acquired from both 

systems simultaneously; providing the same input to both 

systems, allowed for the quality and variations in the ECG 

signals to be analyzed.   

 

 

The ECG was measured from each subject for 60 

seconds, in the sitting position, and three trials were 

performed on each subject. The data files were converted 

into CSV files, in order to perform signal processing in 

MATLAB. 

C. Signal Processing 

The ECG signals acquired from both systems were 

sampled at 1000 Hz. Furthermore, the raw ECG data was 

filtered using low-pass, high-pass, and notch filters. 

First, an 8th order low-pass Butterworth filter was used 

with a cutoff frequency of 180 Hz. The filter was designed 

based on (1) [1]. 
 

  ( )   
 

  (
 

  
)  

 
 

    (
 

  
)  

 

Where N is the order of the filter,   is the corner frequency, 

  is the pass-band edge frequency, and 1/(1+  ) is the band 

edge value. 
Next a stop-band filter was used for a notch filter at 55-

65 Hz, followed by a high-pass FIR filter with a cutoff 

frequency of 0.002 Hz. In order to detect heart rate, the R 

waves were made prominent by squaring the entire ECG 
signal. Peak detection was performed using the thresholding 

technique, similar to the R-wave detection performed by H. 

Kew and D. Jeong [16]. A threshold value was used to 

detect the R-wave peak, as seen in a study by P. Verdecchia 

et al. [17]. 

Statistical analysis was performed on the R-wave peak 

values detected in order to compare the ECG signals 

obtained through the wet and dry electrode systems. The 

parameters computed include mean (2), standard deviation 

(3), variance (4), and standard error (5). The signals were 

also compared by computing the signal-to-noise ratios 

(SNR) and the cross-correlation. Cross-correlation (6) was 
performed on the outputs from each electrode to evaluate 

the similarity between the signals by obtaining the 

correlation coefficient [1][18][19].  

 ̅  
∑  

 
  

Where  ̅ is the mean, n is the number of samples, and x are 

the data values. 

   √
∑ (    ̅)  

   

   
 

Where   is the standard deviation    are the data values, and 

 ̅ is the mean of   . 

    
∑(    ̅) 

   
 

Where    is the variance. 

    
 

√ 
 

Where SE is the standard error. 

   
∑  ( ( )   ) ( (   )   )  

√∑ ( ( )   )  √∑ ( ( )   )  
 

(1) 

(2) 

(3) 

(4) 

(6) 

(5) 
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Where r is the correlation coefficient, x(i) and y(i) are the 
two signals, mx and my are their means respectively, and d is 
the delay. 

IV. RESULTS 

Figure 4 shows a sample plot illustrating the three ECG 

signals obtained from the three electrodes, PS25015A dry 

electrodes, Bio-Protech Ag/AgCl wet electrodes, and 3M 

Red Dot Ag/AgCl wet electrodes respectively. It is evident 

from Figure 4 that the dry electrode system shows a lower 

amplitude, compared to the wet electrode systems. Both of 

the wet electrode systems show amplitudes of 

approximately 1 mV. 

Thresholding was used to perform R-wave detection in 

order to detect the heart rate, similar to the techniques used 

by H. Kew and D. Jeong [16]. The average instant heart rate 

can be seen in Figure 5. 
Table II compares the processed data acquired from the 

three electrodes. As expected, the two wet electrodes 

showed higher correlation with each other than with the dry 

electrodes. The dry electrodes were found to have a negative 

DC-offset, compared to the wet electrodes, and provided the 

best SNR. Statistical analysis was performed on the R-wave 

peak values for each of the three electrodes, similar to 

analysis performed by G. Crifaci et al [20]. The 3M Red Dot 

electrodes showed higher mean R-wave peak voltages. For 

example, subject A had a mean R-wave peak of about 0.99 

mV when measured through the 3M Red Dot electrodes and 
a mean of only 0.39 mV when measured through the dry 

electrodes.  

When comparing the standard errors across the three 

electrodes for the different subjects, the results seem to vary. 

Subject A had an error of 0.0011 mV for the dry electrode, 

and errors of 0.003 mV and 0.0054 mV for the wet 

electrodes, giving a slight difference of 0.0043 mV between 

the dry and wet electrodes, with the dry electrode having the 

lowest error. On the other hand, Subject B had an error of 

0.0045 mV for the dry electrode, and errors of 0.0019 mV 

and 0.0017 mV for the wet electrodes, resulting in a 
difference of 0.0028 mV, with the dry electrode having the 

highest error. Similarly, for Subject C, there was an error of 

0.01 mV for the dry electrode, and errors of 0.0072 mV and 

0.0055 mV for the wet electrodes, resulting in a difference 

of 0.0045 mV with the dry electrode once again having the 

highest standard error. In summary, there is no suggestion 

of consistent differences in the standard errors between 

electrodes.  

It is important to note that there were a few factors 

which may have affected the results. Although the data was 

acquired simultaneously from the three electrodes, there was 

an inter-electrode distance of 3.0 cm. This may have 
affected the results, as the electrodes were each acquiring 

ECG data from slightly different positions on the chest. The 

skin was wiped with alcohol before the electrodes were 

positioned; however, there may not have been 100% 

electrode-to-skin contact.  

TABLE II. Numerical Analysis 
 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 
 

 

 

 

             
 

Figure 4: ECG signals acquired from the three electrodes 

 

     
 

Figure 5:  Heart Rate while Breathing 

 
PS25015A 

3M Red 

Dot 

Bio-

Protech 

DC-Offset 

(mV) 
-0.2099 0.0205 0.0239 

Corr Coef (%) 

PS25015A & 3M Red Dot = 5.05 

3M Red Dot & Bio-Protech = 87.6 

PS25015A &  Bio-Protech = 5.71 

SNR (db) 28.9 19.5 19.3 

Subject A 

Mean (mV) 0.3897 0.9940 0.7050 

Variance (mV) 0.0013 0.0094 0.0364 

Std Dev (mV) 0.0355 0.0925 0.1669 

Std Error (mV) 0.0011 0.0030 0.0054 

Subject B 

Mean (mV) 0.172 0.7952 0.6320 

Variance (mV) 0.0056 0.0066 0.0027 

Std Dev (mV) 0.0697 0.0572 0.0510 

Std Error (mV) 0.0045 0.0019 0.0017 

Subject C 

Mean (mV) 0.0708 0.2490 0.4420 

Variance (mV) 0.0010 0.0124 0.0295 

Std Dev (mV) 0.0322 0.1110 0.1711 

Std Error (mV) 0.0100 0.0072 0.0055 
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Furthermore, the dry electrodes were attached firmly 

onto the subject, but the pressure on the electrodes may not 

have been uniform for the entire duration of the experiment 

because of the elasticity of the fastening band. Moreover, 

two individuals were running the two systems on two 

different computers to start data acquisition. Hence, there 
may have been a slight delay in start/stop times during 

acquisition, but this was adjusted in the data analysis by 

aligning the R-waves.  

For future work, the results may be more definitive if 

more subjects are used.  

V. CONCLUSION 

The results showed fairly high signal-to-noise ratios and 
varying mean and variance ranges for each electrode type. 
However, there were suggestions of differences between the 
electrodes, such as the SNR, where the dry electrodes 
seemed to have a better SNR in our subjects, compared to 
the wet electrodes even though they recorded at lower 
amplitude. Although both types of electrodes have their own 
advantages and disadvantages, the determination of the most 
advantageous option is dependent on the individual user’s 
applications and needs. For example, if the user desires a 
higher SNR value, dry electrodes should be used. However, 
if a lower standard error is desired, then wet electrodes 
should be used. The advantage of this approach consists of 
clearly defined pros and cons for each system so that the user 
can make a more informed decision. For future work, these 
values can be compared to a wider range of dry and wet 
electrodes and ECG acquisition systems, and can be tested 
on a larger population for more accurate results. Most 
importantly, the methods discussed in this paper can be used 
as a platform for the comparison of electrodes in order to 
help evaluate different systems and their accuracies.  
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Abstract—An improved miniature biosignal data sensor and 
recorder device is described, (NAT-1-4G) with 3-axis 
accelerometer, and a 2K Sa/sec all-channel recording capacity 
of 24 hours or more with a single zinc-air battery cell. Like the 
previous NAT-1 prototype device, this measures less than 
18x22x10mm and weighs less than 2.3 grams, including the 
battery.  In this paper we describe the device in detail, and 
introduce the presentation of tremor data measurement 
captured in the context of Parkinson’s disease fore-arm 
monitoring. The NAT-1-4G device has already achieved 
translation to commercialization and we expect it to become 
commercially available in the near future. 

Keywords- Neurophysiology; Bio-signal sensors;  Medical 
sensors, Parkinson’s Disease. 

I.  INTRODUCTION 
It is well understood that use of biosignal data acquisition 

is increasingly important in many application scenarios, not 
the least of which are biomedical applications. Often, such 
measurements are taken in wired or wireless umbilical 
modes, in other words, within a clinical evaluation setting, 
with data captured and analyzed over relatively short time 
windows, and in unnatural settings.  

However, the ability to perform ambulatory monitoring 
of patients provides the possibility of long-duration data 
capture of bio-parameters in a normal living situation or 
work-place. This has been an aim for many decades, and has 
developed from early magnetic tape based data capture [1], 
to digital systems [2], custom integrated circuits [3][4] and 
more advanced medical data recorders [5][6]. Such 
capabilities are identified by many clinical researchers as 
being desirable. The opportunity to learn more about medical 
conditions as well as the condition of individual patients 
themselves is seen as a major motivator for developing 
suitable devices.  This is very true of application in the 
domain of Parkinson’s Disease and similar tremor-related 
medical conditions, where often the primary mode of data 
capture is limited to a supervised scenario [7][8][9]. The 
importance of gathering continuous data for drug 
management, establishing and gauging long-term prognosis, 
and the personal reassurance for patients afforded by suitably 

presented feedback from monitoring systems, cannot be 
underestimated. 

The “NAT” (Neural Activity Tracker) project aims to 
produce a multi-purpose data sensing and recording solution 
that is extremely small, lightweight and having a recording 
capacity of days to weeks, dependent upon the selection of 
parameters such as sample frequency. The NAT-1 device 
[10] introduced our first solution to this problem in 2013. 
Since then we have enhanced and improved our design, 
resulting in NAT version 1-4G. This newer device includes 
multiple improvements, including the ability to alter the 
signal sensitivity of individual recording channels to adapt to 
a given bio-signal type, including ECG/EEG/EMG/EOG 

(Electro-encephalography (Electro-myography, Electro-
cardiography, Electro-oculography), and also auxiliary 
sensor modules (such as temperature for instance).  The 
NAT-1-4G also retains its capability for tri-axial 
accelerometer data capture, and in an accelerometer-only 
recording mode allows 500 samples per second across three 
simultaneous axes, with recording times up to 3 days in 
current prototypes. 

This paper presents the NAT-1-4G in technical detail in 
Sections II and III, whilst Section IV documents some initial 
experimental applications of the device with a Parkinson’s 
Disease tremor collection scenario. Note that the intention of 
this paper is not clinical, we do not make any clinically 
definitive claims about the data collected, but will observe 
and determine the suitability of the device for capturing such 
data, and for showing characteristics typically symptomatic 
of a Parkinson’s Disease subject.  

Section V highlights the additional resources developed 
alongside NAT, including docking station, wrist-mount, and 
the infra-red data signature time-stamp daughterboard. A 
brief state-of-the-art is given in Section VI, and conclusions 
are presented in Section VII. 

II. A SMALL FORM-FACTOR DATA-RECORDER 
The NAT is a device family of only 18x22mm in size, 

less than 10mm in height (when using a zinc-air disposable 
power cell). It weighs less than 2.3 grams, which means it is 
attractive in applications where regulatory constraints apply 
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(e.g., use with small animals). It is so light in weight that it 
quite unobtrusive as a human-subject wearable body-sensor. 
This low-weight attribute also means that multiple devices 
can be worn individually or in small groups where 
appropriate, without causing encumbrance of the subject's 
normal movements and behavior. We have verified this in a 
fashion, with team members wearing the device continuously 
for up to three days (using a 3D-printed wrist-capsule) with 
no issues.  

A NAT device is shown in the image of Figure 1, with 
a ball-point pen of normal size for scale. In the photograph 
provided in Figure 1, we can see some interesting features. 
The major part of the device has a profile of less than 4 mm. 
Also visible in Figure 1 is a specially designed battery clip 
for housing a zinc-air cell (as used in hearing aids). This is 
the gold-plated metal structure. The use of flatter button cells 
can be envisaged to make a smaller profile possible, though 
this has weight implications. We also note the potential for 
ultra-thin flexible lithium polymer rechargeable batteries, 
which have a similar footprint and only 2mm height profile, 

that would align well with the NAT PCB module in situ.  
 
 
 

Figure 1. Top View of NAT Device 
 

 
 

Figure 2. NAT Device – Sub-component Block Diagram. 

 Near the tip of the ball-point pen, one can see a small 
low-profile connector socket, which is actually a mezzanine 
daughterboard connector port. This permits a range of 
possible extension modules. Figure 2 shows the system level 
block diagram.  As for our previous NAT-1 device [10], this 
device comprises of three key components – a flash memory 
chip (largest chip in Figure 1), a proprietary CPU (mid-sized 
chip of Figure 1), and a proprietary MEMS (Micro-Electro-
Mechanical System) device for accelerometer (smallest chip 
of Figure 1).  Additional analogue front-end components 
provide appropriate signal conditioning for the signal ranges 
typically encountered in a range of biosensor and biomedical 
applications. This is augmented by the introduction of 
programmable gain on a per-channel basis, with signal range 
up to +/-8mV, and ability to scale to signals in the sub-1mV 
range without appreciable noise.  

  
 

III. NAT-1-4G DEVICE SPECIFICATIONS 
The NAT-1-4G has the specifications as outlined in 

Table I. The device has a wide range of possible sample 
rates, ranging from 100 Sa/sec to 2 KSa/sec via the user 
interface software application. At 2 KSa/sec, the device 
consumes 4.8mA of current from a single 1.4-volt cell, and 
can record for up to 12 hours. An 8-GBit flash option is 
possible (NAT-1-8G) and would have up to 24 Hours of 
recording capacity at maximum rates. At lower sample 
rates, the capacity of the flash is extended to many days, for 
example 6 days at 100 Sa/sec for accelerometer only. This 
compares well with reported state of the art examples [3,4], 
given that the system is comprised of readily available 
commodity integrated circuits. The device has three 
important connection mechanisms, these being the analog 
input connector (angled connector block to left of device in 
Figure 3a), the daughterboard extension socket (Figure3b) 
and the docking-shoe connectors (seen in Figure 3a) 

 
A particular feature of NAT-1 was the use of a single 

zinc-air power cell. Such cells are widely used in hearing 
aids, and have an active power-delivery life-span of around 
two weeks, after which the cell begins to lose effectiveness. 
We have retained this mode of power provision in NAT-1-
4G. However the possibility of using alternative power cells 
is being actively investigated at present. To date, the Zinc-
Air modules appear to give the best power density for size 
and weight with considerable record times up to 2 weeks. 

IV. EVALUATION METHODOLOGY  
Previously, most of the testing of the prototype device 

has been limited to test scenarios including (a) EEG and 
Accelerometer data collection from mice in live test 
scenarios undertaken by researchers at the University of 
Aberdeen, (b) a preliminary EMG capture evaluation at the 
University of York, and a (c) high-G test setting using a 
golf-club attachment to capture golf swing behaviors in 
terms of club rotation, side-movement and swing-path 
motion [10]. In all cases, the device was used untethered 
and powered exclusively with a single zinc-air cell. This 
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work was aimed at gaining an initial scope of capabilities of 
the device.  In this paper, with the newer NAT-1-4G, we 
describe the use of the device in capturing tremor motion in 
a Parkinson’s disease subject, and we compare this to data 
captured in the same way for healthy control subjects. This 
is a limited test-scenario owing more to engineering 
evaluation than clinical study, and should not be considered 
as a practical clinical evaluation study. 

The experimental method consisted of a wrist-mounted 
device (see later section VI for details and photographs) 
which in most cases is worn continuously for several days, 
and only being removed where not appropriate for the device 
operation (e.g. whilst showering). All three accelerometer 
channels were sampled at 500 Sa/Sec with a resolution of 8 
bits per channel for a full-scale range of  +/- 2000 milli-G.  
An important aspect of the data collection is that there is no 
knowledge of activities during data collection (it is 
unsupervised).  

Unlike short laboratory assessed (supervised) tremor 
measurements, where a series of directed or constrained 
actions are monitored for a period of perhaps 1 hour, here the 
data was collected blindly for up to 72 hours. This presents 
particular issues for data interpretation which we discuss 
further in later sections. The purpose of the evaluation was to 
make a straightforward determination that the NAT-1-4G 
device is (or is not) capable of gathering potentially 
clinically-useful tremor data during long unsupervised 
periods of use. 

 
(a) 

 
 (b) 

Figure 3. (a) Overhead View of NAT and Daughterboard Connector, and 
(b) Analogue Connector Port on NAT Device Underside 

In order to understand our evaluation, it is useful to first 
of all exemplify the typical data characteristics likely to be 
observed in such an experimental study. A common aspect 
of Parkinson’s tremor is the presentation of an excess of 
frequency components in the 5 to 7 Hz range as compared to 
typical healthy subjects.  

The example of Figure 4, reproduced from a recent 
publication [11], illustrates this quite well. It is seen that a 
control subject has a relatively broad range of frequency 
components in movement measurements, whilst a 
Parkinson’s patient exhibits a classical dominant frequency 
peak centered around the 5-6 Hz frequency, (often described 
as the unilateral or bilateral resting tremor) which is 
attributed to motor-neuron induced involuntary movements 
in the instrumented limb. These components usually have 
noticeably larger magnitudes than typical average motions 
generated by intended limb motion.  

TABLE I.  NAT-1-4G  SPECIFICATIONS 

a  Recording time for all channels. Revised device has accellerometer-
only option with 6 day record time at 100 Sa/Sec. 

b  Original NAT had fixed +/-1mv voltage range. Revised NAT range  is 
channel programmable up to +/- 8mv. 

Parameter Limits Units 

Analogue inputs 4 channels 

Bits per  analogue 
channel recorded 11 bits 

Mems Accelerometer 3 Axis 

Bits per Accel. Axis 8 bits 

Sample rate (max) 2000   x 4 ch 

Max Current   2KSa/s 
500Sa/s 

4.8 
2.4 

mA 
mA 

Data Capacity 4 or 8 Gbits 

All-Channel 
Recording Time 

at 2K Sa/Sec 
12 or 24 a Hours 

Analogue Range 
 
 

(previous NAT) 

   ± 500 min 
± 8000  max 

 
± 1000 b 

uV 

Accelerometer range Selectable 
2 / 8 G (G-force) 

Accelerometer sensitivity 18 / 72 mG (G-force) 
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Figure 4, Example of Parkinson’s Tremor components centered around  
5 to 6 Hz for control (top) and affected patient (bottom). 

Reproduced from Meigal et al [11]  
 

It is important perhaps to note that there is a significant 
difference between a resting limb exhibiting tremor (as might 
be observed under a controlled measurement scenario) and a 
limb measured over a significant timescale with 
unsupervised ‘every-day’ behaviors.  The challenge for long-
term unsupervised monitoring is to distill reliable indicators 
from inherently component-rich data sets. NAT-1-4G can of 
course be used for both a controlled resting limb study and 
an unsupervised data recording scenario. 

In terms of existing devices, of which there are too many 
to present a comprehensive survey here, we have surveyed a 
subset of current devices that have succeeded in achieving 
commercial translation into common use, as tabulated in 
Table II, for comparative purposes. Several of these are 
wirelessly tethered devices, and several are non-wireless 
devices, including NAT-1-4G itself. 

The Neurologger-2A device has some similar sets of 
capabilities to the NAT-1-4G, as might be expected as it is a 
similar onboard storage recorder, whereas the wireless 
devices have significant demands for power, requiring larger 
batteries and more circuitry. It can be seen that NAT-1-4G 
provides the smallest, lightest, and longest recording lengths 
for a device integrating both accelerometer and analogue 
sensor (e.g. EEG) channel recording as standard. 
Neurologger-2 with add-on accelerometer board has 
comparable weight and size to NAT-1-4G. The NAT device 
has a large signal range and is programmable to accept 
analogue signal inputs up to +/-8mV and can be reduced to < 
+/- 500uV for high-sensitivity .  

Ambulatory monitoring has importance for the role of 
extended out-patient monitoring of EEG as a diagnostic aid 
and guide to treatment [12][13]. Recent work in this field 
includes many wireless approaches to ambulatory 
monitoring, but these are effectively 'tethered' via a 
secondary monitoring or recording station [14][15]. Recent 
literature reports an 8-channel EEG sensor node which 
“measures 35mm x 30mm x 5mm excluding Li-ion battery” 
[14], and power consumption in the range of 27-42mW., 
equivalent to around 3 to 5 mW per channel.  
 

 
TABLE II.   COMPARISON WITH SOME RECENTLY REPORTED DEVICES 

 

Device & Type SIZE & 
WEIGHT 

Battery Type & 
Record Time 

Sensors and Inputs Sample Rates Data 
Storage 

Refs if 
any 

MCROBERTS 
HYBRID 
Bluetooth 
Tethered 

87x45x17 mm 
74 grams 

Lithium Polymer 
60 hrs at 100 Hz 

2G tri-axial accelerometer 
triaxial Gyroscope 100 Sa/sec SD card [16] 

Neurologger 2A 
Untethered  
EEG logger 

22x15x5 mm 
1.7 grams 

with battery and 
3-axis 

accelerometer 

2x ZN10 battery 
124 hrs at 100 Hz 
32 hrs at 400 Hz 

4 channel analog input 
 

extra board provides triaxial 
accelerometer with additional 

weight (about 0.4 gram). 

100 Sa/sec up to  
19 kSa/sec for one 

channel 
 

1000 Hz for 
accelerometer 

On board 
flash 
Up to 
1GBit 

[17] 

G-Link 
Wireless tethered 

58x43x21 mm 
40 grams 

Lithium polymer 
Record time not stated 

2 G/10 G Triaxial 
accelerometer, temperature 

sensor 

2 channel 
(accel/temp)  

4 kSa/sec 
4 channel 2 kSa/Sec 

Onboard 
2Mbyte [18] 

NAT-1-4G 
Untethered 

EEG/EMG/ECG 
and Accel Logger 

22 x18x10 mm 
< 2.3 grams  
with battery 

Zinc-Air hearing aid 
battery 

9 hours at 2000 Sa/Sec 
72 hours at 250 Sa/sec 

>1 week at 100 Hz 

2 G/8 G triaxial Accelerometer 
4 channel +/-8 mV analog in Up to 2000 Sa/sec 

Built in 
Flash  

4 or 8 Gbit. 

This 
paper 

87Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-375-9

SENSORDEVICES 2014 : The Fifth International Conference on Sensor Device Technologies and Applications

                           97 / 136



V. EVALUATION  RESULTS 
After gathering data from a total of four subjects, various 

data processing approaches were explored to derive useful 
data.  The initial raw data sets contain a number of artifacts 
that need to be managed. Inevitably the accelerometer range 
encounters clipping (saturation) , since the sensitivity of the 
accelerometer scale needs to be fine enough to detect tremor 
motions, even though other motions in unsupervised data 
collection can be more dynamic.  A second issue is that of 
constant-G offsets caused by orientations of the limb (in this 
case the wrist) in different postures for instance. Both of 
these aspects may be observed in Figure 5a, which shows the 
raw data collected over a 48-hour period, and clearly exhibits 
variable constant-G offsets as well as saturation. 

Figure 5a highlights a further aspect of interest, colorized 
in red on the trace. In the data survey we have conducted we 
have observed that it is possible to automate identification of 
‘quiet periods’ where activity is relatively low. These are 
analogous to a resting limb, though in fact these so-called 
quiet periods contain non-resting activity, but less so than 
other segments of the data.  

By applying very-low-frequency component extraction 
and adjustments to the raw data, it is possible to remove the 
constant-G offsets from the data, whereupon it is possible to 
plot the magnitude of acceleration of the data on each 
channel without bias due to such offsets. This is illustrated 
by Figure 5b, which shows the normalized magnitude in red 
against the whole data set in pink. Figure 5c shows a small 
segment of the data with the raw data magnitude plot versus 
the offset adjusted case.  

Once these treatments are applied to the gathered data, it 
becomes possible to generate power-spectra plots of 
magnitude versus frequency components using FFT analysis. 
We may then plot each accelerometer axis as well as a 
combined power spectra plot, which combines motion from 
all three axes.  Figure 6a shows such a collection of plots for 
a healthy subject, whilst Figure 6b shows the same for a 
known Parkinson’s disease volunteer. It is already noticeable 
that the Parkinson’s disease plots show the classical excess 
of activity in the 5 to 6 Hz region.  

Figures 7a and 7b show the combined data sets for four 
human volunteers for comparison. The subjects included 
three healthy individuals and one Parkinson’s disease 
diagnosed subject. Data was collected for each wrist 
(left/right) on separate occasions. When only the quiet 
periods of the data sets are analyzed, the components of the 
data become less ‘cluttered’. That is not to say there is not 
much to be discovered by analyzing a more complex data 
context – but rather that there is much to be done to develop 
useful analytical models from such data sets.  

Figures 8a and 8b show examples of non-selective data 
analysis (i.e. all data from a multi-day data capture run) and 
using the so-called ‘quiet periods’ only. 

In the healthy subjects the plots have a clearly defined 
roll-off toward 20 Hz and if the slope of the characteristic 
was subtracted from these plots there would be a fairly 
uniform response.  In the case of the Parkinson’s subject 
however , one can observe an obvious excess of frequency 

activity in the 5 to 7 Hz range and this correlates well with 
our expectation if the device were capable of effective 
collection of tremor data.  We note that the left and right 
hand characteristics of the Parkinson’s disease volunteer are 
different. This may reflect the fact that the dominant limb 
and non-dominant limb have different use in every-day 
activity and/or a function of the tremor being non-
symmetrically presented.  

All of the subjects exhibited a strong signal in the area of 
1 to 2 Hz, which we attribute to normal behavior – most 
likely arm swing due to walking and gait behavior. This will 
be subject to further investigation in future work planned by 
the group. As noted earlier this is not intended to be a 
clinical study – rather an observation of the suitability of our 
device for long term signal capture in this domain – can we 
capture data that is useful in differentiating tremor related 
micro-movements?  The data captured seems to confirm the 
value of the device for such work. 
 

VI. DOCKING STATION, ANALYSIS TOOLS,AND 
EXTENSION DAUGHTER BOARDS 

The NAT device has the advantage of being provided 
with a bespoke docking station, for download of data from 
flash via USB. This is illustrated in Figure 9. Once 
downloaded, the data can be processed using Cybula Ltd 
Signal Data Explorer software suite, which can be trained to 
perform auto detection and classification of signal behaviors 
and events [10]. A final notable aspect of the current NAT-1-
4G system suite is the infra-red time-code recording 
daughterboard. This extremely small add-on allows 
recording of an infrared pulse code stream along-side the 
analogue channels and accelerometer (see Figure 10 for 
photograph of IR device fitted on NAT main unit).   

Figure 11 shows the wrist-mount prototype capsule in 
various views when worn. The wrist module is quite 
compact but could be further reduced in size. With certain 
power cells the format and size of the capsule could certainly 
be reduced considerably. These early prototypes were 
developed using 3D rapid prototyping (close up view shown 
n Figure 12). We are currently working on more 
sophisticated one-piece wrist-mount modules with integral 
strap, and using more flexible plastics. 

Future developments for the daughterboard connector 
socket could include RF telemetry functions. It is also 
possible to use the daughterboard connector to act as a 
micro-backplane to permit multiple NAT devices to be 
ganged and synchronized to perform something like 16 or 32 
channel acquisition, thus linking multiple NATs in a 
synchronized data capture mode. This is particularly 
interesting for multi-limb monitoring where relationships 
between respective limb data-sets might be of interest.  
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(a) 

 
(b) 

 
Figure 5.  (a) Raw Data Collection over 48 hours. 

(where red sections represent ‘quiet’ periods).  
(b), Raw data and Magnitude after Constant-G Correction 

(where red represents adjusted data). 
 

Figure 5c, Magnitude of Acceleration with Correction 
(blue - original data, green – offsets removed) 

 
Figure 6a, Three-Axis Power Spectra (Non-Parkinson) 

(right - dominant – hand), showing channels 1,2, and 3, plus 
 combined magnitude, linear vertical scale. 

 
 

 
Figure 6b, Three-Axis Power Spectra (Parkinson) 

(right - dominant - hand, showing channels 1,2, and 3, plus 
combined magnitude, linear vertical scale) 
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(a) 

 

 
(b) 

Figure 7b, Power Spectra for Parkinson’s Case and Controls:  (a) Left Wrist, (b) Right Wrist. 
(Parkinson’s subject red, blue and green are controls, right wrist Data Collection, log vertical scale) 
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Figure  8, Frequency vs. Magnitude for All , (a) without selectivity, and (b) with ‘quiet period’ selectivity  
 (right wrist, trace colours as noted in Figure 7.) 

 

 
Figure 9. NAT USB docking station 

 
 

Figure 10 NAT1-IRDB  Infra-red Receiver  
Daughter-Board, Shown mounted on NAT device

 
Figure 11 NAT Wrist-Mounted Early Prototype Capsule 

 
Figure 12, Close-up of NAT Capsule Prototype.
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VII. CONCLUSIONS AND ONGOING WORK 
The improvements made to the NAT-1-4G device are 

undoubtedly beneficial for its wider use in application 
areas such as EEG, EMG and in more complex mixed 
monitoring scenarios. This includes combined tremor-
motion and EMG capture in patients with conditions such 
as Parkinson's disease: a key area of interest at the present 
time. Research continues within our group on more 
sophisticated data analysis and algorithmic treatment of 
gathered data in long-duration unsupervised contexts. The 
use of low sample rates for accelerometer data recording of 
the order of 7 days is possible with the newer device, and 
we hope in future to evaluate the tradeoff between data 
quality and sample rates to establish a clinically useful 
long-duration recording configuration. The York team [19] 
and partners CYBULA Ltd. [20] are very interested in 
developing collaborative partnerships and would welcome 
enquiries from prospective evaluators and end-users in the 
clinical domain at the present time. 

This work, forms the first phase of a longer-term 
research project in which we expect to continue to collect 
data in increasingly sophisticated scenarios with 
continuous data capture over months and possible years. 
The particular aim is to achieve clinically useful 
continuous unsupervised and untethered monitoring in 
every-day environments. The availability of rich data sets 
in this area from a single device will be extremely valuable 
and lwill also guide development of the next generation 
NAT devices. 
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Abstract—The primary focus of this paper is the development 

of an ultra-miniature ultrasound motor for rotating the

ultrasound sensor in an intravascular ultrasonography (IVUS) 

system for use in the human blood vessel. Recently, 

intravascular diagnosis by IVUS has become widely used in 

medicine. IVUS is minimally invasive and can reduce pain felt 

by the patient, and is mainly used for examination of coronary 

artery disease. Since the size of the drive source for rotating 

the ultrasound sensor is large in the IVUS systems currently in 

practical use, it is installed outside the body, and the rotational 

power for the ultrasound sensor is transmitted through the 

long tortuous blood vessel. Such systems suffer from the 

problem that the rotation becomes non-uniform due to 

overloading of the wire transmitting the rotational power, and 

the problem that the available time is limited in order to 

prevent the wire from being damaged by overloading. We have 

therefore developed a Π-shaped coiled stator ultrasound motor 

(CS-USM) as a miniature ultrasound motor for rotating the 

ultrasound sensor for use in blood vessels in order to solve 

these problems. The CS-USM will achieve stable rotation of the 

ultrasound sensor in the blood vessel, since there is no need to 

transfer the rotational power though the long tortuous blood 

vessel. Furthermore, damage to the wire due to overloading is 

expected to be prevented. In this paper, we describe 

measurement of the torque, revolution speed, output power, 

and efficiency of the Π-shaped CS-USM.

Keywords-CS-USM; Coiled stator; Ultrasound; Motor; 

Closed-loop waveguide; Revolution speed; Torque

I. INTRODUCTION

Recently, intravascular surgery and diagnosis have been 
used in medicine, for example, in atherectomy and IVUS. 
Intravascular surgery is a minimally invasive surgical 
method. Atherectomy is a method for removing 
atherosclerosis from blood vessels [1]. IVUS is mainly used 
to observe the luminal area and to confirm coronary stent
expansion. IVUS visualizes the tissue beneath the surface,
which is not possible by optical angiography [2] [3]. These 
devices need to perform rotational movement within the 
vessel.

The device that drives the revolution, such as a motor, is 
located outside the body in the IVUS systems currently in 
practical use. Non-uniform rotation and breakage of the shaft 
that transmits the rotational motion can occur due to 
undesired mechanical loading in long tortuous blood vessels.
A small motor that can be used within the blood vessels is 
therefore needed in order to overcome these problems. A 
small motor can be installed as the driving source inside the 
blood vessel, removing the need to transmit rotational 
motion through a long tortuous blood vessel. This would 
improve the rotational stability and prevent the shaft of the 
rotating device from breaking.

Various types of ultrasound motors, including ring
motors, linear motors, levitated-rotor motors, and coiled-
stator motors have been actively investigated [4] [5] [6] [7].
We have been developing a CS-USM to construct a 
micromotor [8] [9] [10]. Since the CS-USM has a simple 
structure compared to other types of ultrasound motors, it is 
suitable for miniaturization. Ultrasound micromotors with 
outer circumferences of less than 1 mm have been fabricated 
using the coiled-stator structure by some groups [8] [11]. The 
main problem in terms of practical use is its low efficiency.
A quadratic driving method using a closed-loop waveguide 
has been proposed for improving the efficiency [12].
However, the piezoelectric transducers need to be attached to 
the waveguide, and the acoustic impedances of a closed-loop 
waveguide are non-uniform at the attachment points. We 
thus think that these attachment points may cause the low 
efficiency. Further improvement may therefore be required.
We previously proposed a new CS-USM structure that had 
an ultrasound power circulation-type acoustic waveguide and
employed the quadratic excitation method [10]. Furthermore, 
a connection method between the piezoelectric transducer 
and acoustic waveguide was proposed to minimize the effect 
of acoustic propagation characteristics on the acoustic 
waveguide. in the previous paper [10]. Also, we previously 
reported a method for measuring the torque of the 
micromotor and the torque-revolution speed characteristics 
of the CS-USM [9]. These papers did not deal with the 
relationship between torque and revolution speed 
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characteristics and the relationships among torque, output 
power, and efficiency of a Π-shaped CS-USM. These 
relationships are described in the present paper.

The remainder of this paper is organized into the 
following five sections. Section II presents the concept of the 
CS-USM for IVUS. Section III describes the driving 
principle of our CS-USM. Section IV shows the fabrication 
of the Π-shaped CS-USM. Section V describes the 
measurements of the characteristics of the Π-shaped CS-
USM. Finally, Section VI gives our conclusions.

II. CONCEPT OF CS-USM FOR IVUS

Recently, intravascular diagnosis by using IVUS has 

become widely used in medicine [1]. IVUS is minimally 

invasive and can reduce pain felt by the patient, and is

mainly used for examination of coronary artery disease.

Since the size of the drive source for rotating the ultrasound 

sensor is large in the IVUS systems currently in practical 

use, it is installed outside the body, and the rotational power

for the ultrasound sensor is transmitted through the long

tortuous blood vessel. Such systems suffer from the problem 

that the rotation becomes non-uniform due to overloading of 

the wire transmitting the rotational power, and the problem 

that the available time is limited in order to prevent the wire 

from being damaged due to overload. We thus developed

the CS-USM as a miniature ultrasound motor that can be 

used inside the blood vessels in order to solve these 

problems. Figure 1 shows a conceptual diagram of the 

structure of an IVUS system using a small CS-USM for 

rotating the ultrasound sensor.

Figure 1. Conceptual diagram showing the structure of an IVUS system 

using a CS-USM small motor for rotating the ultrasound sensor.

If an ultra-miniature CS-USM can be developed for use 

inside blood vessels, it is expected that the CS-USM will be 

able to rotate stably in the blood vessel since there is no 

need to transfer the rotational power though the long

tortuous blood vessel. Furthermore, damage to the wire due 

to overloading is expected to be prevented.

III. DRIVING PRINCIPLE

In this section, we describe the driving principle of the 

CS-USM and Π-shaped CS-USM. The driving principle of 

the CS-USM is described in Subsection A. The driving 

principle of the Π-shaped CS-USM is detailed in

Subsection B.

A. Driving Principle of CS-USM

The CS-USM is a traveling-wave ultrasound motor that 
uses a coiled stator. When a flexural wave propagates along 
the coiled stator, particles on the surface of the coiled stator 
are displaced along an elliptical locus due to the coupling of 
longitudinal and transverse waves. A rotor arranged inside of
the coiled stator is driven in the opposite direction to the 
particle movement by the frictional force as shown in
Figure 2. 

Figure 2. Rotor rotating in the opposite direction to the propagation of the 

flexural wave in the coiled stator [10].

The CS-USM consists of piezoelectric transducers, an 

acoustic waveguide, and a rotor. Since it has such a simple

structure, it is expected to be able to be miniaturized as an 

ultrasound motor. Since a coiled acoustic waveguide is used 

as the stator, driving force is imparted to the rotor along a 

large part of the interface between the rotor and the stator. 

That is, even if the stator has a small driving force per unit

length, a large drive force can be imparted to the rotor by 

using a coiled stator [13].

B. Driving Principle of Π-shaped CS-USM

Figure 3 shows the structure of the Π-shaped CS-USM. 
The motor consists of a rotor, a coiled stator, and two lead 
zirconate titanate ceramic (PZT)-based piezoelectric 
transducers. The stator forms a closed acoustic waveguide 
loop with the coiled waveguide and straight waveguide 
connected at connection points A and B. The length of the 
closed-loop waveguide is an integer multiple of the 
wavelength of the ultrasound wave.

Figure 3. Configuration of our Π-shaped CS-USM [10].
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The traveling wave for rotating the rotor can be generated by 
superposing two standing waves of phases that differ by 90 
degrees with respect to both position and time [14]. In the 
following equations, standing wave (1) is induced at point A 
by PZT 1, standing wave (2) is induced at point A by PZT 2, 
and traveling wave (3) is then generated from the two 
standing waves.

 u1 (x, t) = A sin kx sin ωt, 

 u2 (x, t) = A cos kx cos ωt, 

ut (x, t) = u1 (x, t) + u2 (x, t) 

 = A sin kx sin ωt + A cos kx cos ωt 

 = A cos (kx - ωt), 

where, A, k, x, ω, and t are the flexural wave amplitude, 
wavenumber, position, angular frequency, and time, 
respectively. It is easy to change the rotation direction by 

switching the phase difference from 90 to -90.

IV. FABRICATION OF Π-SHAPED CS-USM

The fabrication of the CS-USM is described in this 

section. The structure and design of the Π-shaped CS-USM 

are described in Subsections A and B, respectively.

A. Structure of Π-shaped CS-USM

As shown in Figure 3, the length of the straight section 
from point A to point B is λ/4. The length of the closed-loop 
waveguide including coiled stator from point B to point A in 
a counterclockwise direction is (n + 3/4)λ, where n is an 
arbitrary integer. Source waveguides 1 and 2 are connected 
to the closed-loop waveguide at connecting points A and B 
by electric spot welds. The two PZT transducers are attached 
by soldering to source waveguides 1 and 2, respectively.

B. Design of Π-shaped CS-USM

Figure 4 shows a photograph of the fabricated Π-shaped 
CS-USM.

Figure 4. Fabricated Π-shaped CS-USM [9].

The thickness and width of the acoustic waveguides are 0.1 
and 0.3 mm, respectively. The material of the acoustic 

waveguide is SUS 304. The coiled stator is wound 5 turns
around the rotor. The thickness, width, and length of the PZT 
transducer (C-213, Fuji Ceramics) are 0.25, 1.0, and 5 mm, 
respectively. The rotor is a steel wire with a diameter of 0.56 
mm. The inner diameter of the coiled stator is 0.6 mm. The 
length of the straight waveguide from point A to point B is 
1.5 mm. The length of the closed waveguide from point B to 
point A in a counterclockwise direction is 10.5 mm.

V. MEASUREMENT OF CHARACTERISTICS OF Π-SHAPED 

CS-USM

We measured the characteristics of the Π-shaped CS-

USM. Subsections A, B, and C, respectively, describe the 

following relationships for the Π-shaped CS-USM: the 

relationship between applied voltage and revolution speed; 

the relationship between torque and revolution speed; and 

the relationships among torque, output power, and 

efficiency.

A. Measurement of Revolution Speed

We measured the revolution speed of the Π-shaped CS-
USM by using a laser Doppler velocimeter. The laser beam 
is reflected by reflective tape attached to the rotor, and the 
revolution speed is determined from the reflected beam. The 
Π-shaped CS-USM is held in a CS-USM holder for 
characteristics measurement as shown in Figure 5. The CS-
USM holder is able to hold the rotor, keeping constant 
contact between the rotor and the coiled stator.

Figure 5. CS-USM holder for measuring characteristics [9].

First, the resonance frequency of the piezoelectric 
transducers was measured with a fixed voltage applied to the 
piezoelectric transducers. The resonance frequency of the Π-
shaped CS-USM was estimated to be 311 kHz from the 
results. Next, the revolution speed was measured by 
sweeping the applied voltage from 2 to 32 Vpp at the 
resonance frequency. Furthermore, the revolution speed and 
direction of revolution were measured at the resonance 
frequency after switching the phase difference of the driving 

signal from 90 to -90. A continuous sinusoidal wave was 
used for the driving signal in this experiment.

Figure 6 shows revolution speed as a function of applied 
voltage. We repeated the measurement of rotational speed 10 
times. Mean values with error bars indicating the standard 
deviation are plotted in Fig. 6. 
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Figure 6. Revolution speed as a function of applied voltage.

It was found that the revolution speed was about 3500 rpm, 
but it differed between the forward and reverse directions.
The forward direction is defined as the direction in which the 
traveling wave propagates along the coiled stator.

B. Measurement of Torque-Revolution Speed

We next measured the relationship between torque and 
revolution speed. Figure 7 shows a schematic diagram of the 
measurement of the torque-revolution speed characteristics, 
where R, T, Wtr, Wap, Mtr, Map, and g are the radius of the 
rotor, tensile force, true weight, apparent weight, true mass, 
apparent mass, and gravitational acceleration, respectively. A 
weight was suspended from the Z stage using a string, and 
was wound once around the rotor.

Figure 7. Schematic diagram of measuring torque-revolution speed

characteristics [9].

This structure provides a load on the rotor by the movement 
of the Z stage. At the same time, the revolution speed of the 
motor was measured using a laser Doppler velocimeter. As 
in the measurement of the revolution speed, the Π-shaped 
CS-USM was held by the CS-USM holder while measuring
the characteristics as shown in Figure 5. Torque τ is given by 
(4) as follows:

 τ = R × T. 

In addition, A and B can be obtained by (5) and (6) as 
follows:

 Wtr – Wap, 

 Wap  Map × g. 

The drive conditions were the same as those in the 
revolution speed measurement. Drive frequency, applied 
voltage, and drive signal were 311 kHz, 30 V, and 
continuous wave, respectively. We measured the torque 
while changing the load on the rotor by moving the Z stage.
Figure 8 shows the system for measuring the torque-
revolution speed characteristics. Figure 9 shows the 
revolution speed as a function of torque. 

Figure 8. System for measuring torque-revolution speed characteristics [9].

Figure 9. Torque-revolution speed characteristics [9].

It was confirmed that the torque of the Π-shaped CS-USM
was about 3.4 μNm and 0.9 μNm in the forward and reverse 
rotation directions, respectively. The revolution speed 
decreased with increasing torque. The torque in the forward 
direction was different from that in the reverse direction.

String
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C. Estimation of Output Power and Efficiency of Π-shaped 

CS-USM

We calculated the output power of the Π-shaped CS-
USM from the torque and rotational speed. We also 
calculated the efficiency from the torque and rotational speed. 
In addition, we calculated the efficiency from the output 
power of the Π-shaped CS-USM and the input power of the 
PZT transducers. The input power to the PZT transducers
taking into account the power factor was 21.6 mW at 30 Vpp.
The input power required to drive the motor was 43.2 mW. 
Figure 10 shows the output power and efficiency as a 
function of torque for forward rotation. Figure 11 shows the 
output power and efficiency as a function of torque for 
reverse rotation.

Figure 10. Output power and efficiency as a function of torque for forward 

rotation

Figure 11. Output power and efficiency as a function of torque for reverse 

rotation.

The maximum efficiency was thus found to be about 0.8% 

and 0.2% in the forward and reverse rotation directions, 

respectively.

VI. CONCLUSIONS AND FUTURE WORK

We fabricated a Π-shaped CS-USM to improve the 
driving efficiency of CS-USMs for driving IVUS ultrasound 
sensors. The relationship between the revolution speed and 
torque of the fabricated Π-shaped CS-USM was measured. 
The driving efficiencies were calculated from the 

measurement data. The maximum driving efficiency was 
confirmed to be about 0.8%. In previous research, the 
maximum driving efficiency of a large single-transducer CS-
USM was found to be about 0.1%. The observed 
improvement in driving efficiency shows the superiority of 
the closed-loop acoustic waveguide for Π-shaped CS-USM. 
However, the fabricated CS-USMs exhibited individual 
differences in driving frequency, revolution speed, and 
torque performance. These individual differences may be 
caused by poor fabrication accuracy and experimental 
conditions. Therefore, improvement in the manufacturing 
accuracy of the CS-USM is desired. To use the CS-USM in 
medicine, miniaturization and biocompatibility are required. 
Therefore, it is necessary to give sufficient consideration to
the components and structure of the CS-USM. Optimization 
of the thickness and width of the closed acoustic waveguide 
is a problem for the future.
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Abstract—In this paper, the data transmission of an 
acquisition system for biomedical vital signs via Radio 
Frequency (RF) communication is explored. It was 
developed a platform capable of recording the patient´s 
physiological signals to check if any medical 
evolution/change occurred. The system allows also 
acquiring the environment data, as for example the 
room temperature and luminosity where the patient is. 
The main achievement of this paper is the patients’ real-
time health condition monitoring by the medical 
personnel or caregivers that will contribute to prevent 
health problems. 

Keywords—ambient asssisted living (ALL); radio 
frequency (RF); medical care terminal (MCT) 

I.  INTRODUCTION 
This work is part of a research and development 

project in Ambient Assisted Living (AAL) topic. 
Continuous monitoring of biomedical signals is 
crucial in diagnosis and clinical monitoring of 
patients. Nowadays, several biomedical signals are 
analyzed. The health assistant needs to have 
information of the patient's vital signs in order to be 
permanently informed about the patient heath status 
[1][2]. However, this procedure is not easy to 
accomplish. Regarding the acquisition of biomedical 
signals various sensors are placed on the patient 
including a series of cables to connect the sensors, 
which could be invasive and uncomfortable for the 
patient and his/her mobility [3]. At this moment, the 
commercial cost associated to the remote monitoring 
of biomedical variables in bedridden systems is 
expensive and unaffordable for most of families [4]. 
An example of a Medical Care Terminal (MCT) from 
BioPlux can be observed in Figure 1 [4].  

 
Figure 1. Bioplux clinical biofeedback software GUI [4] 

BioPlux clinical biofeedback software Graphical 
User Interface (GUI) is used in muscle rehabilitation 
allowing a more efficient medical intervention as well 
as a faster patient recovery. It is a web-based 
application, supported also by mobile operating 
systems. 

The main objective of this work is the 
development of an electronic system using wireless 
transmission capable of registering the patient's vital 
signs. Moreover, this project gives also the possibility 
to the health aide to access the database of the patient, 
including the medical records and personal 
information. This project is a first step in order to 
achieve a minimum invasive biomedical data 
acquisition system, as it is further expected to 
integrate the sensors in the patients’ clothes and/or in 
other common daily life tools. 

This paper is organized as follows: Section II 
presents the biomedical sensors principle of operation 
used in the project; Section III presents the developed 
system, Section IV presents some results. Section V 
presents the conclusion and future perspectives of 
work. 

II. BIOMEDICAL SENSORS 
In this section, we describe some of the biomedical 

sensors used in this project.  

A. Electrocardiogram (ECG) 
During the electrical activation of the 

myocardium, the heart is swept by a "front activation" 
whose meaning and direction are modified in fractions 
of a second. The ECG detects the electrical activity of 
the heart, reflecting its activity, Figure 2 [5]. 

 

 
Figure 2. Electrocardiogram wave [5] 
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B. Body Temperature Sensor 
The junction of two metals generates a 

temperature difference. The principle of operation of 
the temperature sensor is based on this process 
(thermocouple). Two materials of two different types 
are attached; the potential difference is measured 
between two points. Through this potential difference, 
it is possible to obtain the temperature. Figure 3 shows 
an example of the structure of the temperature sensor 
(thermocouple) used [6].  

 

 
Figure 3.  Thermocouple [6] 

C. Airflow Sensor 
The airflow is obtained by heating a wire by an 

electric current. The resistance of the wire increases as 
the temperature of the wire increases as a consequence 
of the airflow variation. Thus, it is possible to measure 
the airflow through the amount of current passing 
through the wire; see Figure 4 [7]. 

 

 
Figure 4. Airflow sensor [7] 

Apart from these sensors, other sensors are 
considered in the project as the oximeter, the galvanic 
skin response, the patient position and the glucometer. 

III. SYSTEM DEVELOPED 
Figure 5 presents the overall block diagram of the 

system developed. This system registers the patient´s 
physiological signs; it allows the medical personnel to 
access the patient´s personal information and medical 
condition, as well as the applied treatment.  Moreover, 
it also allows the remote access to monitor the 
patient's condition.  

The database can store the data of the patient, 
medical personnel, health aid and health unit. 

 
Figure 5.  Block diagram of the program 

A. System Hardware 
The system hardware is based on the Arduino 

platform, including an Atmel microcontroller AVR 
[8]. The programming languages used are C and C++. 
Figure 6 presents an example of the connection 
between the room luminosity sensor, i.e., Light 
Dependent Resistor (LDR), the Arduino and the Radio 
Frequency (RF) module. 

 

 
Figure 6. Room luminosity sensor (LDR) physical connection 

The sensor (Figure 6) is plugged into the Arduino 
Analogue to Digital Converter (ADC) input (with a 
resolution of 12 bits [9]). After reading the sensor, the 
value is transmitted via the Arduino serial port (RX, 
TX) to the XBee and then to the acquisition system. 
This procedure is also used for the other system 
sensors. 

B. Developed Database 
The software used for data modeling was the 

Microsoft Access [10]. Figure 7 shows the developed 
database for data storage considering seven main 
tables plus one auxiliary table. 
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Figure 7.  Data modeling 

The developed database records the data 
associated to the patient (tables Patient, Report, 
Sensors and Readings), the data associated to the 
medical personal responsible (tables 
Responsible_nurse and Responsible_doctor) as well as 
the data associated to the health unit (table 
Health_unit). 

C. LabVIEW Interface 
Figure 8 shows an example of the user interface 

developed in LabVIEW to consult information about a 
patient [11]. The database is accessed via a Universal 
Data Link (UDL) connection. UDL was created to 
store connections with databases. The serial port 
establishes the connection between LabVIEW and 
Xbee. A time period is defined for each sensor 
reading. The value is stored in the database along with 
the date and time when the acquisition was performed.  

 

 
Figure 8. LabVIEW user interface – patient database consult 

 
 

Figure 9 shows an example of the interface 
developed to register the light present in the patient’s 
room [12]. 

 
Figure 9.  Light sensor LabVIEW interface [12] 

Apart from the light intensity in the patient’s 
room, the system also registers the air carbon 
monoxide level, the air alcohol level and the room 
temperature. 

IV. EXPERIMENTAL RESULTS 
In this section, three examples of the experimental 

results are presented, namely the temperature 
monitoring of the patient room, the access to the 
patient´s data and also the patient´s body temperature.   

A. Temperature Room Sensor 
In the menu from Figure 10, the medical personnel 

may choose to monitor the room temperature 
throughout the day by selecting the overall time of the 
acquisition. By observing Figure 10, it is verified that 
the patient room temperature was around 30ºC during 
the system measurement (one hour). 

 

 
Figure 10.  Room temperature monitoring 

B. Medical Reports  
As it is seen in Figure 11, the medical personnel 

can select a time interval and list the patient reports. 
To accomplish this, it has to insert the code of the 
patient and click on the “Search” button.  
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Figure 11.  Consult reports 

C. Biomedical Sensors 

The system was first tested with two healthy 
persons: a) 28 years old, female, measuring 1.73 m 
and weighting 62 kg; b) 31 years old, male, measuring 
1.76 m and weighting 79 kg. The first test was carried 
out to obtain the value of body temperature. Figure 12 
refers to the sensor placement and Figure 13 shows 
the user interface where the temperature is acquired 
through wireless communication and registered in a 
chart.  

 
Figure 12. Placement of the body temperature sensor in the patient 

[12] 

 

The conjunction of the biomedical sensors and the 
environmental sensors allows obtaining a very useful 
profile of the patients heath condition as well as the 
environment were he is exposed. The transmission of 
this information via RF allows a less invasive system 
to the users (patients and caregivers).  

V. CONCLUSION AND FURTHER WORK 
This paper described a system based on a medical 

care terminal using data transmission via RF. The 
physiological and environment data are acquired. An 
added value of this project is the real-time monitoring 
allowing the medical personnel to observe the patient 
healthcare condition at anytime and anywhere. All the 
data in registered in a database, allowing the physician 
to monitor the patient´s evolution over time.  

So far, the system was tested in laboratory. In the 
near future, we aim to integrate all the sensors and test 
the system in clinical environment.  

This work aims to develop a minimum invasive 
vital signs data acquisition system including the 
biomedical sensors either in the patients’ clothes 
and/or in other common daily life tools.  
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 Figure 13. Obtaining the body temperature profile in the MCT [12] 
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Abstract—Nowadays undernutrition, overweight and obesity 

are very common health problems, with high impact in society 

at individual, social and economic levels. Therefore, the 

quantification and screening of body fat composition is very 

important in the health area. The assessment method based on 

skinfold measurement has well-defined protocols but the 

commercial equipment, considered in the literature, lacks 

technical evolution. Present technologies do not integrate 

devices with novel characteristics and are not adequate for 

large scale studies. They are also limited for efforts in 

developing new algorithms, namely, if based in dynamic tissue 

response. The integrated LipoTool system intends to contribute 

for those goals. Some novel features of LipoTool are presented, 

i.e., end tips alignment and acquisition of the tissue 

compressibility. The paper highlights innovative capacities of 

LipoTool, which transform it into a powerful tool for assessing 

and tracking, training, study and research, with the potential 

to develop new models and different application domains.    

Keywords-skinfold calliper; data recording, skinfold 

compressibility, skinfold measurement protocol. 

I. INTRODUCTION 

Changes in the nutritional status of an individual are one 
of the most common health problems and with high impact 
in society at individual, social and economic levels [1]. 
Malnutrition, obesity or even the co-existence of both are a 
major world health problem documented by the World 
Health Organization (WHO) [2]. 

According to the WHO, over 50 % of the European adult 
population is overweight or obese. In fact, excess body fat 
may lead to the increase of coronary heart disease, high 
blood pressure, type 2 diabetes, obstructive lung disease, 
arthritis, and some types of cancer [3]. Malnutrition is also 
related to other diseases generating costs to the European 
Health System comparable to those associated with 
overweight and obesity [4]. 

Malnutrition is a global issue that affects billions of 
people. The term malnutrition refers to both undernutrition 
and overnutrition. Traditionally, undernutrition is prevalent 
in developing countries and obesity is an epidemic in 
developed countries. Recently, obesity has been increasing in 
developing countries, leading to a double burden of disease, 
especially in urban settings [5][6]. 

Therefore, the quantification and screening of Body Fat 
(BF) composition is very important in the health area. For 

monitoring BF, several techniques are used being based the 
most usual on the estimation of Body Mass Index (BMI). 
BMI estimation is based on height and weight evaluation, 
although leading to very inaccurate results according to the 
literature [7][8]. The measurement of skinfolds using a 
calliper and the Bioelectrical Impedance Analysis (BIA) 
measurement based in body resistance and reactance are 
techniques widely used. The Dual-energy X-ray 
Absorptiometry (DXA) for image evaluation is considered a 
valid body fat measuring device [9]. 

The BMI calculation is a highly empirical method that 
only gives a rough idea of body fat. The DXA method has 
great accuracy, but is invasive and requires very expensive 
bulky type equipment, adequate facilities, and expert 
technicians, resulting in high cost/test rate [10]. 

The BIA is the technique that competes directly with the 
skinfold calliper. The BF is calculated based in correlating 
impedance and reactance values obtained by passing an 
alternating electrical current through the body [11]. It is a 
recent and widely used method requiring a convenient 
preparation not often respected. Individual preparation 
before the test typically includes several requirements: 

 Avoid exercising within 12 hours of the test. 

 No alcoholic drinks within 48 hours of the test. 

 Do not drink coffee within 48 hours of the test. 

 Avoid diuretics within 24 hours of the test. 

 Urinate completely prior to testing. 

 Abstain from eating and drinking within 4 hours of 
the test. 

Failure to meet these requirements leads to very poor, 
inaccurate results. 

Skinfold calliper methodology has advantages over other 
techniques because it is a simple method (portable, easy to 
use and not requiring special individual preparation), non-
invasive and low cost; it provides reliable results compared 
with the DXA [12]. 

The measurement protocol prescribes a uniform 
distributed pressure of 10 gf/mm2 [13] to be applied to the 
skinfold by the end tips. After positioning the end tips, three 
seconds should be counted (as recommended), and then, the 
skinfold thickness value may be recorded. With the value of 
skinfold thickness and with the individual anthropometric 
data, the percentage of BF is estimated by selecting an 
equation from a huge set of equations (more than 60) related 
with individual data. 
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In fact, the assessment method based on the skinfold 
measurement has a well-defined protocol but the commercial 
equipment, considered in the literature and available in the 
market, lacks technical evolution. 

The challenge of this work starts precisely from the lack 
of progress and precision that this type of device has 
experienced since its development in the 1960s and aims at 
overcoming these limitations. We designed and tested a 
dedicated BF measurement system called LipoTool. The 
integrated LipoTool system intends to achieve all 
requirements for this method: the pressure between end tips 
should be uniform and constant (10 gf/mm2) as established 
by the protocol, to guaranty and to improve the precision and 
measurement resolution, to offer a larger measurement 
range, to minimize or even to discard subjective operator 
errors (thickness reading and measurement time counting), to 
facilitate the recording and monitoring of patient results (data 
recorded in database), to guide the technician through the 
complete procedure, and to provide a database for large scale 
studies. Additionally, the system also intends to allow further 
studies in the health and nutrition fields and even for other 
applications in distinct areas (now, it is possible to record the 
dynamic tissue response during the skinfold compression 
interval). 

The work aims at highlighting new studies and some 
results already available due to the device unique features. 
We believe that new algorithms, namely, based on dynamic 
tissue response will be possible to be developed with 
LipoTool. However, these studies will need samples referred 
to a standard method (for example, to DXA). 

In the present work, Section II describes the integrated 
system LipoTool, comprising a digital skinfold calliper, 
named Adipsmeter, and its communication system with the 
LipoSoft application, highlighting the used technology. 
Section III provides details of the LipoTool performance, 
namely, the constant pressure between end tips according 
with the followed measurement protocol and its novel 
capabilities for evaluating tissue compressibility. This allows 
accurate studies on the effect of the time interval duration for 
skinfold measurement and its significance in the final 
evaluation of %BF. Finally, in the conclusions, it is stressed 
how it can be a powerful tool in the assessing and tracking, 
training, study and research domains, such as nutrition and 
health, forensic sciences, veterinary science and sports. 

II. THE LIPOTOOL INTEGRATED SYSTEM 

The technological solution of LipoTool, depicted in 
Figure 1, comprises a new digital skinfold calliper 
Adipsmeter (1), an antenna AirPCOn (2) for wireless 
communication with a computer and a software application 
LipoSoft (3). 

A. The Adipsmeter digital skinfold calliper 

The Adipsmeter mechanical design was studied, 
conceived and implemented in order to guarantee a constant 
pressure value of 10 gf/mm2 between end tips, to increase the 
calliper measurement range and to reduce the measurement 
subjectivity due to five novel features: a constant force 
actuator mechanism, a cam to compensate changes in force,  

 
Figure 1.  LipoTool system. 

a controlled end tips articulation for keeping their clamping 
surfaces parallel to each other over all its opening range, a 
large jaws centre distance permitting greater openings 
without increasing the device size and, finally, a symmetric 
design to make it independent of the operator dominant 
hand. 

The entire mechanism can be seen in Figure 2. The two 
jaws (4) opening is accomplished by the operator through the 
manipulation of a fixed handle (1) and a lever (2). The 
simultaneous opening is achieved because the two jaws 
rotate around fixed axes and are interconnected by means of 
mechanical elements. Jaws closing action is operated by a 
transmission chain connected at the other end to a constant 
force actuator based on an elastic element. This actuator has 
the double effect of being the force element of the system 
while simultaneously eliminating all possible backlash in the 
transmission chain. The inclusion of a cam (3) whose profile 
compensates variations in the length of the applied force 
arm, guarantees the application of a constant force by the 
clamping surface of the end tips (5) to the skinfold under 
measurement. The end tips are hinged at the rotation axes in 
the extremities of the jaws, keeping their clamping surfaces 
parallel to each other at any opening level. This is achieved 
by a movement transmission mechanism that provides a 
constant and uniform pressure on the complete contact area 
between the end tip clamping surfaces and the skinfold. 

 

 
Figure 2.  Schematics of the transmission chain. 
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LipoTool is much more convenient and precise than any 
traditional skinfold calliper both in daily use and in large 
scale actions. 

The integration of the mechanical design with electronics 
and informatics design enables to obtain a final resolution of 
0.025 mm, to reduce the time measurement subjectivity, to 
reduce individual reading errors, to follow the tissue 
compressibility, to facilitate the use of the method by 
incorporation of all known equations, and also to integrate a 
database that enables the monitoring of individuals. 

B. The communication and the LipoSoft application 

The transmission rate for the wireless communication 
between the Adipsmeter and LipoSoft (60 samples/s) allows 
to register the dynamic tissue response for any skinfold 
under compression. It is also possible to monitor small 
changes in temperature during the compression process.  

So, studies based on dynamic tissue response will be 
performed using traditional dynamic systems modelling 
techniques, such as time and frequency response, artificial 
neural networks, and genetic algorithms. We think that more 
flexible models could be achieved offering additional 
methods for BF evaluation, overcoming the use of more than 
60 regression equations, at the present. In line with this idea, 
a study using neural networks has been reported by Barbosa, 
et al. [14].  

The current electronic solution uses Microchip 
Technology Inc. [15] components for both processing and 
wireless communication. For the communication, data 
processing 8-bit microcontrollers were used. For the wireless 
communication, antennas were used with the communication 
protocol MiWi, based on the IEEE 802.15.4 standard for 
Wireless Personal Area Networks (WPANs) [16]. 

The digital measurement sensor of the calliper is an 
encoder of angular type and also includes a temperature 
sensor (miniaturized thermocouple bid). The angular encoder 
is connected directly to the microcontroller through two 
specific ports. The antenna and the temperature converter 
communicate with the microcontroller by Serial Peripheral 
Interface bus (SPI) and the set of buttons (included in the 
Adipsmeter) communicate through digital ports. In the 
AirPCOn antenna, two microcontrollers are used, 
communicating with Universal Synchronous/Asynchronous 
Receiver/Transmitter (USART) between them. One is used 
to communicate with the computer via Universal Serial Bus 
(USB) and the other with the antenna by SPI, as shown in 
Figure 3. 

The LipoSoft application was developed in Visual 
Basic.NET and communicates with the antenna through the 
USB port. The interface is divided into three blocks: 
Database, Measurement and Results, as shown in Figure 4. 

It is possible to introduce different settings through the 
LipoSoft user interface, as well as to turn off the Adipsmeter. 

III. TESTING THE LIPOTOOL PERFORMANCE 

This work presents two methods used for testing this 
novel calliper in terms of mechanical behaviour and 
dynamics evaluation of time interval during skinfold 
thickness evaluation. 

 

Figure 3.  Communications diagram. 

The first goal was achieved by comparing the pressure 
between calliper end tips within the measurement range for 
the Adipsmeter and the Harpenden calliper [17], the latter 
being the market reference. The second objective is to study 
the relevance of the protocol time interval value for 
measuring skinfolds. 

A. Constant pressure between end tips 

According to the protocol, the pressure between end tips 
should be 10 gf/mm2 for the whole measurement range. 

In order to compare the pressure values between end tips, 
their area and the force between them were digitally 
monitored and measured. A mechanical structure able to 
ensure repeatability and the same conditions in force 
measurements for both devices (Adipsmeter and Harpenden) 
was developed integrating a load cell of 5 LBS measurement 
range. An aluminium structure was built for housing the load 
cell (ensuring the force discharge without friction) and room 
for gauge blocks in order to measure force for different 
skinfold callipers accurate opening, from 15 mm to 120 mm.  

The Adipsmeter end tips are articulated; so their surfaces 
are always parallel for any opening. For that reason, the 
measurement process is simple to carry out. In other cases in 
which there is no parallelism between end tips (and so 
between skinfold contact surfaces), which is the case of the 
Harpenden calliper, it is essential to use special care by 
introducing additional calculations for compensating the lack 
of parallelism. Once the force is equally distributed by 
careful design of the mechanical test system, this leads to 
uniformity in the pressure distribution on the surface of the 
end tips, and therefore, in the skinfold surface. 

Figure 5 presents the results from lab tests for comparing 
the Adipsmeter and the Harpenden callipers in terms of 
pressure between the end tip surfaces at different openings. 

Figure 5 shows the evolution of the pressure between end 
tips for different jaw opening along the measurement range 
of each calliper - Harpenden: 0-80 mm; Adipsmeter: 0-120 
mm. It also shows a non-constant pressure between end tips, 
i.e., Harpenden calliper does not accomplish the protocol 
requirement exhibiting a decreasing pressure with the 
opening increase. On the other hand, the Adipsmeter offers 
an increase of 50 % in the measurement range and a constant 
pressure between end tips. 
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Figure 4.  LipoSoft interface. 

B. Time interval for skinfold measurement 

LipoTool provides a unique ability by allowing to 
monitor and to register the skinfold behaviour along the 
skinfold measurement. 

This LipoTool functionality permits to evaluate the time 
required for the skinfold measurement by observing the 
dynamic tissue response. 

Studies of the protocol time interval have never been 
done based in an accurate procedure. The LipoTool system is 
able to read skinfold thickness and perform time evaluation 
in an intrinsic and precise digitally automatic way and to 
record them for later processing and evaluation. 
Nevertheless, Lohman [18] and Norton and Olds [19] have 
recommended the use of 2 s and 3 s after applying the 
callipers’ end tips to the skinfold, as result of their empirical 
studies based in huge samples; but, it was impossible to read 
time and thickness with precision as it can be made by 
LipoTool. 

In our study for evaluating tissue compressibility, the 
measurement procedure has followed the International 
Standards for Anthropometric Assessment recommendations 
[20]. A sample of 36 adults (50% women) aged between 21 
and 49 years old was evaluated and all the participants were 
informed of the study purposes as well as the different 
procedures. 

 

 
Figure 5.  Pressure test between end tips for different jaw opening. 

The tricipital skinfold was measured with the LipoTool 
system and the evolution of tissue compressibility during the 
initial 5 s was registered. The body density was estimated 
using the equations of Durnin and Womersley [21] and the % 
BF was estimated using the equation of Siri [22]. All these 
estimations were done in intervals of 0.5 s and the difference 
between these values in consecutive moments was 
calculated. The results are presented in Table 1. 

Observing data from Table 1, it is evident that changes 
over 2.5 s are not meaningful when determining the % BF 
and this suggests the need for revision of the time interval for 
skinfold measurement. 

Figure 6 shows an example of the information recorded 
during a skinfold measurement procedure for a 
heterogeneous set of 10 individuals. The data were processed 
in order to exhibit a normalized evolution of individual 
skinfolds during measuring time allowing a better 
comparison between individual skinfolds behaviour. 

The dynamic evolution of tissue compressibility shows 
very different characteristics among individuals. We believe 
that for each individual it is possible to distinguishing two 
behaviours in the skinfold characteristic. One is related with 
the connective tissue and the other is related with the adipose 
tissue. The first decay rate is higher than the second one. For 
each individual, these decay rate values, respectively, must 
be related with his/her percentage of connective and adipose 
tissue, depicted in Figure 7. 

Further studies may possibly conduct to offer a 
completely new functionality with skinfold callipers’ 
measurement. However, for better characterization of these 
results, a higher resolution prototype must be used. These 
studies  

TABLE I.   BODY FAT PERCENTAGES FOR TRICIPITAL SKINFOLD 

 
 

 
Figure 6.  Normalized tissue compression evolution of tricipital skinfolds. 
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Figure 7.  Decay rate for distinct behaviours of a skinfold. 

studies also need data simultaneously obtained by this device 
and with a DXA system in order to develop validated 
models. 

These capabilities have been already used in preliminary 
studies in Forensic [23][24] and in Nutrition areas [25][26]. 

IV. CONCLUSIONS  

LipoTool presents innovations that allow its use for 
accurate and fast assessment of body composition by 
measuring skinfolds. While retaining the simplicity of any 
skinfold calliper, the innovative capacities of LipoTool 
transform it into a powerful tool for assessing and tracking, 
training, study and research, with the potential to help 
develop new models and different application domains 
which turns, once again, into additional innovation. To 
perform the associated research based on new studies, it is 
fundamental to get data not only from the LipoTool but also 
from a valid body fat measuring recognized standard 
systems. LipoTool is now under market development, which 
will bring later opportunities for new studies.  
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Abstract— New electronic gas-detection methods were 

developed and tested for the diagnosis of bacterial wetwood 

disease in Fagus grandifolia (American beech) and Prunus 

serotina (black cherry) using a Conducting Polymer (CP)-type 

electronic nose (e-nose), the Aromascan A32S, based on 

detection of headspace volatile microbial and plant metabolites 

derived from sapwood. Diagnostic application-specific aroma 

signature patterns (profile databases), derived from e-nose 

analysis of known healthy and wetwood-infected sapwood 

cores of each hardwood tree species, were used to develop an 

aroma database library. The library was used as known 

references to screen aroma profiles of sapwood cores for the 

presence of wetwood in unknown samples. The Aromascan 

A32S e-nose effectively distinguished between headspace 

volatiles from tree cores of different wood types, correctly 

identifying them at frequencies ranging from 92.3-100%. 

Principal Component Analysis (PCA) and Quality Factor (QF) 

statistical values indicated the relatedness and significance of 

differences between headspace volatiles from aroma classes of 

each sample type. Significant differences were found between 

the aroma profiles of healthy vs. wetwood-infected sapwood of 

American beech and black cherry, and greater differences 

occurred between headspace wood volatiles released from 

healthy sapwoods of the two species. 

Keywords-artificial olfaction; disease diagnosis; electronic 

aroma detection; volatile organic compounds 

I. INTRODUCTION 

Bacterial wetwood is an important wood disease that is 
common primarily in bottomland hardwood tree species of 
seasonally-flooded forests of the lower Mississippi Delta 
region [1]. Wetwood bacteria are soil-inhabiting, facultative 
anaerobes that are taken up by trees via the roots in the water 
of the transpiration stream (xylem elements) where they 
attack the middle lamellae between wood cells and fibers in 
sapwood and heartwood in the main bole (trunk) by releasing 
pectolytic enzymes (pectolases) [2]. These enzymes damage 
the structural integrity of the wood and cause radial and 
lateral separations of wood fibers, resulting in cracks and 
splits (defects) in processed lumber during kiln drying [3]. 
The damage to processed kiln-dried lumber results in 
economic losses due to these defects that reduce lumber 
grade quality and the value of the lumber for commercial 
sale [4]. An electronic-nose (e-nose) instrument was first 
utilized to detect bacterial wetwood in the sapwood of 

Populus deltoides (cottonwood) plantation trees and to 
identify host plants of the disease [5]-[7]. The current 
research focused on the detection of wetwood in two 
hardwood species, Fagus grandifolia (American beech) and 
Prunus serotina (black cherry), that occasionally become 
infected with wetwood bacteria in low-lying, seasonally-
flood bottomland forest sites with anaerobic or water-
saturated soils. 

The objectives of this study were to 1) determine if an 
electronic-nose (e-nose) device, the Conducting Polymer 
(CP)-type Aromascan A32S e-nose, has the capability of 
detecting bacterial wetwood disease in the sapwood of two 
hardwood species, including Fagus grandifolia and Prunus 
serotina, and to 2) evaluate the effectiveness of this e-nose 
method to distinguished between the wood types (either 
healthy or uninfected and wetwood-infected sapwood) of 
these two species based on aroma signatures of Volatile 
Organic Compounds (VOCs) present in sample headspace 
derived from sapwood cores. 

This paper is composed of an introduction to the 
wetwood problem in section 1, followed by e-nose 
experimental methods used in section 2, describing the 
specific materials and methods used in associated with e-
nose run and analytical procedures, followed by results in 
section 3 that provide details of experimental research results 
and findings for CP e-nose analyses of wetwood samples, 
including sensor outputs, aroma map, and QF analysis of 
PCA data. Discussion and conclusions, based on the e-nose 
experimental results, are presented in section 4 to summarize 
the significance of findings and new discoveries resulting 
from this research. 

II. MATERIALS AND METHODS 

A. Collection and storage of sapwood core samples 

Sapwood increment core samples (5 mm diameter × 5 cm 
length) were collected in spring from freshly-harvested 
Fagus grandifolia (American beech) and Prunus serotina 
(black cherry) logs deposited in piles within the Andersen 
Tully log and lumber mill yard at Vicksburg, Mississippi. A 
minimum of two core samples were extracted from the boles 
of at least twenty logs of each species using a Haglöf tree 
increment borer (Forest Suppliers, Inc., Jackson, MS) and 
placed into 14.8 mm glass vials. Increment cores were 
collected from healthy and bacterial wetwood-infected logs. 
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Wetwood logs were identified by the combined presence of 
water soaking, dark brown discoloration of sapwood tissue, 
and the acetic smell associated with this disease. Woody 
cores in all cases were frozen within 14.8 ml glass vials 
stored at -20 °C in long-term storage and thawed 
immediately prior to sample analysis. Cores that became 
desiccated in storage were rehydrated by soaking in sterile 
distilled water for 15 min followed by blotting on Chemwipe 
tissue paper to remove excess free moisture immediately 
prior to e-nose analysis.  

B. Sample preparation and prerun procedures 

Sapwood core samples in 14.8 ml glass vials were 
uncapped and placed into a 500 ml glass headspace sampling 
bottle fitted with reference air, sampling, and exhaust ports 
on a polypropylene bottle cap. Reference air entered the 
sampling bottle through a 3 mm polypropylene tube 
extending to the bottom of the sampling bottle. The sampling 

bottle was held at a constant air temperature of 25 °C. The 

sampling bottle was purged with filtered, reference air 

(relative humidity ≤  4%) for 2 min prior to building 

headspace. The sampling bottle was sealed and volatiles 
from the samples were allowed to build headspace and 
equilibrate for 30 min prior to each run. Prerun tests were 
performed as needed to determine sample air Relative 
Humidity (RH) compared with that of reference air. The 
sampling bottle cap and exhaust port were opened between 
runs to purge the previous sample with preconditioned 
reference air. 

C.  Instrument configuration and run parameters 

The Aromascan A32S Conducting Polymer (CP) e-nose 
(Osmetech Inc.,Wobum, MA) with a 32-sensor array and 15 
V across sensor paths was used for all analyses. Fourteen 
sensors, (including sensors 11, 12, 20-26, 28-32) that did not 
respond or did not contribute to the discrimination of 
sapwood volatiles, were turned off. The response 
sensitivities of the 18 active sensors used, measured as 
percent changes in electrical resistance responses across 
sensor paths relative to base resistance (%∆R/Rbase), varied 
with the type of polymer used in the sensor-matrix coating, 
the type of proprietary ring substitutions used, and the type 
of metal ions used to dope the matrix to improve and 
modulate sensor response. Detailed analyses containing 
calibration data for the sensor array were reported previously 
[5]. The block temperature of the sensor array was 
maintained at 30 °C. Reference air was preconditioned by 
passing room air sequentially through a carbon filter, silica 
gel beads, inline filter, and Hepa filter [5] to remove organic 
compounds, moisture, and particulates prior to humidity 
control and introduction into the sampling bottle. The flow 
rate (suction) was maintained at -702 ml/min using an air 
flow-calibrated ADM 3000 flow meter (Agilent 
Technologies,Wilmington, DE). Sensors were purged 
between runs using a 2% isopropanol wash solution. The 
instrument was interfaced with a personal computer via an 
RS232 cable and controlled with Aromascan Version 3.51 
software. The instrument plumbing was configured for static 
sampling of the headspace by allowing air flow out of the 

external vent port and closing the exhaust port on the 
sampling bottle so that headspace volatiles were taken from a 
homogeneous static air mass within the sampling bottle.  

D. Data acquisition parameters and run schedules 

Data from the sensor array were recorded at 1 s intervals 
using a 0.2 detection threshold (y-units), a 15–20 y-max 
graph scale, and pattern average of five data samples taken 
per run during data acquisition. A uniform run schedule 
consisted of reference air 20 s, sampling time 90 s, and wash 
20 s, followed by 90 s of reference air for a total run time of 
220 s. Data slices for processing and analysis were taken 
from a 20 s sampling interval (85–105 s) near the end of the 
sampling segment just before the sampling-valve closed. A 2 
min reference air purge followed by a 30 min equilibration 
period was allowed between runs.  

E. Construction of reference libraries and validation 

An aroma signature reference library was constructed 
from wood types of known reference woods of hardwoods 
(angiosperm) species included in this study. All database 
files were linked to specific (designated) aroma classes 
defining each sample type or category. The following 
recognition network options (neural net training parameters) 
were used for each training session: training threshold = 
0.60, recognition threshold = 0.60, number of elements 
allowed in error = 5, learning rate = 0.10, momentum = 0.60, 
error goal = 0.010 (P = 0.01), hidden nodes = 5, maximum 
iterations (epochs) = 10,000, using normalized input data, 
not actual intensity data. Some parameters were modified for 
improvement of recognition accuracy. A typical training 
required 2–35 min, depending on the size of the database 
applied, using an IBM-compatible personal computer with a 
minimum of 64 mb of RAM and 350 MHz run speed. Neural 
net trainings were validated by examining training results 
that compare individual database files for compatibility or by 
similarity matches to each specific odor classes by test-
assigned odor class distributions among related odor classes 
included in each library. The specific detailed analytical 
methods used for identification of unknowns, data 
processing, and statistical determinations followed the 
procedures and specifications indicated by Wilson et al. [5]. 

F. Principal component analysis 

Three-dimensional PCA was used to distinguish between 
headspace volatiles of all sapwood samples and to determine 
the relatedness of the four aroma classes derived from 
sapwood types of the two hardwood species, either healthy 
or wetwood-infected, based on PCA algorithms available 
with the Aromascan 3.51 software. The mapping parameters 
for three-dimensional PCA were: iterations = 30, units in 
Eigen values (%), and use of normalized input data. 

III. RESULTS 

A. Discrimination between e-nose aroma patterns of 

sapwood types 

The A32S CP e-nose provided correct identifications of 
the majority of sapwood types tested based on differences in 
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the aroma profiles of headspace wood volatiles. Correct 
identifications of unknown sapwood cores were determined 
at rates above 90% (range 92.3-100%) for the four samples 
types of healthy and wetwood-infected sapwood of 
American beech and black cherry. 

The sensor array of the Aromascan A32S electronic nose 
provided unique and significantly different aroma signature 
profiles for the four sapwood core types, representing 
healthy and wetwood-infected samples of the two hardwood 
species, including American beech (F. grandifolia) and 
Black Cherry (P. serotina) based on CP analysis of volatile 
organic compounds (Table 1). Sensor output values were 
statistically different (P<0.01) between sample types for each 
sensor with standard deviations for means generally <0.05 
for all normalized sensor values of each sample type. Sensors 
11, 12, 20-26, and 28-32 did not provide data values that 
significantly added to the discrimination of sample types in 
pretest runs, and therefore these sensors were turned off prior 
to analytical runs in order to exclude this data from the 
statistical analysis. Thus, 18 sensors were used in the data 
analysis of aroma profiles for each sensor type. 

TABLE I.  SENSOR OUTPUTS FROM THE A32S E-NOSE SENSOR ARRAY 

COMPARING HEALTHY AND WETWOOD-INFECTED SAPWOOD CORES OF TWO 

SPECIES 

E-nose F. grandifolia P. serotina 

Sensor Healthy Wetwood Healthy Wetwood 

1 6.83 6.74 7.45 7.15 

2 6.15 6.06 6.74 6.46 

3 6.94 6.86 7.54 7.31 

4 3.48 3.41 3.81 3.69 

5 3.46 3.39 3.78 3.67 

6 3.48 3.42 3.83 3.70 

7 3.84 6.88 7.20 7.13 

8 3.99 6.99 7.26 7.15 

9 5.46 5.53 5.57 5.51 

10 5.09 5.16 5.28 5.20 

13 4.93 4.91 5.05 4.89 

14 4.52 4.53 4.74 4.51 

15 5.09 5.15 5.36 5.14 

16 4.77 4.81 4.95 4.75 

17 6.09 6.09 4.47 5.12 

18 6.32 6.28 4.77 5.40 

19 6.10 6.09 4.68 5.24 

27 7.47 7.68 7.53 7.98 

 

 

Normalized sensor output values for wetwood cores were 
significantly lower than for healthy sapwood cores of both F. 
grandifolia and P. serotina species for sensors 1-6. Similar 
results were observed for sensors 7-27 in P. serotina, but 
these sensor output values were generally greater for 
wetwood cores than healthy cores of F. grandifolia. Sensor 
values 1-16 for P. serotina generally were greater than those 
of F. grandifolia for both wetwood and healthy cores, but the 
reverse was true for outputs of sensors 17-16. Normalized 
sensor output values for wetwood cores were significantly 
lower than for healthy sapwood cores of both F. grandifolia 
and P. serotina species for sensors 1-6. 

Each sensor in the sensor array was coated with a 
different conducting polymer composed of polypyrrole, 
polyanaline, or polythiophene derivatives. Values for 

normalized and standard deviations of all means were ≤
0.05, indicating high precision and a high level of statistical 
significant difference (P<0.01) between means of individual 
sensor outputs. 

B. Principal component analysis 

 Principal Component Analysis (PCA) tests showed 

significant differences between wetwood-infected and 

healthy aroma profiles of beech and black cherry sapwood 

based on differences between headspace volatiles released 

from the two wood types of each species. PCA generated 

precise statistical numerical QF values (quality factors of 

significance) that provided precise indications of relatedness 

between aroma profiles of the four sapwood sample types. 

These QF values indicate the statistical differences between 

data clusters of all sapwood sample types, plotted as an 

aroma map in Figure 1. The aroma data plots of healthy and 

wetwood-infected beech (F. grandifolia) sapwood were 

closer together than healthy and wetwood-infected black 

cherry (P. serotina), although healthy sapwood was 

significantly different from wetwood-infected profiles for 

both species. These data plots for healthy black cherry were 

somewhat separated because one of the samples was 

considerably dryer and older that other samples of this 

species. The variability between samples likely indicates 

differences in the moisture content and amount of wood 

volatiles released from sapwood cores of healthy black 

cherry. PCA of this 3-dimensional aroma-map model, as 

indicated by the principal components in the sapwood 

volatiles, showed that principal component 1 (PC 1), 

represented by the x-axis, accounted for 96.4% of the 

sample variability in the data, while principal component 2 

(PC 2), represented by the y-axis, accounted for only 3.5% 

of the sample variability. Thus, the percentages of the total 

variance, accounting for by PC 1 and PC 2, explained over 

99% of the sample variability in these two orthogonal 

principal components. The percentage of the variance 

attributed to principal component 3 (PC 3), represented by 

the z axis, was negligible and explained less that 0.1% of the 

sample variance. 

 The clustering patterns of data points in the aroma for 

each sample type indicate the precision of the e-nose in 
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providing consistent data for multiple sample replications. 

The greater the distance between data clusters of each 

sample type, the less related the aroma signatures of 

headspace volatiles associated with each sample type. 

 
 

Figure 1.  E-nose aroma map showing the differences in aroma profiles of 

headspace volatiles from healthy vs. wetwood-infected sapwood of Fagus 

grandifolia and Prunus serotina using Principal Component Analysis 

(PCA) of Volatile Organic Compounds (VOCs). 

Pairwise comparisons of healthy and wetwood-infected 
sapwood aroma classes of the two wood types using Quality 
Factor (QF) significance values provided indications of 
levels of relatedness between the aroma profiles of healthy 
and wetwood-infected core types of the two wood species. 
The e-nose aroma profiles of healthy sapwood cores of 
American beech were highly significantly different from 
healthy black cherry (QF=1905.4) at P<0.0001 (Table II).  

TABLE II.  RELATEDNESS OF HEADSPACE VOLATILES RELEASED FROM 

HEALTHY AND WETWOOD-INFECTED SAPWOOD CORES OF TWO SPECIES 

Aroma class Aroma class  QF value 

F. grandifolia 

healthy 

F. grandifolia 

wetwood 
5.7*** 

 
P. serotina 
healthy 

1905.4**** 

 
P. serotina 

wetwood 
4.5** 

F. grandifolia 

wetwood 

P. serotina 

healthy 
32.3*** 

 
P. serotina 
wetwood 

12.3*** 

P. serotina 

healthy 

P. serotina 

wetwood 
256.4**** 

 

 Statistical analysis symbols for quality factor (QF) 

significant difference levels between aroma classes were as 

follows: * = P < 0.05; ** = P < 0.01; *** = P < 0.001; **** 

= P < 0.0001. The percentages of the total variance, 

accounting for the variability explained by each orthogonal 

principal component (PC), were as follows: PC 1 = 96.40%; 

PC 2 = 3.51%; and PC 3 < 0.05%. 

 The aroma profile of healthy black cherry also was very 

significantly different from wetwood-infected black cherry 

(QF=256.4). However, differences in aroma profiles of 

sapwood headspace volatiles between healthy cores of 

American beech and wetwood-infected beech and black 

cherry were much less significantly different at P < 0.001 

and P < 0.01, respectively. By comparison, aroma profiles 

of wetwood-infected beech sapwood were different than 

healthy and wetwood-infected black cherry sapwood 

volatiles at intermediate levels of statistical difference 

(P<0.001). The lowest level of difference between sapwood 

aroma profiles occurred between healthy American beech 

and wetwood-infected black cherry (QF=4.5) at P < 0.01. 
The large significant differences between healthy and 

wetwood-infected sapwood of both species provide evidence 
that the headspace volatiles derived from wetwood bacteria 
have a large effect on the aroma signature pattern, but not as 
great as the differences in healthy sapwood volatiles between 
the two hardwood species. 

IV. DISCUSSION AND CONCLUSIONS 

Analyses of data indicating unique aroma signature 
patterns, based on output results from the sensor array of the 
Aromascan A32S CP electronic-nose, provided effective 
discriminations between headspace volatiles derived from 
sapwood core samples of American beech and black cherry.  
Discriminations and correct identification of samples types 
were determined at high levels of statistical confidence. 

These results are similar to those found for previous 
studies involving detections of plant disease infections using 
comparable e-nose analyses for bacterial diseases of onion 
[8][9], blueberry diseases [10], grain spoilage [11], mango 
fruit rot [12], wood decay [13]-[16], and other diseases 
[17][18]. 

E-nose analysis results of sapwood types in the current 
study were similar to those obtained from sapwood cores in 
related studies using different types of e-nose gas-detection 
technologies based on several different gas-sensing 
principles as summarized previously [19]-[22]. Wilson et al. 
[6] was able to distinguished between angiosperm and 
gymnosperm sapwood types using fresh tree cores frozen at -
20 C and thawed immediately prior to analysis with a A32S 
CP e-nose. Baietto et al. [13] compared the performance of 
three different e-noses, including the PEN3 metal-oxide 
(MOS) e-nose, the LibraNose Quartz Microbalance (QMB) 
e-nose, and the Aromascan A32S CP e-nose to discriminate 
between healthy and decayed wood of different wood types, 
decayed by various wood-decay fungi. Other potential 
agricultural applications of e-nose instruments have been 
found in pesticide-residue identifications [23][24], 
environmental monitoring for agricultural wastes and 
pollutants [25], and disease-detection in fish culture [26]. 

The large differences between healthy sapwood of 
American beech and black cherry provide evidence that the 
headspace volatiles derived from healthy sapwood of these 
two species have a larger effect on the aroma signature 
pattern than do differences between wetwood-infected and 
healthy sapwood of the two hardwood species. 

The aromascan A32S CP e-nose has been shown here to 
have the capability of identifying and discriminating between 
sapwood types and between healthy and wetwood-infected 
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sapwood of American beech and black cherry. These results 
provide additional corroborative evidence of the utility that 
e-nose devises provide for the diagnosis of bacterial 
wetwood in bottomland hardwood species. Previously, no 
consistently reliable methods for detecting the presence of 
wetwood in hardwoods have been developed [4]. The use of 
ultrasonic devices for wetwood detection [27] are unreliable 
and unfeasible due to the requirement for destructive 
sampling of sapwood logs to obtain measurements, the slow 
device recovery and setup time between log tests, and 
difficulties of distinguishing between wetwood and healthy 
sapwood, because wetwood does not significantly alter wood 
density unlike decayed wood that does physically soften 
woods, slowing the transmission rate of sound waves. 

The diagnosis of bacterial wetwood in logs of hardwood 
species is an important first step for log and lumber 
processing in hardwood lumber mills. Wetwood can be 
effectively and rapidly detected with e-nose technologies in 
raw logs prior to cutting into lumber so that all boards 
derived from wetwood-infected logs can be treated with a 
different (slower) kiln-drying schedule to mitigate damage to 
wetwood lumber that results from damaged by shakes and 
splits during rapid kiln drying. This adjustment in the kiln 
drying schedule to a slower drying process is essential to 
preserve lumber value and minimize lumber defects to avoid 
commercial losses when the lumber is marketed. 
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Abstract— Magnetic non-destructive testing is limited to 

surface inspection, however demand for the detection of 

deep defects is increasing. Therefore, we developed a 

magnetic flux leakage (MFL) system using a tunnel 

magnetoresistive (TMR) device that has high sensitivity 

and wide frequency range in order to detect deep defects. 

Using the developed system, back-side pits of steel plates 

having different depth and diameter were measured and 

2D images were created. Moreover, we analyzed the 

detected vector signal with optimized phase data. As a 

result, the developed MFL system can detect a defect 

that has a wall thinning rate of more than 56 % of 8.6 

mm thick steel plates.  Furthermore, the defect’s 

diameter size was estimated by spatial signal change.  

Keywords-MFL; magnetic imaging; TMR device; Low-

Freaquency field; back-side pit. 

I.  INTRODUCTION  

Accidents due to defects in steel structures such as power 
plants or pipe line cause serious injuries to humans and harm 
to the natural environment. Therefore, it is important to use 
non-destructive testing for detecting defects at an early stage. 
In many cases, it is difficult to find defects in the interior or 
on the back side, and thus a detection method for deep 
defects is desired. There are many non-destructive testing 
methods such as radiographic testing [1], ultrasonic testing 
[2], magnetic flux leakage (MFL) testing [3]-[9], and eddy 
current testing (ECT) [10]. Among them, MFL is commonly 
used for ferromagnetic material such as steel and it is a 
method for detecting flux with bypass defects due to 
differences in permeability and leakage from the sample’s 
surface when an external field is applied to the sample.  

MFL for deep defects needs to be operated at low 
frequency because the penetration of the applied external 
field becomes deeper with decreasing frequency. However, 
the conventional MFL method, which uses a detection coil as 
a magnetic sensor, cannot be operated at low frequency 
because it has low sensitivity at low frequency due to 
Faraday’s law of induction. Therefore, it can detect only 
surface defects near the detection coil. Moreover, the 

detection of deep defects also requires a high magnetic 
resolution because the change of flux generated by the deep 
defect is very small. The other problem of MFL is that the 
magnetic field intensity of MFL needs to be operated at the 
saturation region of the B-H curve in order to obtain 
measurable large magnetic flux leakage. However, a 
measurement system that gives such large magnetic field 
intensity is costly because a high power current source is 
necessary. One way to solve these problems is to use a high 
sensitivity magnetic sensor that can detect a low magnetic 
intensity field at low frequency such as a magnetoresistive 
(MR) sensor. If such a sensor were installed, we could 
operate MFL at extra low frequency, which would give deep 
skin depth and detect small magnetic flux leakage caused by 
a low power source. We reported a MFL system using an 
anisotropic magnetoresistive (AMR) sensor [11].  Recently, 
the tunnel magnetoresistive (TMR) sensor has progressed 
because it has a larger MR ratio than other MR devices with 
a wide frequency range.  

In this study, we developed the MFL system using a 
TMR device having high sensitivity at extreme-low 
frequency in order to enable us to detect defects deeper and 
more clearly than the AMR sensor and other magnetic 
sensors. Moreover, we investigated the performance of the 
developed system using samples having various back-side 
pits. 

II. TMR DEVICE 

A TMR device is a kind of MR device and is usually applied 
in the magnetic head of a hard disk. It has a larger MR ratio 
than other MR devices. A common TMR device shows a 
step response to magnetic fields and has hysteresis. The 
TMR device used in this study was designed for sensor 
application [12]-[14]. It was annealed at different 
temperatures and directions two times in order to make easy 
directions of the pin layer and the free layer orthogonal. In 
this structure, the output is linear with respect to the 
magnetic field. In addition, it has a large MR ratio because of 
magnetic coupling of the free layer and the soft magnetic 
material layer. Figure 1 shows the TMR resistance as a 

function of an applied field. The range from -400 T to 
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Figure 1. Resistance of the TMR device to an applied field. 

 

400 T, which is treated in MFL, can be applicable to the 
sensor application. 

III. EXPERIMENTAL 

The developed MFL system (Figure 2) consists of a 
sensor probe with a TMR device, a lock-in amplifier, a 
current source, an oscillator, two excitation coils, a half 
shaped ferrite yoke, a sample stage, and a PC. Two 
excitation coils with 30 turns were connected to both ends of 
the yoke and an AC field was induced in the sample between 
both ends. The sensor probe was installed between the ends 
of the yoke and they were 1 mm away from the sample’s 
surface. The TMR device measured magnetic flux leakage 
bypassing defects. In this study, the TMR device had 
sensitivity to the direction parallel to both ends of the yoke in 
order to obtain a larger output [11]. The excitation coils were 
operated by a sine wave of 1.2 App and 5 Hz or 10 Hz from 
the current source controlled by the oscillator. The effect of 
the eddy current can be ignored in such an extreme-low 
frequency field. The output signal from the TMR device was 
detected by the lock-in amplifier, which is synchronized with 
the current source in order to obtain a high signal-to-noise 
ratio.  

The signal from the lock-in amplifier contains the signal 
intensity R and the phase θ. In this measurement system, 
magnetic flux leakage is very small so that it is strongly 
affected by the phase shift of the entire measurement system. 
Therefore, we calculated the imaginary part of the signal 
intensity with the common phase φ [11]. 

 R’ = R sin(θ+φ )

Here, φ is a common phase adjusting the phase shift of 
the entire measurement system.  

The samples used in this study were two steel plates 
(SPHC) with four back-side pits as shown in Figure 3. Both 
samples were 8.6 mm thick. The pits of Sample (a) are of the 
same diameter (6 mm) and different wall thinning rates (23, 
57, 70, 93 %). Sample (b) has the same wall thinning rate 
(70 %) and different diameters (4, 6, 8. 10 mm). Multipoint 
measurement was carried out in the range of 20 mm × 20 
mm around a pit from front surface with an interval of 1 mm 
for 21 × 21 steps as shown in Figure4. 

   

X-Y Stage

Lock-in Amplifier

Current Source

Oscillator

PC

Ref in

Excitation Coil

TMR Device

 
 

Figure 2. Schematic diagram of the developed MFL system. 
 

We investigated the common phase φ in this 
measurement system. The measurement was carried out 
around a pit that has a wall thinning rate of 70% and a 
diameter of 4 mm. The excitation coils were operated by sine 
wave of 1.2 App and 10 Hz or 5 Hz from the current source. 
The measurement results show as contour maps of calculated 
intensity (mV) with different common phases. 

Figure 5 shows magnetic images with a frequency of 10 
Hz and different common phases and Figure 6 shows that 
with 5 Hz and different common phases. Magnetic images 
with a common phase φ of 130 ° show the emphasis of the 
intensity change due to the pit in the center of the scanning 
range. The magnetic image with a frequency of 5 Hz shows 
the presence of the back-side pit more clearly than that of 10 
Hz because the skin depth becomes deeper with decreasing 
frequency. Therefore, the frequency was 5 Hz and the 
optimized common phase φ was 130 ° for the measurement 
system.   

Figure 7 shows the power spectrum of the developed 
system when the magnetic field was not applied and the sine 

field was applied at 100 T and 5 Hz in the unshielded 
environment. The sensitivity at 5 Hz of the developed system 

is 2.44 mV/T. We estimated the magnetic noise without an 
applied field that corresponds to the minimum magnetic field 
resolution at 5 Hz. As a result, the magnetic field resolution 
was 1.08 nT.  
 

 

8.6 mm

200 mm

2
0
0
 m

m

30 mm

5
0
 m

m

23 % 57 %

93 % 70 %

(a) Fixed diameter, different wall thinning rates.  
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Figure 3. Schematic diagram of the test plates with pits. 
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Figure 4. Measuring points for back-side pits. 
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Figure 5. Magnetic images with 10 Hz and different phase. 
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Figure 6. Magnetic images with 5 Hz and different phase. 
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Figure 7.  Power spectrum of the developed system. 

 
To evaluate the performance of the developed MFL 

system, we analyzed the magnetic image change of a steel 
plate having different pit wall thinning rates and diameters 
under optimum conditions. The excitation coils were 
operated by a sine wave of 5 Hz and 1.2 App from the current 
source. We calculated the signal vector with the optimized 
phase φ = 130°. The aforementioned Sample (a) and Sample 
(b) were measured and we made contour maps of the 
calculated signal vector.  

IV. RESULTS AND DISCUSSION 

First, we used Sample (a) and investigated the change of 
magnetic images of the steel plates with different wall 
thinning rates. The map showed the existence of the pit and it 
becomes clear with increasing the actual pit’s wall thinning 
rate (Figure 8). However, the magnetic image of a pit that 
has a wall thinning rate of 23 % is unclear. This was caused 
by the weak magnetic flux leakage from the small thinning 
rate of the wall. The detection limit was a thinning rate of 
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57 % corresponding to a wall thickness of 4.6 mm. Next, we 
used Sample (b) and investigated the changes of the 
magnetic images by changing the diameter (Figure 9).  
Apparent differences were observed in each figure. The 
contour map change became large according to the 
increment of the diameter. 

Moreover, we quantitatively evaluated the magnetic field 
intensity change and examined the relationship of the 
defect’s characteristics and the calculated intensity. The 
center line of the contour of the magnetic image was 
extracted as shown in Figure 10 and ΔB was defined as the 
value obtained by subtracting the minimum value from the 
maximum value as shown in Figure 10. Figure 11 shows the 
relationship of ΔB and the wall thinning rate and Figure 12 
shows that of ΔB and the diameter.  ΔB was increased with 
the increment of the wall thinning rate and the diameter. 
Therefore, we can estimate the defect’s characteristics using 
the magnetic image and ΔB. 
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Figure8. Magnetic images of pits with different wall thinning rate. 
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Figure 9. Magnetic images of pits with different diameter. 
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Figure 10. Example of the extracted line and the definition of ΔB. 
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Figure 11. Relationship of the defect’s wall thinning rate and ΔB. 
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Figure 12. Relationship of the defect’s diameter and ΔB. 

 

V. CONCLUSIONS 

We developed a magnetic flux leakage (MFL) testing 
system using TMR for back-side defects. Analysis using the 
signal vector with optimized phase was effective for 
magnetic imaging of the back-side pits. The magnetic images 
reflected the actual defect’s characteristics and were able to 
detect more than the wall thinning rate of 57%.  The 
developed MFL system does not require a high power 
current source so that this measurement system is expected 
to be applicable to field testing.  
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Abstract—The visual evaluation of fuel cells by 
conventional means is impossible. To improve the power 
generation efficiency of fuels cells, the evaluation of 
catalytic reactions on the electrodes and ion propagation 
in the electrolyte are important. We developed a 
terahertz chemical microscope (TCM) to visualize the 
electric potential shift in the catalytic electrodes of fuel 
cells. The potential energy shift of the fuel cells due to the 
dissociation of gases was visualized using TCM during 
fuel cell operation. 

Keywords–TCM; THz; fuel cell; evaluation 

I.  INTRODUCTION 

Energy and environmental issues have recently become 
crucial and require energy solutions of high efficiency and 
low environmental load. Thus, the use of hydrogen gas has 
attracted attention. Fuel cells are high-efficiency devices that 
transform chemical energy to electric energy. However, the 
power generation efficiency of fuel cells has to improve. 
Hence, evaluation methods and investigation of the catalytic 
reactions on the catalytic electrodes and ion propagation in 
the electrolyte are required. 

Recently, we have developed a terahertz chemical 
microscope (TCM) to evaluate the distribution of the electric 
potential on a semiconductor-based device referred to as 
THz sensing plate. Terahertz (THz) waves radiating from the 
THz sensing plate can be related to the electric potential at 
the surface of the THz sensing plate [1]–[4]. 

Conventional evaluation methods of surfaces are atomic 
force microscopy [5], scanning electron microscopy [6], and  
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Figure 1. Schematic diagram of a fuel cell fabricated on the THz sensing 
plate. 

transmission electron microscopy. Kelvin probe microscopy 
(KPM) can measure the electric potential distribution on the 
electrode surface [7]. However, KPM probe needs to closely 
touch the electrode surface; thus, in general, it is difficult for 
KPM to measure the electric potential while the fuel cell is in 
operation. On the other hand, the TCM can measure the 
electric potential of catalytic metals without coming to 
contact with the surface of metals. 

In a previous study, the time variation of the THz signal 
during the fuel cell operation was measured [8], and the 
signal was observed to drift due to the diffusion of protons in 
the proton membrane. In this study, the two-dimensional 
imaging of the THz signal during the long operation of fuel 
cells is demonstrated, and the potential distribution on the 
electrodes is discussed. 

II. EXPERIMENTS  

Figure 1 shows the schematic diagram of the fuel cell on 
the THz sensing plate. The sensing plate consists of SiO2 
(275 nm) and Si (150 nm) layers on a sapphire substrate (600 

m). Because of its excellent mechanical and thermal 
stability, Nafion

®
 (10%) membrane was applied on the 

surface of the SiO2 layer by spin coating and baked for 90 s 
at 90 °C. Platinum (Pt) was deposited on the Nafion 
membrane to serve as catalytic metal electrodes by 
conventional sputtering techniques. Before the experiments, 
we confirmed that the fuel cell fabricated on the THz sensing 
plate generated voltage as well as the actual fuel cells. 

Figure 2 shows the energy band diagram of the sensing 
plates, on which the Nafion membrane and the Pt thin film 
were fabricated. When femtosecond laser pulses were 
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Figure 2. Energy band diagram of the THz sensing plates. EC is the 
conduction band and EV is the valence band. 
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irradiated from the sapphire side of the THz sensing plate, 
photoexcited carriers were generated in the Si layer. The 
photoexcited carriers were accelerated by the electric field 
generated by the depletion layer, and THz waves were 
radiated to free space. 

The relation between the radiated THz waves and the 
electric potential on the THz sensing plate is described with 
following equation: 

 

𝐸THz ∝
∂𝐽(𝑡)

∂𝑡
∝ 𝑒

∂𝑛�𝑡 

∂𝑡
𝑣(𝑡) + 𝑒𝑛(𝑡)

∂𝑣(𝑡)

∂𝑡
,      (1) 

 
 
where J(t) is the current density, e is the elementary charge, 
n(t) is the excitation carrier density, and v(t) is the carrier 
velocity. Hydrogen molecules are dissociated when 
hydrogen gas is exposed to the Pt electrodes. The hydrogen 
ions (H

+
) diffuse into the Pt electrodes and then the Nafion 

membrane. The H
+
 ions are adsorbed on the SiO2 surface of 

the THz sensing plate. The carrier acceleration in the second 
term of (1) is equal to the local electric field Elocal in the 
sensing plate; therefore, the amplitude of the THz wave 
emitted from the THz sensing plate is proportional to the 
local electric field. 

The amplitude of the radiated THz wave is 
 

𝐸THz ∝ 𝐸local = �𝑒𝑁D/2𝜀 × �𝜙,        (2) 
 

 
where Elocal is the local electric field, ND is the carrier density 

of the Si surface,  is the dielectric constant of Si, and  is 
the electric potential. The shift in the electric potential of Pt 
due to the reaction of hydrogen gas is expressed by using the 
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Figure 3. Setup of TCM. 

Nernst equation: 

𝜙 = 𝑐𝑜𝑛𝑠𝑡 −（𝑅𝑇/𝑧𝐹） ln𝑃H2 ,        (3) 
 

where F is the Faraday constant, z is the number of electrons 
transferred in the cell reaction, R is the gas constant, T is the 
absolute temperature, and PH2 is the partial pressure of 
hydrogen. Equation (3) shows that the electric potential of 
the THz sensing plate shifts because of the adsorption of 
hydrogen gas to the Pt electrodes in the fuel cell. The 
visualization of the chemical reactions can be achieved by 
scanning the irradiation point of the femtosecond laser 
because the radiated THz wave depends on the local electric 
field of the depletion layer where the laser is irradiated. In 
the fuel cell, the chemical reaction at the anode and the 
cathode of the operating fuel cell can be expressed as 
follows: 

 
Anode: H2→2H

+
+2e

−
     (4) 

Cathode: 2H
+
 + 1/2O2 + 2e

−
→H2O.          (5) 

 
The electric potential shift because of the adsorption of 
hydrogen gas in the anode is obtained as the amplitude of the 
radiated THz wave by (3). At the anode, the hydrogen 
molecules, which reach Pt, dissociate to H

+
 and electrons. H

+
 

reaches the cathode through the Nafion membrane. The 
electrons move to the cathode along the conducting wire. 
The THz amplitude from the anode increases with increasing 
electric potential because of the reduction of hydrogen. On 
the other hand, the amplitude of the radiated THz wave 
decreases due to the oxidation reaction of H

+
 in the cathode. 

Figure 3 shows the optical setup of TCM. The fuel cell 
fabricated on the THz sensing plate is fixed on the X–Y 
stage to scan the femtosecond laser. Before irradiating the 
THz sensing plate, the femtosecond laser pulses pass through 
the condensing lens to increase the spatial resolution. The 
Ti:sapphire laser is a femtosecond laser with a central 
wavelength of 780 nm, a pulse width of 100 fs, and a 
repeti t ion frequency of 82 MHz. A conventional 
photoconductive antenna was used to detect the radiated THz 
waves whose amplitudes are related to the electric potential 
of the THz sensing plate. Figure 4 shows a photograph of  
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X-Y stage

Detector

Condensing lens
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Figure 4. Photograph of TCM. 
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TCM. All optical components were attached on the same 
platform sterically. The area of the platform is 628 × 379 
mm

2
. 
 

III. RESULTS   

Figure 5 shows the time variation of the distribution of 
the radiated THz amplitude from the THz sensing plate. The  
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Figure 5. Variation of the THz amplitude distribution obtained after power 
generation (a) for 1 h, (b) between 1–2 h, and (c) between 2–3 h. 

areas surrounded by the blue line show the catalytic 
electrodes. Hydrogen gas (1%) and oxygen gas (20%) in the 
nitrogen gas were, respectively, introduced to the anode and 
cathode to operate the fuel cell. Figures 5 (a), (b), and (c) 
show the change in the THz amplitude distribution obtained 
(a) before and after power generation for 1 h, (b) between 1–
2 h, and (c) between 2–3 h. Initially, the THz amplitude at 
the cathode decreases, whereas the THz amplitude at the 
anode increases. The change in the THz signals was larger in 
magnitude at the upper parts of the electrodes. Subsequently, 
the THz amplitude was saturated across the electrodes. 

The average values of the radiated THz amplitude from 
the anode and the cathode during the fuel cell operation are 
plotted in Figure 6. The electric potential in the anode 
increases, whereas that in the cathode decreases and, 
subsequently, both become saturated. This shows that TCM 
can measure the reaction amount in the catalytic electrodes. 

 

IV. CONCLUSION AND FUTURE WORK 

We mapped the radiated THz waves from a THz sensing 

plate, on which a fuel cell was fabricated, during fuel cell 

operation. The THz amplitude at the anode increased, 

whereas that at the cathode decreased. The nonuniformity of 

the THz amplitude can be seen at the anode and cathode. 

The results agree with past experiments. We also confirmed 

the reaction distribution in the catalytic electrodes with time, 

which shows that TCM can measure the reaction 

distribution in the catalytic electrodes. The radiated THz 

amplitude from the anode and cathode reach saturation with 

time. Evidently, TCM can measure the reaction amount in 

the catalytic metal electrodes. In conclusion, we showed that 

TCM can be used to evaluate fuel cells. When TCM is 

commercialized, we will be able to visually evaluate the 

uniformity of the electrolyte and electrodes. We conducted 

the experiments using only Nafion 10%; thus, we plan to 

measure the performance of fuel cells using Nafion with 

different concentrations or other electrolytes. The relation 

between TCM images and fuel cell efficiency is presently 

under investigation. 
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Figure 6. Time variation of the radiated THz amplitude due to the voltage 
generation in the fuel cell. 
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Abstract— This article describes sensors for concentration
measurement based on the electro-chemical properties of the
liquid being measured. Herein two electrical methods, namely
cyclic voltammetry and impedance spectroscopy, are being
presented. The measurement can be performed quasi
simultaneously using the same measurement medium. Further
optimization of the combined methods are possible by adapting
the geometric design of the electrode structure, the electrode
material, the optional passivation and the electric coupling
(galvanically or capacitively). In summary, by combining
multiple sensory principles on a device it becomes possible to
analyze mixtures of substances contained in a solution with
respect to their composition.

Keywords; interdigital structure; impedance spectroscopy;
cyclic voltammetry; silicon.

I. INTRODUCTION

Sensors for concentration measurements are a very vast
area of research. A concentration measurement is used when
the components are known, but not their content. For their
determination several substance-specific sensor principles
are known. In this article, two electrical methods are
presented using the implementation as the sensing element is
reported. These methods are based on cyclic voltammetry
and impedance spectroscopy. In cyclic voltammetry a rising
and then sloping current is applied between the working
electrode and the counter electrode in a solution. The
potential is determined by a reference electrode. If there is a
redox-active substance in the solution, it will be oxidized or
reduced at a characteristic potential. The current is recorded
as a function of voltage. The voltage in the oxidation and
reduction and the corresponding maximum current are of
interest. Impedance spectroscopy detects both the dielectric
properties of a medium and its conductivity as a function of
frequency. In aqueous solution, these properties are
dependent on the concentration.

The base of the sensors is an interdigital structure. Figure
1 shows different variations of designs. The main features
can be combined freely. A galvanic or capacitive coupling is
possible. The DUT can be a liquid or a solid. The organic or
inorganic sensitive solid is applied directly to the sensor
surface. The thickness is only a few 100 nm and is micro- or
nano-porous. This binds substances (DUT) by absorption
from the surrounding atmosphere, such as water or carbon
dioxide. The electrical properties change due to this and are
determined by the spectroscopy. Table 1 shows the different
materials for the sensor.

Figure 1. Various design options a) interdigital structure, passivated for a
capacitive coupling, b) interdigitated structure without passivation,

galvanic coupling, c) implanted in silicon interdigital structure, d) 3D
interdigital structure

TABLE 1. OPTIONAL MATERIALS FOR THE SENSOR

Base material Silicon, (optional)
Borosilica

Passivation Base material SiO2

Conductor Doped Silicon, MoSi, Gold
Platinum

Passivation Conductor
(optional)

Si3N4, ZrO2, Al2O3 (20 nm
to 500 nm)

In addition to the measurement of purely chemical
parameters, such as concentration, measurement of
biological media is possible. The evaluation of the
measurement results, however, requires great experience. In
[1] and [2], the dielectric measurement of a biological
medium is described by some examples.

Often the signal is not very selective on the type of
material. In the DUT (device under test) the selectivity of the
sensor can be increased adding an indicator; using the
mixing ratio and the associated change in impedance even a
multi-component system can be analyzed. Further
optimization of the combined methods are possible by the
geometric design of the electrode structure, the electrode
material, the optional passivation and the electric coupling.

The combination of multiple sensory principles on a
device can be used to analyze a multicomponent system with
a simple sensor.

a)

b)

c)

d)

Substrat

Primary
passivation

Coupling
passivation

Conductor
interdigitally structure

DUT (Device
under test)
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Section II represents the principle for the combined
impedance spectroscopy and cyclic voltammetry, the base of
the sensor platform, the various of this and the electronic
circuit. Section III represents the measurements for the
evaluation and calibration of the sensor various. Section IV
shows a sample application. Section V concludes the article.

II. EXPERIMENTAL SETUP

For the evaluation and adaptation of the sensor's design, a
test setup was constructed. The design is configured such
that the distances can be selected in a range of 200 microns
with free a resolution of 5 microns. In Figure 2, the
measuring principle is shown. By choosing the connections
of the electrode gap can be selected. In [1] and [2], this
method is described in detail.
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working electrode

Figure 2. The principle for the combined impedance spectroscopy and
cyclic voltammetry

The measurement setup for impedance spectroscopy can
be seen in Figure 3. Here, the analysis-chip with the
interdigital structure on it is seen in the middle. It is
surrounded by 12 dual multiplexer, which can be used to
select the 24 measurement channels (12 per page). On the
left side of the figure there are SMA connectors for
connecting an external LCR meter to chip, with which the
impedance of the device can be measured.

Through the recess in the middle, the liquid which is to
be investigated can be applied to the interdigital structure
either directly, or a flow chamber can be installed to then
perform the impedance spectroscopy using the desired
channels.

supply fluid(DUT)

Sensorchip

Figure 3. The electronic circuit for the combined impedance spectroscopy
and cyclic voltammetry with die connector for the fluid

Figure 4 shows the sensor for the combined impedance
spectroscopy and cyclic voltammetry. With the aid of a
multiplexer array, a line-bound connection between the
measuring object and the impedance spectrometer is
established. Subsequently, the impedance spectroscopy is
performed for the selected channel.

Interdigital structure

Pads to select the electrode Sensitive area

Figure 4. The sensor for the combined impedance spectroscopy and cyclic
voltammetry

III. MEASUREMENTS FOR EVALUATION

For the evaluation and calibration of the sensor
measurements are performed on an aqueous solution of KCl,
ranging from 0.00002 mol/l to 1 mol/l. Figure 5 shows the
frequency dependent measurement of the impedance |Z| of
the aqueous KCl solution, the distance between the
electrodes is constant.

Figure 5. Concentration measurement, variation in the concentration

In Figure 6 the result when measurement is being
performed at different distances of the electrodes is shown.
In this way, the appropriate geometric structure is found for
the measuring task.
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Figure 6. Concentration measurement, variation of the electrode distance

With the aid of the measured values, the amount and
phase |Z|, an equivalent circuit diagram is developed. The
values for the components are determined by a curve fitting.
The results are shown in the Figure 7. The equivalent circuit
is now allowing for the calculation of the resistor R1 from
the measured values and the calibration of the sensor to the
conductance. Figure 8 shows the graph of the curve fitting.

Figure 7. Equivalent circuit diagram and the curve fitting

Figure 8. Graph of the curve fitting

In Figure 9 the resistances as a function of concentration
from the curve fitting are plotted. Various layer structures,
geometries and measurement strategies are explored. The
aim is to explore a multi-component system with various
sensors at the same location. The concentration of the
components is derived from the signal pattern. If the sensor
is calibrated, the concentration of the ingredients can be
determined from the signal pattern. One application is the in-
line measurement in biogas plants to optimize the output.

.

Figure 9. Concentration measurement, variation of the electrode distance

An overview of the previous work done is detailed in [3]-
[5]. The cyclic voltammetry is partially used in micro-
sensors, but not in combination with the impedance
spectroscopy. The essential idea and novelty are related to
the connection of several measurement principles and
sensitivities to determine the concentration at the same
location. In summary, by combining multiple sensory
principles on a device it becomes possible to determine the
composition of substances contained in solution.

IV. EXPERIMENTS ON THE TERNARY SYSTEM WATER-
ACETIC ACID-PROPIONIC ACID

The ratio of acetic acid-propionic acid is a control
parameter for the operation of biogas plants [6]. The
sequence of processes in biogas plants is not explained here,
an intrigued reader might take a look at [7]. The
concentration measurement in this mixture is very
challenging because acetic acid and propionic acid share
similar chemical properties. The separate determination of
the concentration of acetic acid and propionic acid in the
mixture of the two materials is difficult because both
materials differ structurally only by an additional-CH2-
group, which is insignificant in terms of responsiveness and
many physical properties

Cyclic voltammetry is preferably used to investigate
redox processes in terms of their mechanism. It turns the
electrode material used as a limit to the administrable
voltage. Since acetic and propionic acid can be reduced only
under very drastic conditions to the aldehyde, it can be
expected that the cyclic voltammetry for the quantitative
determination of these two components provides no useful
results.

For the same reason, actually, no significant differences
in the dielectric properties of both substances in the
impedance spectroscopy arise. A variety of electrochemical
processes are modeled in the equivalent circuit with a CPE
(constant phase element). This reflects the ion mobility in the
solution, which also depends on the mass of the moving
particle. Thus the different molar masses of acetic and
propionic-acid could be used for the analysis in this way. In
Table 2, the two substances are shown.
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R1 and C3 in this case represent the influence of the used
multiplexer on the recorded spectra, while the remaining
elements result from the properties of the comb structure
used and of the measured liquid. First results show the
practicability of this method. In addition, by varying the
electrode spacing, all the other parameters which are
characteristic of the liquid can be varied in order to eliminate
them by a subsequent subtraction.

TABLE 2. COMPARISON OF ACETIC ACID AND PROPIONIC ACID

acetic acid propionic acid

Molmass (g mol-1) 60,05 74,08
pKs 4,76 4,87

Refractive index 1,371 1,386

V. CONCLUSION SECTION

With the sensor platform described in the article could be
shown that a combination by cyclic voltammetrie and
impedance spectroscopy in a measuring system is possible
and above all useful. Furthermore it could be shown by the
various sensor adjustments (geometry, material, etc.) of the
sensors used, and that this increased sensitivity liquids can be
analyzed optimal. These optimizations are thus of crucial
importance and represent an important decision process for
the application areas of the sensor platform. These
improvements will also enforce the ability to distinguish
between liquids in a liquid mixture. For the sample
application in Section IV, this means: To optimze the sensor,
the geometrical layout will be modified increasing the
sensitivity to discriminate better between acetic acid and
propionic acid.
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