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Foreword

The Seventh International Conference on Sensor Technologies and Applications
[SENSORCOMM 2013], held between August 25-31, 2013 in Barcelona, Spain, continued a
series of events covering related topics on theory and practice on wired and wireless sensors
and sensor networks.

Sensors and sensor networks have become a highly active research area because of
their potential of providing diverse services to broad range of applications, not only on science
and engineering, but equally importantly on issues related to critical infrastructure protection
and security, health care, the environment, energy, food safety, and the potential impact on
the quality of all areas of life.

Sensor networks and sensor-based systems support many applications today on the
ground. Underwater operations and applications are quite limited by comparison. Most
applications refer to remotely controlled submersibles and wide-area data collection systems at
a coarse granularity.

Underwater sensor networks have many potential applications such a seismic imaging
of undersea oilfields as a representative application. Oceanographic research is also based on
the advances in underwater data collection systems.

There are specific technical aspects to realize underwater applications which can not be
borrowed from the ground-based sensors net research. Radio is not suitable for underwater
systems because of extremely limited propagation. Acoustic telemetry could be used in
underwater communication; however off-the-shelf acoustic modems are not recommended for
underwater sensor networks with hundreds of nodes because they were designed for long-
range and expensive. As the speed of light (radio) is five orders of magnitude higher than the
speed of sound, there are fundamental implications of time synchronization and propagation
delays for localization. Additionally, existing communication protocols are not designed to deal
with long sleep times and they can't shut down and quickly restart.

In wireless sensor and micro-sensor networks, energy consumption is a key factor for
the sensor lifetime and accuracy of information. Protocols and mechanisms have been
proposed for energy optimization considering various communication factors and types of
applications. Conserving energy and optimizing energy consumption are challenges in wireless
sensor networks, requiring energy-adaptive protocols, self-organization, and balanced
forwarding mechanisms.

We take here the opportunity to warmly thank all the members of the SENSORCOMM
2013 Technical Program Committee, as well as the numerous reviewers. The creation of such a
high quality conference program would not have been possible without their involvement. We
also kindly thank all the authors who dedicated much of their time and efforts to contribute to
SENSORCOMM 2013. We truly believe that, thanks to all these efforts, the final conference
program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the SENSORCOMM 2013



organizing committee for their help in handling the logistics and for their work to make this
professional meeting a success.

We hope that SENSORCOMM 2013 was a successful international forum for the
exchange of ideas and results between academia and industry and for the promotion of
progress in the area of sensor technologies and applications.

We are convinced that the participants found the event useful and communications very
open. We hope Barcelona provided a pleasant environment during the conference and
everyone saved some time for exploring this beautiful city.
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Techniques for Increasing Network Functionality
while Remaining within Legal Maximum TX Duty
Cycle Requirements

Eoin O’Connell, Victor Cionca, Brendan O’Flynn
Tyndall National Institute
University College Cork
eoin.oconnell @tyndall.ie
Ireland

Abstract—In this paper, a technique is presented which allows
users of the license free ISM bands to increase functionality of
the wireless network while remaining within the maximum legally
allowed transmit duty cycle requirements. We show through
analytical modeling and empirical evaluation, that traditional
MAC and routing techniques result in a significant increase in
the overall TX duty cycle when sensor sample frequencies are
increased. Specifically, we focus on the 868MHz ISM band where
the maximum allowed legal TX duty cycle must be < 1%. Two
simple techniques are presented that significantly reduce the TX
duty cycle. The result of this technique is a reduction in power
consumption and more importantly, a method to increase network
functionality while remaining within the legal requirements. We
show that these techniques allow for sensor readings to be
collected far more frequently in multi-hop, receiver duty cycled,
wireless sensor networks.

Keywords—868MH?z limitations, Duty Cycle, Low Power, WSN,
Multi-Hop

I. INTRODUCTION

Considering that the license free bands can be occupied
by multiple co-existing wireless networks, transmit power
levels and maximum transmit duty cycle restrictions are placed
on the users. These sanctions are placed by the ISM band
regulatory authorities [1]. Examples of such systems which
can be found in residential homes, would be wireless smoke
alarm systems and wireless burglar alarm systems. These
restrictions are put in place to maximize fairness and reduce
the probability of interference/ collisions. Operation in the
license free 868—868.6 MHz ISM band requires maximum
TX duty cycles of <1% (Class 2) and maximum TX power
levels of approximately +14dBm. Other nearby bands require
<0.1% (Class 1). This specific duty cycle requirement of <1%
translates to a maximum of 36 seconds of TX activity within
one hour and a maximum length of 3.6 seconds for any single
transmission. (See Table I ).

These restrictions place limitations on the functionality of
the network, specifically, they limit the rate at which sensor
readings can be reported to the network sink. Increasing the
sensor reporting rate increases the TX duty cycle. The rate
at which sensor readings must be reported from each node
in the network, is a largely application based requirement.
Depending on the application, these regulatory restrictions may
impose a limit on the desired sensor report rate and the network

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-296-7

TABLE I: Frequency Bands For Non-Specific Short Range
Devices in Europe

Frequency Band | Max ERP | TX Duty Cycle | Bandwidth
868—868.6MHz 14dBm < 1% No Limits
868.7—869.2MHz 14dBm < 0.1% No Limits

engineer will need to be satisfied with a lower sampling rate.
To overcome the issues described above, two techniques are
implemented to reduce the overall TX duty cycle of the multi-
hop network as a whole. The first technique and the one that
has the largest impact on reducing the TX duty cycle is a
neighbor schedule learning system. Using this layer 2 MAC
protocol optimization, nodes learn when neighboring nodes
are expected to wake up and choose the most energy efficient
time to begin contacting them. The result of this is a drastic
reduction in TX duty cycle.

The second technique is a layer 3 routing optimization,
whereby nodes piggyback their sensor readings into packets
from upstream nodes within the multi-hop network. When
a packet is received which requires forwarding towards the
network sink, this triggers the recipient of the packet to
carry out a sensor reading. This optimization results in fewer
transmissions and more optimal utilization of the maximum
payload length of the physical layer itself.

A. TX on time during transmissions

The length of time for which the radio is in TX mode
during each transmission to a duty cycled neighbor, varies
greatly from MAC protocol to protocol. To guarantee reliable
communication, non-acknowledge based MAC protocols such
as B-MAC and BoX-MACI are required to leave the radio
transceiver in TX mode for the full duration of the receive
check interval (Tw) [8], [6]. The receive check interval is
the time interval between receive check operations in duty
cycled WSN nodes. Conversely, acknowledge based protocols
such as X-MAC and BoX-MAC?2 stop transmitting as soon
as an ACK is received [2], [6]. On average, this ACK packet
will be received half way through the receive check interval.
Interestingly, the total length of time for which both of these
protocols spend in TX mode during transmissions to duty

. . . Ty
cycled neighbors, is approximately equal to —*. On average,
the overall time the radio is active for during transmissions is
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indeed TTW During this time period of TTW, the radio spends
a share of its time in TX mode sending packets and the rest
in RX mode listening for ACK (acknowledge) packets. In the
case of BoX-MAC?2, the proportions of time spent in RX and
TX will vary as the payload length changes. X-MAC on the
other hand spends fixed lengths of time in both TX and RX
during the contacting phase due to its RTS (Request To Send)/

CTS (Clear To Send) system.

The goal of this work is to provide a simple technique
to lower TX duty cycle, allowing users of the license free
bands to increase network functionality.In Section II, a detailed
description is given into the functionality of both of these tech-
niques. In Section III, modeled results are presented showing
the potential savings in TX duty cycle that can be achieved.
In Section IV, the experimental setup is explained, empirical
test data is presented and compared against our simulated
results. In Section IV-D, we discuss these important results and
their implications. Finally a brief summary of related work is
presented in Section V and in Section VI we conclude and
suggest a few topics for further expanding this work.

II. DESIGN

The MAC protocol used for testing is structurally very
similar to X-MAC. It consists of an RTS/ CTS preamble
wakeup stream which contains source and destination address
information. A node which receives an RTS packet addressed
to itself, responds with a CTS (containing source and destina-
tion address) packet to the sender. Upon reception of the CTS
packet at the sender, it proceeds by sending the payload data
and waits for a payload acknowledge message. The duration
of one send RTS packet and listen for CTS cycle is 2.4ms,
one cycle consists of 1.2ms of TX time and 1.2ms of RX time
listening for a CTS packet.

A. Reducing TX On Time through Neighbor Schedule Learning

To reduce the energy required to send data packets, a mech-
anism to learn the wakeup schedules of neighboring nodes
is implemented. Learning schedules involves no additional
synchronization packets. Each node in the network maintains
its own wakeup schedule, and simply guarantees that each
periodic receive check will occur at an integer multiple of the
network wide receive check interval.

The times at which nodes wake up are random in terms
of when the application firmware begins running, but fixed in
terms of when they are allowed to perform receive checks.
The firmware on each node may begin operating at different
times, but the interval between receive checks will remain to
be an integer multiple of global receive check period for the
duration of the nodes lifetime (excluding drift). Nodes must
obey this wakeup schedule independent of their own tasks.

With wakeup scheduling now handled by the aforemen-
tioned mechanisms, each node in the network can learn the
time offset between its wakeup schedule and those of its
neighbors. During the very first interaction between two nodes,
the sender stores the number of RTS/CTS cycles it required
before the destination responded. This number of attempts is
stored in a neighbor specific data structure and is proportional
to the time offset between their respective wakeup schedules.
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Fig. 1: Vertical arrows indicate when each node wakes at
integer multiples of the receive check interval (1 second
here). Node B learns the time offset to Node A and applies
this learned offset (§) during next transmission. Graph also
illustrates how receive checks will drift (7,71)

One additional byte is required to store the time offset between
wakeup schedules, hence the system is scalable.

During the next transmission to this particular neighboring
node, the sender now knows reasonably accurately, when the
destination will wakeup. The sender recalls the time offset
value from the neighbor specific data structure, and delays ac-
cordingly so as to begin performing RTS/CTS cycles a few ms
before the destination is expected to wakeup. This time offset
is updated during every encounter to account for oscillator
drift. The offset learning process is illustrated in Figure 1.In
Figure 1, node B first learns the time offset between its wakeup
schedule and that of node A, during the next transmission it
uses the learned time offset and delays accordingly before
contact the destination. In our implementation, the sender
begins attempting to contact the destination 9.6ms (Tsync = 4
RTS/ CTS cycles) before it is expected to wakeup.

B. Piggybacking Data Messages

The primary task of each node in the WSN is to report
periodic sensor readings to the network’s sink. To reach the
network sink, nodes at the outer edges of the deployment may
have to route through several nodes, depending on the density
and RF environment of the deployment.

The underlying idea of our piggybacking optimization is as
follows: nodes that happen to lie in a path that has neighboring
nodes generating or forwarding data packets will piggyback
their sensor readings into messages which are being forwarded.
This process is described graphically in Figure 2. Traditionally,
this is done differently and each individual node generates its
own periodic data messages.

To accommodate piggybacking, the payload is partitioned
into different blocks. Each node which forwards the packet,
adds its sensor readings to the payload in a specific position.
The position is dependent on the hop number. The leaf node
that generated the packet, adds its sensed data to position
0. The next node to interact with and forward the packet
adds its sensed data to position 1. In our implementation and
application, each node adds a total of 5 bytes to the payload
and the length of the variable data packet. Additionally, packets
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Fig. 2: Data piggybacking. Each node along the path intelli-
gently adds their sensor readings to the payload of incoming
messages. Reduces extra wasteful transmissions

contain a routing header. Forwarding nodes increment a Hop
Count value, and add the ID and RSSI of the last hop to the
routing header. Packets that originate from nodes which have
a direct RF path to the network sink are short. Payload lengths
grow linearly as the hop count increases. At the bit rate of the
physical layer in use, each byte adds a total of 80uS to the
length of the payload.

When the network sink receives a unique sensed data
packet, it first examines the hop count of the packet in the
routing header. Depending on this value, it knows how many
nodes have interacted with the packet and included sensor
readings. It is also aware of the position in the payload where
to find sensor readings from the N** hop.

III. SIMULATION

To estimate the TX duty cycle across different data send
intervals with and without optimizations, the system was
modeled in Matlab. The model calculates the overall TX duty
cycle resulting in sending data packets at different rates,when
one child node is attached and assumes sending to a duty
cycled neighbor. The algorithm used is shown in Algorithm 1.
Each transmission incurs a total TX time of Tgyncms worth of
RTS/ CTS attempts, i.e., 4.8ms of TX time, plus the length of
the payload. A payload length of 24 bytes is 2.4ms at the bit
rate of the physical layer. The simulated experimental length
was 2 days. The TX duty cycle is hence the total time spent

Algorithm 1 Model of TX on time during transmissions,
neighbor learning enabled

Initialize Variables
repeat
Time In TX = 0.0048s + Payload Length
Accumulated_Time += Send Interval
until Accumulated_Time > 2Days
Duty Cycle = Time In TX / 2 Days

in TX mode divided by the length of the test. The results
are shown in Figure 3. This graph includes 4 curves, two
for neighbor learning enabled and two for neighbor learning
disabled. The two curves where neighbor learning is enabled,
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TABLE II: Simulated duty cycle values when changing the
data send intervals, NL=Neighbor Learn, PB=Piggybacking,
None=No optimizations

Interval | NL+PB NL PB None
Is 0.72% 1.44% 254% | 50.8%
6s 0.12% 0.24% | 4.233% | 8.47%
20s 0.036% | 0.072% 1.27% | 2.54%
40s 0.018% | 0.036% | 0.635% | 1.27%

include piggybacking enabled and disabled. The same applies
for the other 2 curves, where neighbor learning is disabled.

TX Duty Cycle Wth and Wthout Learn/ Piggybacking
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Fig. 3: Results of simulation showing the reduction in TX duty
cycle due to Neighbor Learning and Piggybacking

In the case of neighbor learning and piggybacking being
enabled, the simulation predicts a 70 times reduction in TX
duty cycle compared to both being disabled. With both op-
timizations, nodes are capable of achieving 0.72% TX duty
cycle forwarding data packets every 1 second. With both
optimizations disabled this time increases to 52 seconds.The
results are summarized in Table II. For each transmission, the
node without neighbor learning spends on average half of the
receive check interval performing RTS/ CTS, in this scenario
that is 0.5s. Of that 0.5s half is spent in TX mode, or 0.25s
(as previously discussed in Section II).

In the case of only the piggybacking optimization being
enabled, there are two unique scenarios. Firstly, the node under
test has piggybacking disabled and it forwards data packets
for its child node and also generates its own additional data
packets.The simulation shows it is only able to provide < 1%
TX duty cycle when packets are being generated every 52
seconds. When piggybacking alone is enabled, the nodes can
report back sensor readings every 26 seconds while remaining
< 1% TX duty cycle.

IV. EMPIRICAL EVALUATION
A. Testbed

The testbed used for this experiment consists of custom de-
vices, comprised of a PIC24F microcontroller and an SX1211
868MHz radio transceiver. The radio is operated at 100kbps
data rate and a sleep current of 1uA is achieved for the
platform. The hardware platform is pictured in Figure 4.



SENSORCOMM 2013 : The Seventh International Conference on Sensor Technologies and Applications

Fig. 4: Testbed WSN node, SX1211 868MHz radio and
PIC24F microcontroller

B. Measuring TX on time

To be able to accurately estimate the overall TX duty cycle
of deployed nodes, a counter is implemented in software which
keeps track of the total amount of time spent in TX mode.
This counter is included in each transmission and allows the
network sink to keep track of how much time each node spends
in TX mode.

The basic unit of time for this counter is Ims, each
increment of the 32-bit counter is equal to 1ms and it overflows
after 60 days of constant TX on time. 1ms is the length of
an RTS packet and is hence a convenient unit of time. Each
transmission which takes place, results in the counter being
incremented by the number of RTS/ CTS attempts required
to contact the destination, plus the length of the payload
transmission. This technique enables very accurate monitoring
of the time spent in TX mode at each node. An example of
this counter working is a transmission which requires 100 RT'S/
CTS attempts to contact the destination and a payload length
of 2ms. This transmission would results in the counter being
incremented by 102, 100 for the RTS transmissions and 2 for
the length of the payload.

The network sink which always listens, sends all received
data packets to a PC over USB, where the results are logged.
Using the technique described above, the TX duty cycle can
be easily calculated for each node using Equation 1.

Packets x 0.0011
Dut 1 =1 1
uty Cycle(%) 00 Length of Test M

A screen-shot of the printout from the network sink is
shown in Table III. Here nodes 34 and 35 are forwarding
packets through node 12 every 5 seconds.The TX duty cycle
counter counts the total time spent in TX during transmissions,
as can be seen in Table III, the difference between the two
consecutive transmissions is 5 counter units or (5*1ms) Sms.
Also included is the RSSI of each hop, -54dBm from nodes
34 and 35 to node 12, and -44dBm from node 12 to the
network sink. Most importantly from Table III the packet
counter feature can be seen, node 35 requires 5 packets to
send its status message (1395-1390).
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TABLE III: Log at Network Sink

Hop | ID | Pkts | RSSI | ID | Pkts | RSSI Time
RI | 35| 1390 | -64 12 | 7183 | -44 | 7:1:23:45
RI | 34 | 1316 | -54 12 | 7186 | -44 | 7:1:23:48
R1 | 35 | 1395 | -64 12 | 7189 | -44 | 7:1:23:50
R1 | 34 | 1321 -54 12 | 7192 | -44 | 7:1:23:53

C. Experimental Setup

To validate our modeled results presented in Section III
a small network was deployed using the node pictured in
Figure 4. The node’s firmware also contains layer 3 routing
protocols and these may cause fractional overheads in terms
of TX duty cycle. An example of one of these overheads is
a periodic probe message to check if the network sink is in
range. The network sink was configured to be in an always
listening state. This reduces the TX duty cycle of nodes which
can communicate with the network sink because they only
ever need 1 RTS/ CTS cycle before the payload data can be
sent. All nodes were programmed to perform receive checks
once a second and forward data packets at the same rate. The
sensor sample interval and hence packet generation intervals
were chosen to be 1, 2, 5, 10, 20, 30, 40 and 60 seconds.

The first experiment was devised to measure only the
difference between nodes with neighbor learning enabled and
disabled. For this experiment which was conducted, a total of
17 nodes were deployed in a large office and a maximum of
2 hops was observed. After having deployed the 17 nodes, it
was observed that 11 of the nodes were able to communicate
directly with the network sink. The remaining 6 were forced
to route their messages through the 11 nodes which had a
path to the network sink. The nodes of interest were the 6
nodes which did not have a direct RF path to the network sink
because they were required to send to duty cycled neighbors. 3
of them were programmed with neighbor learning enabled and
3 without. Tests were conducted for 24 hours and all results
were logged on a PC which was connected to the network
sink. Of the 6 nodes under test, their TX duty cycles were
calculated using Equation 1. 'Packets’ represents the software
packet counter shown in Table III and explained in Section
IV-B.

The second experiment was devised to test the piggyback-
ing and neighbor learning technique combined and a slightly
different topology was required. The reason being that in the
first experiment the leaf nodes were the only nodes sending
to duty cycled neighbors. A controlled 3 hop topology was
required because the nodes under test needed to be parent
nodes, and still forward to duty cycled neighbors. The topology
is depicted in Figure 5 and the nodes under test are the yellow
nodes (2"¢ row from right).

D. Results

The first experiment was devised to solely measure the
efficiency of our implemented neighbor schedule learning
optimization. The TX duty cycle of a total of 6 leaf nodes
was measured over a 1 day period (3 with neighbor learning,
3 without). The results are summarized in Table IV. Each
test (i.e., each send interval) was carried out a total of 3
times and the maximum,minimum and overall average TX
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Fig. 5: Topology for 2"¢ Experiment, Yellow nodes are the
nodes under test

duty cycles are listed in Table IV. In Figure 6 , simulated
and tested results are compared. The empirically tested values
are in extremely close agreement with the modeled results. The
maximum variation in the predicted vs the measured duty cycle
is 0.044% when sending packets every 40 seconds. Minute
variations can be observed between the predicted and tested
results, these variations can be explained by layer 3 routing
protocol overheads. These variations can be explained by the
overheads mentioned in Section IV-C.

The second experiment was designed to measure the effi-
ciency of our piggybacking and neighbor learning algorithm
combined. The TX duty cycle of 3 parent nodes each with 1
child node a piece, was measured. The experiment was car-
ried out using a number of different configurations. Different
combinations of piggybacking/ neighbor learning enabled and
disabled were used. The results are presented in Figure 6. In
the case of piggybacking only being disabled, the parent node
under test forwards packets for its child and generates its own
packet during each data send interval. In the experiment where
piggybacking was enabled, the parent node sends only one
packet during each data send interval. The difference in TX
duty cycle is intuitively approximately 50%, as the workload
of the parent is reduced by a factor of 2 when piggybacking
is enabled. The slight increase in the payload length due to
piggybacking is insignificant when compared to the amount
of time spent in TX mode during the RTS/ CTS phase of the
transmission (each byte adds only 80us compared to Ims for
an RTS/ CTS cycle).

In the case of neighbor learning and piggybacking being
enabled we observe a 70 times reduction in TX duty cycle,
0.7% forwarding every second (6b), when both are disabled
this forwarding rate must be increased to almost 50 seconds
to achieve < 1% TX duty cycle (6a). With both optimizations
enabled, parents with a single attached child node can forward
packets every 8 seconds to comply with the < 0.1% TX duty
cycle restrictions (6b), with 2 child nodes attached this figure
increases to 16 seconds.

From Figure 6a, there is very close correlation between
experimental and predicted results. With only piggybacking
enabled the data send interval can be 26 seconds while still
remaining below 1%, with it disabled, the data send interval
must be 52 seconds to comply with the 1% TX duty cycle
restrictions.
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TABLE IV: Simulated Duty Cycle Values vs Tested, Experi-
ment 1. Minimum, Maximum and Average values included

Interval | Simulated | Test (Avg) | Test (Min) | Test (Max)
1s 0.72% 0.74% 0.71% 0.76%
2s 0.36% 0.37% 0.33% 0.39%
10s 0.072% 0.079% 0.076% 0.078%
20s 0.036% 0.039% 0.036% 0.042%
30s 0.024% 0.026% 0.025% 0.028%

V. RELATED WORK

In terms of the two optimizations and their novelty, there
are some similar concepts to be found in the literature.
Protocols such as WiseMAC [4] and Hui and Culler’s tech-
niques in [5], use similar neighbor schedule learning systems.
The differences between WiseMAC and this work are the
following: WiseMAC uses an uninterrupted preamble wakeup
sequence that doest not contain address information. This work
uses an RTS/CTS system which will stop as soon as the
destination responds (zero over-listening). WiseMAC requires
periodic exchange of scheduling information, this work does
not. WiseMAC relies on a Layer 1 receive check, this work
uses Layer 2 (i.e., lower power in dense networks due to less
overhearing but a slight increase in receive check energy).
WiseMAC is also for infrastructure networks and it only
considers down-link traffic (parent to children).

In [5], the authors briefly mention and describe their neigh-
bor schedule learning system. They improve upon WiseMAC’s
preamble only wakeup stream by adding some address infor-
mation into the wakeup stream. Receive checks are layer 1
based and nodes which overhear can quickly decide the packet
is not destined for them because of the embedded address
information. But still overhearing does occur, unlike this work.
Schedule information is exchanged by including extra data in
acknowledge messages, in this work no extra data is transferred
to provide neighbor schedule learning.

Ye et al. in SCP-MAC [10], present a MAC protocol where
all nodes are scheduled to wake during the same time window.
Transmissions now take place within this window, resulting in
a reduced TX duty cycle compared to standard duty cycled
MAC techniques. SCP-MAC requires additional scheduling
packets to be transmitted and this has an impact on the overall
TX duty cycle, it also suffers from high receive check energy
and high latency.

The authors in [4], [5] and [10] present results on the
reduction in power consumption of their techniques but fail to
investigate the potential reduction in TX duty cycle. This work
leverages some of these concepts and simplifies/ optimizes
them and applies them to industrial applications.

VI. CONCLUSION & FUTURE WORK

In this paper, two techniques to reduce TX duty cycle are
described, simulated and empirically evaluated. WSNs which
must report real time sensor readings are considered and data
aggregation techniques such as in [9] are not considered.
Our techniques improve functionality of WSN deployments
by allowing users of license free bands to increase network
activity, while still remaining within the legal maximum TX
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(a) Results of simulation showing the reduction in TX duty cycle due
to Piggybacking alone. Upper two curves have piggybacking disabled
and lower two have it enabled. Excellent correlation between predicted
and tested results. In general piggybacking reduces TX duty cycle by
a factor of 2
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Fig. 6: Empirical Test Results vs Simulated Results

duty cycle requirements. Using both of the aforementioned
techniques, it is demonstrated that sparse (non-dense) networks
can provide sensor readings 70 times more frequently to
comply with the < 0.1% TX duty cycle requirements of some
of the ISM bands.

Specifically, it is shown that using both techniques and
having only 1 dependent child, sensor readings can be for-
warded every 8 seconds while still complying, and every 16
seconds when 2 child nodes are attached. The result is a far
more active network which is able to provide more frequent
sensor readings to the end user. Another important by-product
of the drastic reduction in TX duty cycle is the reduction
in power consumption and increased lifetime of the battery
powered network.

There are a few distinct areas where our work can be
improved upon and developed further. For applications where
latency is not an issue, large savings in TX duty cycle could
be made if nodes which are under a large workload (i.e.,
multiple child nodes) could queue received data packets and
transmit them all in one burst. This would prevent the TX duty
cycle from increasing with workload, the disadvantages of this
approach would be that sensor readings would no longer be
real-time and payload lengths would increase drastically. The
performance of the developed techniques in large scale multi-
hop deployments is also of interest. The authors would also
like to compare their work against other cross layer approaches
such as Dozer and Koala [3], [7].
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Abstract—Experiments with wireless sensor networks have
shown that asymmetric and unidirectional links do not only exist,
but are indeed quite common. Still, many people argue that
the gain in connectivity is not worth the effort of making them
usable for routing protocols. In this paper, we follow the opposite
approach and introduce Unidirectional Link Triangle Routing,
which reduces the overhead and, therefore, makes unidirectional
links usable on the routing layer.
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I. INTRODUCTION

Unidirectional links represent a serious problem for many
routing protocols. Even though experiments with wireless
senor networks have shown that they are quite common (e.g.
[11, [2], [3], [4]), most routing protocols still ignore their exis-
tence or try to remove their implications by using blacklisting
or similar methods.

Most of the available protocols that use unidirectional links
need to inform the upstream node of its outgoing unidirectional
link explicitly, which is often done proactively and introduces
a lot of overhead [5]. One possible conclusion that is often
drawn from this fact is that using unidirectional links in a
routing protocol does not pay off. An alternative is to reduce
the overhead produced by the protocols. We argue that the high
number of unidirectional links found in experiments makes
using them absolutely mandatory and introduce Unidirectional
Link Triangle Routing, a routing protocol for wireless sensor
networks with often occurring unidirectional links.

The mechanisms used by Unidirectional Link Triangle
Routing to make unidirectional links usable without introduc-
ing too much overhead are described in Section II, followed by
an evaluation both with simulations and real world experiments
in Section III. Related work is shown in Section IV. We finish
with a conclusion in Section V.

II. UNIDIRECTIONAL LINK TRIANGLE ROUTING

Unidirectional Link Triangle Routing (ULTR) has been
designed to use unidirectional links instead of ignoring them
or removing their implications. To make them usable, it can
cooperate with a neighborhood discovery protocol if one is
necessary for the application, or with the MAC layer if a
TDMA protocol is used.
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To make an existing neighborhood table usable for ULTR,
a neighborhood table entry on node A should consist of at
least three parts:

1)  the ID of the neighbor (e.g. B),
2)  the status of the link to that neighbor
3) the ID of a potential forwarding node

The status of a link is either bidirectional, unidirectional-
incoming or unidirectional-outgoing. The forwarding node is
only necessary if the link is unidirectional-incoming.

When a node wants to transmit a message to another node
that is not included in its neighbor table or its routing table, it
starts a route discovery by transmitting a route request (RREQ)
message. This message is flooded through the network and
creates routing entries for the source on all nodes it passes. The
entries include only the next hop and the distance, resulting in
a distance-vector protocol like AODV [6].

The differences start once the destination has been reached
and transmitted the route reply. When a node receives a
message that is not flooded, i.e., a route reply (RREP) or
DATA message, it checks its routing table to find out which
of its neighbors is the intended next hop, just like in AODV.
Unlike AODV, there is another step after that one. Once the
node knows the neighbor that has been chosen to forward
the message, it checks its neighbor table to see if the link
to that node is currently an unidirectional-incoming one. If
it is, and a detour of one hop is possible, the node forwards
the packet first to the detour node which, in turn, retransmits
the message to the intended node. Otherwise, the message is
silently discarded. Please note that broken links may be treated
just like unidirectional-incoming ones.

Figure 1 shows a small part of a network and the cor-
responding neighborhood table entries used in this protocol:
The nodes A, B and C are connected bidirectionally, with
the exception of the link between nodes A and B, which is
unidirectional and enables only transmissions from B to A. The
neighborhood table of node A consists of two entries: one bidi-
rectional entry for node C and a unidirectional-incoming one
from node B, with node C denoted as designated forwarder.
The neighborhood table of node B contains node A, which
would not be possible without a two-hop neighborhood discov-
ery protocol, as node B does not receive any messages from
node A. The link is marked as unidirectional-outgoing, and,
thus, does not need any forwarder. The second entry features
node C with a bidirectional link, needing no forwarder either.
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Fig. 1: Neighbor Table Entries in Unidirectional Link Triangle Routing

Finally, the neighborhood table of node C contains nodes A
and B, both marked as connected through bidirectional links
and not needing any forwarders.

The unidirectional link and the detour that is taken on the
way back form a triangle. Therefore this protocol is called
Unidirectional Link Triangle Routing.

ULTR is similar to the link layer tunneling mechanism
proposed by the unidirectional link working group of the IETF
[7], but does not require multiple interfaces on the nodes
to communicate. Also, depending on the used neighborhood
discovery protocol, it may even be able to work with triangles
that include more than one unidirectional link, which the link
layer tunneling mechanism cannot handle. Moreover, ULTR
works completely on the routing layer, the link layer is not
involved. This is an advantage when timeouts are used, because
the extra hop and the resulting longer delay are not hidden from
the routing layer.

A. Neighborhood Discovery

The neighborhood discovery protocol needed for ULTR
may be quite simple and needs only be started on a node once
it receives the first message from a neighbor, i.e., when the
first route request message is flooded into the network. Once
it has been started, the neighborhood discovery protocol should
regularly transmit a message containing the IDs of all nodes
from which this node has recently received messages and the
status of its links to and from them. When a node receives
such a hello message, it checks whether its ID is contained
therein. If it is not, the receiving node knows that it is on the
receiving side of a unidirectional link.

In protocols that do not use unidirectional links, a lot of
overhead would now be necessary to inform the upstream node
(the sender of the hello message) of the unidirectional link.
In this protocol, the upstream node does not need to know
about its existence. The receiving node only marks the link as
unidirectional-incoming in its neighbor table.

When a node A receives a hello message via the bidirec-
tional link from node C in which the upstream node of the
unidirectional link is listed and the link to that node (from C
to B) is marked as bidirectional, node A enters the sender of
the hello message (node C) as a forwarding neighbor into the
corresponding neighbor table entry (for node B). Please note
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that this would also be possible if there was a unidirectional
link from C to B, but the proactive detection would introduce
a large overhead and solve only one special case: If there is
a unidirectional link from C to B and no other neighbor of A
has a bidirectional link to B.

When a message (RREP or DATA) is sent the reverse way,
it needs to be forwarded along a one-hop-detour. This message
may be used to inform the upstream node of the link, which is
then entered into the upstream node’s neighborhood table as
unidirectional-outgoing. Please note that for the routing alone
this information would not be necessary, indeed it would be
easy to hide the fact that the message has taken a detour.
But for the sake of timers that may be used for retries on
MAC, routing or transport layer it helps to know that the delay
could be twice as high. In this case the information about this
special link may be acquired “for free” and could be used
to solve the problem described above. The information about
the unidirectional-outgoing link may also be used by the MAC
layer not only for retries, but also to determine the correct two-
hop neighborhood of a node, which is a mandatory information
for TDMA protocols.

B. Message Types

ULTR uses three message types: Route Request, Route
Reply and DATA. Figure 2 shows an example for each of
them:

A Route Request message contains the identity and se-
quence number of the source which are used for duplicate
detection, followed by the identity of the destination. The hop
count is incremented by one on each hop as usual, and the
identity of the last hop is used to build the backward route. A
Route Reply message contains sequence number and identity
of the source for duplicate detection as well as the identity of
the destination. For forwarding purposes the next hop and, if
necessary, the forwarding node are included. The DATA packet
contains the sequence number and identity of its source as
well as the identity of its destination. This is followed once
again by the identities of the next hop and, if suitable, the
forwarding node. The last part of the DATA message contains
the application data.
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Fig. 2: Message Types Used in ULTR

C. ULTR without Neighborhood Discovery Protocol

ULTR relies on a neighborhood discovery protocol, which
supplies information about incoming and outgoing unidirec-
tional links. If neither the application nor the MAC protocol
needs a neighborhood discovery protocol, a variation of ULTR
with passive link detection may be used. But passive link de-
tection means that sometimes a node does not know about links
to its neighbors, even though they are available. Therefore, a
second mode of operation is introduced: if a node does not
have a link to the next hop in its neighbor table, it forwards
the message nonetheless, with an additional flag telling its
neighbors that any of them that do have an active link to the
next-but-one hop (i.e., the siblings of the next hop) should also
forward the message.

When this variation is used, some modifications to the
message types are necessary (see Figure 3). Information about
the last hop needs to be included in RREQ messages, in
addition to the current hop. Both node IDs are stored in the
routing table. A node decides which entry to use depending on
the overheard status of the link. If the next hop is assumed to be
connected by a bidirectional link, the normal next hop is used.
Otherwise the message is set to detour mode and the next-
but-one hop is used. The last hop is also used for implicit link
detection: If a node overhears the transmission of a message in
which it is denoted as last hop, it knows that the link between
itself and the current hop denoted in the message is currently
bidirectional.

A RREP message contains three node IDs instead of only
two: The last hop ID and current hop ID are used to build the
backward route for normal and for detour mode just as they are
used in the RREQ. The next hop ID is used for forwarding.
However, the RREP also contains a flag denoting the mode
of transmission, which can take on the values “normal” and
“detour”. It is evaluated upon message reception to decide
whether a node shall forward the message or not. In normal
mode it only forwards the message when it is denoted as the
next hop in the message, in detour mode it also forwards the
message if it has the next-but-one hop in its neighbor table.

The DATA message features the same three node IDs that
are present in the RREP message. For routing purposes alone,
the last hop ID would not be needed, but it is nevertheless
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included for link status detection. The mode flag is also present
again, to enable the usage of a one-hop detour if the status
of the next link is unknown or known to be unidirectional-
incoming.

D. Cooperation with the MAC-Layer

Like all routing protocols that use unidirectional links,
ULTR also needs a MAC that can transmit over unidirectional
links. The information about the existence of the unidirectional
links probably needs to be collected to a certain extend anyway,
depending on the MAC protocol used. So either this may be
retrieved from the MAC without additional cost, or the MAC
protocol can query the routing layer for link information using
an appropriate interface.

ULTR was designed specifically to use unidirectional links.
This makes it imperative to use a MAC layer that can also
transmit over unidirectional links. Any protocol that uses the
standard “request to send” - “clear to send” mechanism is
completely unsuitable, as no ’clear to send” message will ever
be received over an outgoing unidirectional link. Moreover,
nodes with an outgoing unidirectional link will never know that
they could be disturbing the communication between two other
nodes. There are some improvements that allow contention
based protocols to work with unidirectional links, e.g., ECTS-
MAC [8].

Some of the MAC protocols that use unidirectional links
route their link layer acknowledgments back to the upstream
nodes. For this, the neighborhood table used by ULTR could
be reused.

Plan based MAC protocols need to know the two-hop
neighborhood of each node to identify the collision domain.
Within this domain, the varying parameter (e.g. frequency
(FDMA), code (CDMA) or slot (TDMA)) needs to be unique
for each node. Therefore, a neighborhood discovery protocol,
which finds these two-hop neighbors, is needed. If the MAC
protocol already has its own neighborhood discovery protocol,
it only needs to make the gathered information available to
ULTR.

The usage of such a neighborhood discovery protocol
would also implicitly solve the “special case” of a unidirec-
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Fig. 3: Message Types in ULTR Without Neighborhood Discovery Protocol

tional link triangle with more than one unidirectional link,
enabling ULTR to make use of such links as well.

This usage of a single neighborhood discovery protocol
for both MAC and routing reduces communication overhead
and memory consumption by far. It also ensures that both
layers work on the same data. If they would use different
algorithms, different storage sizes or replacement strategies,
lots of problems could result, as described, e.g., in Murphy
Loves Potatoes [9].

III. EVALUATION

The performance of ULTR in the original form depends
mainly on the quality of the link information supplied by the
neighborhood discovery protocol used by the application. As
it is not foreseeable which protocols will be used, the version
of ULTR that uses its own passive link detection mechanism
was evaluated and compared to four related work protocols:
AODVBR [10], DSR [11], Tree Routing and Flooding. Tree
Routing was chosen because it is still the most common routing
protocol used in wireless sensor networks. DSR was chosen
for its ability to handle unidirectional links, and AODVBR has
an interesting way of recovering lost data messages. Flooding
was also included to define an upper limit to the number
of messages that may be delivered in the simulations, where
the delivery ratio of a protocol is defined as the number of
messages delivered by that protocol divided by the number of
messages delivered by Flooding. Determining the maximum
number of messages that may be delivered by Flooding was
necessary, because the used connectivity model changes links
between nodes often and does not guarantee that a path
between two nodes exists at all.

The evaluation was split into two parts, simulations and
real world experiments. The simulations were based on the
discrete event simulator OMNeT++ [12] with the MiXiM [13]
extension and were used to evaluate the performance of the
selected routing protocols in the presence of unidirectional
links, without interference from the MAC layer. Excluding the
MAC layer kept the results interpretable.
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As the influence of the real hardware and the MAC layer
may be quite strong in a sensor network, real word experiments
formed the second part of the evaluation. The real word
experiments were realized using 36 sensor nodes of type eZ430
Chronos [14] from Texas Instruments and used the CCA MAC
supplied by the hardware.

A. Simulation Results

The networks used in the simulations consisted of four
sizes of grids: 100 nodes (10 x 10), 400 nodes (20 x 20),
900 nodes (30 x 30) and 1600 nodes (40 x 40). The grid
layout was chosen to represent an application that needs area
coverage, with each sensor node placed one distance unit from
its direct neighbors above, below, to the right and to the
left. However, as mentioned before, the connectivity between
nodes was not simply determined by their distance, but rather
by a certain probability, that depended only partially on the
distance. Also, links changed often and unidirectional links
were common in the simulations, as they have been shown to
be in the real world. The results presented here are averages
of more than 600 simulations for each network size.

The delivery ratio achieved by each protocol in the simu-
lations is shown in Figure 4. It may be seen that the delivery
ratio of the related work protocols strongly declines with
increasing number of nodes and therefore network diameter.
For Tree Routing, this may be explained by the absence of a
real route maintenance mechanism. When the forwarding of
a message fails due to link break or because the link turned
unidirectional incoming, two retransmissions are tried. If the
link becomes available again during those two retries, the
message has gained one hop, otherwise it is lost. AODVBR
uses an intelligent way to recover lost data messages, building
a fish bone structure during route discovery. However, this
mechanism is used only for data messages, once the initial
route has been established. The main problem of AODVBR
is this establishment of the initial route, which consists of
a route request (RREQ) flooding and a route reply (RREP)
transmission along the inverted path taken by the fastest
RREQ. If the RREP is lost, e.g., due to the presence of a
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Fig. 4: Delivery Ratio achieved in the Simulations

unidirectional link on the path taken by the RREQ, no initial
route may be found. This problem arises quite often due to
the nature of unidirectional links, namely their longer reach
which often exceeds that of bidirectional links by far. DSR can
work in the presence of unidirectional links, which is one of
the reasons it was chosen for comparison. However, it suffers
heavily from dynamic link changes, as the route maintenance
mechanism of DSR in the mode that uses unidirectional links
produces a lot of overhead. ULTR on the other side delivers
more than 95% of the number of messages delivered by the
reference protocol Flooding.
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Fig. 5: Number of Messages transmitted to deliver a single
Application Message in the Simulations

The efficiency of the protocols measured in messages
transmitted in order to deliver a single application message
is shown in figure 5. The low number of delivered messages
and extremely high number of transmitted messages absolutely
disqualify DSR for the simulated type of network with its
often changing links. Interestingly, Tree Routing shows the
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best performance when only the network load is considered.
This is due to its simplicity and the low cost of transmission
failure: Where other protocols use complex mechanisms to
repair the broken route, Tree Routing only uses its two
retransmissions, resulting in a maximum cost of 3 times n
transmissions, where n is the route length. For comparison:
An unsuccessful forwarding of a message in DSR results in a
route error message being transmitted to the originator of the
message, which then starts a new route discovery by flooding
the network with RREQ messages. Once one of these reaches
the destination, the network is flooded again with the route
reply, due to the operation in unidirectional link mode.

When considering only this figure, Tree Routing seems to
be the optimal choice. However, as shown earlier, it has a very
low delivery ratio for larger networks. Therefore, it should
only be used in networks with a small diameter and when
the network load is more important than the delivery of all
messages.

B. Real World Experiments

For the real world experiments, 36 sensor nodes were
placed in a grid of 6 times 6 nodes in four different locations:
On a desktop, affixed to poles, placed on a lawn and placed
onto a stone pavement. The transmission power was set to
0dBm.

(c) placed on the lawn

(b) on a stone pave-
ment

(a) affixed to poles

Fig. 6: A modified eZ430-Chronos Sensor Node

The desktop placement is a one-hop environment, where
each node was able to communicate directly with each other
one. In the pole placement (figure 6(a)) the nodes were fixed
to poles using cable binding, at a height of approximately 20
centimeters above ground with a distance of one meter between
nodes, resulting in route lengths between 1 and 2 hops. The
stone (figure 6(b)) and lawn (figure 6(c)) placements also used
a distance of one meter between nodes, but resulted in route
length of up to 5 hops due to the shorter reach of nodes placed
on the ground.

Figure 7 shows the delivery ratio of each protocol for the
real world experiments, sorted by placement. In the pole place-
ment, AODVBR, DSR and Tree Routing achieved roughly
the same delivery ratio. Flooding performed worse due to the
high number of messages generated and the resulting MAC
layer problems. ULTR performed worst with a delivery ratio
of 59%. This is due to problems with the passive link detection,
which does not work well in networks with a low diameter.
Please note that in the real world experiments 2100 application
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messages were generated and the delivery ratio was defined as
the number of messages delivered by a protocol divided by
2100.

In the lawn and stone experiments, the influence of the
route maintenance was stronger, as routes broke more often
due to the increase of the average route length. It may be seen
once more that the route maintenance mechanism of DSR is
not usable in highly dynamic scenarios. AODVBR suffers from
the higher probability of having a unidirectional link within
its initial routes and Flooding produced too many messages,
leading to many collisions. Tree Routing delivered 46 to 48
percent of messages, which may be explained by the node
topology. Nodes close to the sink, i.e., those within two hops,
were able to deliver their messages most of the time due to the
two transmission retries. Those further off were able to deliver
only seldom. ULTR performs best in the lawn placement, and
nearly equal to Tree Routing in the stone experiments.
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Fig. 8: Number of messages transmitted to deliver a single
application message in the Real World Experiments

The cost of delivering an application message measured
in transmitted messages is shown in figure 8. As seen in the
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simulations, Tree Routing is very efficient when the number
of messages is considered. This fact is also apparent in all real
world experiment placements. When the network load is the
limiting factor, Tree Routing should therefore be used, even
though it does not reach 50% delivery ratio in the lawn and
stone experiments. The other end of the spectrum may be seen
in DSR, which transmits 283 and 394 messages per delivered
data message in the lawn and stone scenarios respectively.
ULTR in its current version should not be used for single hop
or 1 - 2 hop scenarios, as the passive neighborhood detection
only starts to work in larger networks. There, the performance
of ULTR is better than that of all related work protocols, except
for Tree Routing. In the evaluated scenarios, ULTR would
be the protocol of choice for the lawn placement, and Tree
Routing should be used on the stones. The simulations have
shown, however, that Tree Routing runs into strong problems
when the number of nodes increases, meaning that for larger
networks ULTR should be used in both placements, as it scales
much better with the network diameter.

C. Importance of Timeouts

The implemented version of ULTR with passive link de-
tection is heavily dependent on the timeouts that are used for
the links. If it is set too low, the links are deleted before they
may be used, even though they might still exist, resulting in
a local broadcast on every hop. If it is set too high, links are
assumed to exist, but have broken a long time ago.
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Fig. 9: Delivery Ratio achieved in the Simulations for
different timeouts

The implementation of ULTR uses a timer that fires every
100 ms, and has a parameter called 1inkTimeout that
defines how many times that timer must fire before a link is
removed from the neighbor table. The results presented above
were achieved with a 1inkTimeout of 5, and resulted in a lot
of message transmissions but also fairly high delivery ratio. To
quantify the impact of the 1 inkTimeout, the performance of
ULTR was measured with different values of 1inkTimeout:
5,10,20,50,100,200 and 500.

Figure 9 shows the delivery ratio achieved by ULTR with
the seven different timeouts. It seems that the delivery ratio
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is constantly decreasing with increasing timeout lengths. This
is not surprising, since a link that has been removed from
the neighbor table results in a local broadcast. All nodes that
receive this message and know the intended next-but-one hop
retransmit the message, adding a lot of redundancy. Therefore,
removing a link too early does not result in message loss, but
in unnecessary network load. However, if the link is deleted
too late, i.e., a link is assumed to exist where it has already
broken, the message gets lost. Therefore, when considering
only the delivery ratio, using a small timeout seems favorable.
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Fig. 10: Number of messages transmitted to deliver a single
application message in the Simulations for different timeouts

However, when the network load is considered, the choice
seems to be quite the opposite. Figure 10 shows the cost of
delivering a single application message measured in transmit-
ted messages. When using the smallest timeout of 5, about
1500 messages are transmitted for each application message
delivered in the network consisting of 1600 nodes, which is
quite close to the cost of flooding the message. Therefore, the
decision which timeout should be used is a tradeoff between
delivery ratio and network load. However, there are limits
to the choice: Increasing the timeout above 200 does not
change delivery ratio or efficiency much. Also, as the delivery
ratio is most often more important than the network load, it
is unlikely that a timeout of more than 50 would be used,
because higher timeout values lead to a delivery ratio of less
than 50%. Still, even this is much more than what the related
work protocols achieved, making ULTR a fine choice for the
evaluated network types.

IV. RELATED WORK

LRS, a link relay service, is proposed in [15]. The authors
require all nodes to transmit messages containing their ID and
a sequence number regularly, to detect incoming neighbors.
Nodes that receive those messages answer with a message
of their own, enabling the detection of bidirectional links.
For unidirectional or asymmetric links, LRS is used, which
floods the messages over a specified number of hops. The
main difference between LRS and ULTR is that ULTR uses
a chosen forwarding node instead of flooding over multiple
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hops to circumvent unidirectional links. In the second mode,
when neighborhood information is only gathered passively,
ULTR does not need to detect neighbors actively as LRS
does. Moreover, when a unidirectional link needs to be passed,
only nodes that have an active link to the intended next hop
forward the message, which once more reduces the network
load compared to LRS.

The authors of DEAL [16] describe mechanisms which
may be used to detect and exploit asymmetric links in dense
wireless sensor networks. They introduce Source Specific Relay
(SSR), which is used to select a neighboring node X as
forwarder, when a link between two nodes A and B is asym-
metric. An enhancement, called Dynamic Driven Maintenance
(DDM) is also described. DDM uses a combination of SSR
and broadcast mechanisms to react to changes in the nature
of asymmetric links. The third contribution of [16] is called
Asymmetry-Aware Caching (AAC) and deals with memory
requirements on sensor nodes. Due to the limited memory,
neighbor tables need to be restrained to a fixed size, leading
to eviction of nodes if more neighbors than neighbor table
entries are available. Choosing the right entry to evict is far
from simple and AAC is used to make this decision, but the
exact mechanism is not specified. DEAL is concerned with
the detection of asymmetric links on the link layer, ULTR
makes use of these links on the routing layer. Moreover,
ULTR can also use unidirectional links, which DEAL cannot
detect. Finally, ULTR with passive detection can even operate
completely without neighborhood management, removing the
costs of link detection.

Try-Ancestors-Before-Spreading (TABS) [17] uses any
nodes that are closer to the root of a routing tree as forwarders,
when the direct parent of a node did not forward the message.
To realize this, a node stores a message it has forwarded until
the retransmission by its parent node is overheard or a timeout
expires. If the timeout expires the message is retransmitted,
allowing all nodes that are closer to the sink by a so called min-
imum progress limit to forward the message, regardless of their
parent-child relation. The minimum progress limit is lowered
with each consecutive retransmission, finally reaching a value
of zero, indicating that even siblings of the transmitting node
may forward the message. Even though this approach increases
delivery ratio, it is still necessary for nodes to store messages
and wait for acknowledgments. These acknowledgments may
only be received if the links are bidirectional, resulting in un-
necessary retransmissions if the links are unidirectional. ULTR
can use unidirectional links directly, if a neighborhood protocol
is provided. If no neighborhood protocol is provided and ULTR
uses only passive detection, the forwarding mechanism enables
the implicit usage of unidirectional links. Also, no explicit
acknowledgments are used in ULTR, reducing the cost further.
Moreover, the implicit usage of unidirectional links enables
ULTR to work in environments with low link stability, whereas
TABS needs fairly stable links for the routing tree. This is also
reflected in the used testbed: The changing power supply of
battery powered nodes lead to frequent link changes in our
testbed, whereas the USB powered testbed used for TABS had
a constant power supply, resulting in much more stable links.

ABVCap_Uni [18] uses virtual coordinates to enable ge-
ographic routing in sensor networks without geographic in-
formation. The authors claim that ABVCap_Uni enables the
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usage of unidirectional links through definitions of clusters
and rings. The overhead of building these clusters and rings
is high, though. The simulation used for evaluation did not
feature any message losses, and all links were static, leading to
a delivery ratio of about 69 - 87%. If the network load induced
by constant rebuilding of the clusters and rings would have
been included, the delivery ratio would decrease further. As
shown in Section III, ULTR was evaluated both in simulations
and on a real sensor node testbed.

ieARQ and E-ieARQ are introduced in [19]. The authors
are concerned with acknowledgment losses due to asymmetric
links, which in turn lead to unnecessary retransmissions and
a waste of energy. They show that implicit ARQ can lead to
an avalanche effect and propose two enhancements of ARQ,
which remove the avalanche effect and reduce power con-
sumption by adding an explicit acknowledgment if the implicit
one was lost. This approach does not take unidirectional links
into account, though, in which case a direct transmission of
an acknowledgment is impossible. ULTR operates without
acknowledgments or retransmission, removing the avalanche
effect completely.

V. CONCLUSION

Unidirectional links represent a huge problem for rout-
ing protocols in wireless networks and especially in sensor
networks. Even though experiments show that unidirectional
links are quite common, most of today’s routing protocols are
not able to make use of them. In this paper we introduced
ULTR, a routing protocol for wireless sensor networks with
often changing and unidirectional links. We presented two
versions of ULTR, one which depends on a neighborhood
discovery protocol to supply link information and one that
uses passive link detection. The former should be used when
a neighborhood discovery protocol is included on the sensor
nodes anyway. This could be the case when a TDMA MAC is
used, which needs to know its two hop neighborhood, when
the application needs connectivity data or when a monitoring
software is included, which also monitors links and link
changes. The latter version, the one that uses passive link
detection, should be used when no other source of connectivity
data is available.

We evaluated ULTR both in simulations and in real world
experiments with eZ430-Chronos sensor nodes from Texas
Instruments and compared the performance of ULTR to that
of Tree Routing with retransmissions, DSR and AODVBR.
The results show that ULTR is much better suited to an
environment with often changing links and unidirectional links
than the protocols chosen for comparison.
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Abstract—This paper presents an algorithm for wireless sensor
networks, which combines time synchronization and efficient
data gathering. The synchronization part is novel, using
multiple ways between the reference and the node to be
synchronized to. The data gathering part resumes a previous
work. It uses various connected dominating sets for increasing
the lifetime. This algorithm is calibrated to Micaz® motes by
performing some experiments with them. The synchronization
part is then validated on a simple Micaz® network. That shows
that our algorithm can effectively merge time synchronization
and data gathering with no special message and minimal
overhead for synchronization.
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Wireless sensor networks; Micaz

Efficient gathering;

I INTRODUCTION

The main specificity of Wireless Sensor Networks
(WSN) is due to the limited energy and capabilities
(RAM/ROM, processor, etc.) of the motes (nodes). Those
limited capabilities require to adopt simple algorithms,
especially for annex functions like data gathering. The
limited energy requires to search low consumption solutions.
One of the best strategies is to reduce the duration of mote's
awake periods and the number of communications.

Especially in this constrained context, data gathering
needs time synchronization between motes. Otherwise,
whether the gathering fails or energy is unnecessarily lost.

Data gathering needs also to route data to the sink point.
Therefore, all nodes does not have the same role. Some of
them are in the backbone, and then have more jobs to do and
de facto consume more energy. The network dies because
the backbone nodes deplete their energy if nothing is done.

Many works (see the state of the art in Sections II and
III) treat one of the mentioned problems: either efficient
routing or synchronization. But, to our knowledge, none of
them treats both in a single solution. Consequently, in
practice, nodes accumulate communications and jobs to do.

In this article, we propose an algorithm, which combines
an existing efficient data gathering [1] and a novel
synchronization method, which does not increase the mote
awake duration nor the number of messages in comparison to
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the data gathering performed alone, while minimizing the
overhead in messages.

In the following section, we remind the gathering part of
the algorithm. In Section III, we explain our novel time
synchronization protocol. Section IV  presents the
specificities of the Micaz® sensors used in the experiments.
We present in Section V the algorithm combining gathering
and synchronization and its performances in Section VI. This
article finishes by giving the conclusions and some
perspectives to this work.

II.  Erricient DAaTA GATHERING

One typical way is to use Connected Dominating Sets
(CDS), also called backbones, to route data to the sink. The
nodes belonging to a backbone use more energy to forward
data because they are much more messages to wait and treat:
at least one by child. The goal is then to minimize the
number of nodes in a backbone [2]. Because of robustness,
scalability and mainly efficiency requirements, most
algorithms are operating in a distributed manner with local
election of the nodes belonging to the backbone [3]. But,
after a certain period of time, the network will be
disconnected while the leaf nodes may still have a lot of
energy. An improvement (in order to increase the lifetime) is
to compute several disjoint backbones [4]. One then tries to
use those backbones alternatively. Unfortunately, computing
the maximum number of disjoint CDS (called connected
domatic number) is a hard task. Furthermore, this number
may be very small. For example, Islam et al. [5] show that
for a grid graph where one of the dimensions is greater or
equal to 3, the connected domatic number is 1. Thus in such
a graph, one cannot expect to increase the lifetime of the
network using disjoint CDS.

The disjoint constraint may be relaxed by trying to find a
set of CDS such that the maximum number of CDS a node
belongs to is minimized. Such a distributed algorithm is
proposed in [6]. Nevertheless, this model does not take into
account the real consumption of energy of the nodes, which
depends (among others) on the number of received
messages, i.c., on the degree of the node.

In our case, all data have to be gathered to a fixed sink.
We thus only have to compute a directed in-tree rooted at the
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sink, and the sink may initiate this computation (the
algorithm is not localized but only distributed). This
specification allows us to need only a small number of
messages to compute a backbone.

III.  TiME SYNCHRONIZATION

In a perfect data gathering, all the nodes receive data
from their children simultaneously and send data to their
parent a short time later. After that, nodes can enter in a
sleeping period until the next gathering. Without any time
synchronization, all nodes must wait each other, canceling
the sleeping period. Of course, the greater the sleeping
period duration is, the longer the lifetime of the network is.
Unfortunately, accurate time synchronization protocols [7]
imply exchange of many messages between nodes and a lot
of calculations, which reduce the sleeping period duration.
Furthermore, nodes cannot send messages simultaneously
because of wireless media access control protocols. So, in
our point of view, a good time synchronization protocol does
not need to be very accurate but should not add messages
and should not reduce the sleeping period duration.

Typically, each node must evaluate two parameters [8]:
the offset, i.e., the difference between the reference clock
and the node clock, and the skew due to the drift of a node
clock relative to a perfect clock. Offset is the leading
parameter in the short-term, for example because nodes are
not switched on simultaneously. Skew becomes important in
the long-term, for example when data gatherings are
infrequent.

A.  Offset computation process

Offset is calculated [8] whether by a round-trip between
the reference node and an evaluated node, or after the
estimation of the delay D involved in the transport of a
message between these two nodes. The first type of protocols
supposes that D is equal in each way. The accuracy of all
methods depends on the quality measurements of D. In
practice, D varies from one message to the other and is in
part unpredictable. That's why all methods use statistics to
improve the offset estimation. But, except for RBS [9], these
statistics are based on repetitive exchanges of messages
between always the same nodes. The result is assigned to a
specific node. The complexity increases when the evaluated
node is not directly reachable by the time reference node.
Classically [7,9], the synchronization is then achieved in
stages, some nodes being elected as intermediate time
reference.

Our strategy, inspired by RBS, is different from two
points. First, if the network is homogeneous — i.e., all nodes
have the same architecture, execute the same program, etc. -
statistics are calculated spatially instead of temporally.
Second, the evaluated node doesn't need to be directly
reached by the time reference node. Suppose a simple
network as shown in Figure 1. Node 0 sends by broadcast a
message M, at time 77, so M, is received approximately at
the same time by node 1 and by node 2 (The difference in
distance between nodes involves a negligible time
difference). Node 2 sends the message M, immediately after
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receiving M;. Node 1 receives M; at 7]0] and, a few later, M
at 7T1]. Then, from the point of view of node 1, D=TT1]-
710]. In order to do so, D must be considered as a constant in
the network.

Ml N(ide
Node
0 T M2
Ml Node
2

Figure 1. Synchronization by two ways

If fact, D is the difference of the delay between nodes 0
and 1 passing by node 2 (=2D) and the delay between nodes
0 and 1 (=D). If the time reference node is node 0, the offset
of node 1 is 7T1]-710]-D. So, the reference time 7r must be
incorporated at least in M.

Our method requires to calculate a tree, which is
necessary for data gatherings anyway, and each node must
have at least two neighbors. The synchronization can be
done along with the tree calculation. The reference time is
that of the root of the tree, i.e., the sink.

Formally, the evaluated node receives a message from its
parent (which is at a depth d[0] in the tree) at time 770] and
from other neighbors (depth d[i]) at time 77{]. All d[i] must
be different from d[0]. Then, the delay D from the point of
view of the evaluated node is:

D = mean((Ti1-7101) / (d[i]-d[01)) (1)
and its offset can be calculated by:
offset = mean(71i]-Tr-d[i]*D) (2

This is done each backbone calculation.

B.  Skew computation process

The skew is often supposed to be a constant [7,8,9], at
least over a period of a few minutes. Typically, something
like the offset variations over time are fitted by a line (linear
regression, for example). The skew is the slope of this line.
For that, many offsets are calculated in a relatively short
time. Then, a good skew estimation requires a very high
offset accuracy and especially much more messages
consuming the battery.

We propose to evaluate the skew using data gatherings
messages only. In each data gathering, a node sends its data
to its parent node in the tree. To ensure the sending, the
parent node returns an acknowledgment to its child node.
This <ACK> message contains the time of the parent node.
Then, the child node can follow over time its clock drift
regarding its parent node without any additional message.
Moreover, the skew value is not important in itself. The main
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objective of a node is to keep synchronized to its parent over
time. For that, if AT[i] is the difference between a child's
time and its parent time observed at the i" gathering, then
ATTi+1]-4T7i] is more important (equal to the skew times the
time interval between two gatherings). For the first
gatherings, our algorithm provides sufficient margin of
errors from experimental results.

IV. Tue Micaz® MOTES

The objective is to implement our algorithm in the
Micaz®'s platform. Some steps of it are adjustable,
depending on the platform.

A. Energy consumption

The transceiver (radio model TI CC2420) is the
component that has the highest energy consumption of all
relevant components of the Micaz® [10]. In particular, the
receive mode consumes 19.7 mA while the processor needs
“only” 8 mA in its active mode. When the transceiver is in
the transmit mode, the current consumption varies from 8.5
to 17.4 mA depending on the chosen transmit power. Then,
the total consumption is always about 28 mA. So, for energy
saving, the transceiver must be off as often as possible. That
means reducing the number of messages and the time it may
be used.

The reference objective of this study is one gathering
every minute and a lifetime of one year (a directive of a
partner). A node in the economical state consumes
approximately 20uA (CC2420 power down mode) + 15puA
(CPU save mode). The consumption of other components is
neglected here. In one year, an idly node consumes 35pA
times 8760h (1 year), that is about 307 mAh. A Micaz®
embeds two AA batteries. If their capacity is 2200 mAh
each, the lifetime in active mode is about (4400-307)/28 =
146 h. If this lifetime is splitted, each data gathering (with or
without backbone calculation) must take at most 1 s.

Note that the CC2420 crystal oscillator start-up time is 1
ms, the condition to switch from the power down mode to
the idle mode from which the communications can restart.
But the idle mode consumes too much (about 0.43 mA). It is
an another proof that energy saving is not completely
compatible with high accuracy synchronization protocols.

To validate these calculations, one could use an accurate
tool of energy consumption prediction [11]. But, to be really
useful here, the tool should also integrate a model of battery.
For example, Alkaline batteries, such they use, have a cut-off
voltage smaller than the minimum voltage supply for
Micaz® and their capacity decreases if the load increases
[12]. All of that make the battery lifetime prediction
hazardous. So, the mote lifetime is evaluated by some
experiments. A Micaz® is programmed to send a message
every minute and to wait the rest of the time. The transceiver
is switched off a percentage of the duty cycle, after the
sending. A LED is blinking 5% of the duty cycle, only for
control. It represents an additional amount of consumed
energy of about 0.5%.

The lifetime of the mote is reported in Table I. We can
see that the lifetime of the mote fully active is not a constant
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because the behavior of the alkaline batteries. But, its
tendency suggests that 146 h is probably easily reachable
especially when the active time of the transceiver will be less
than 1 %.

TABLE 1. EvorutioN ofF THE MOTE LIFETIME VS THE PERCENTAGE OF THE

ActivE TiME OF THE TRANSCEIVER

Active time of the
transceiver (%) 100 »
Mote lifetime (h) 113.80+0.66 178.09+1.52
Mote fully active
lifetime (h) 1338 1336

B.  Communication delays

Firstly, our algorithm has a flaw: when a node has only
one neighbor (its parent), the delay D can't be calculated as
shown above. It must be given as a platform constant for the
offset calculation process. But the skew correction process
finely corrects the local clock, if necessary, at the first data
gathering.

Secondly, in the data gathering phases, backbone's nodes
have to wait all their child nodes before sending its data to its
parent node. A timer (timeout) is necessary otherwise a
deadlock situation may occur if one child node fails. The
timer setting is difficult both to ensure the time needed to
gather data and to save energy.

The following experiments are used to evaluate the real
delays D depending on the number of neighbors. A Micaz®
node, randomly chosen, called the evaluated node eN, is
programmed to send a broadcast message that contains its
system time S;. Neighbor(s) send(s) back this message
without any modification (echo) to eN as soon as possible.
The nominative sendings allow not saturating unnecessarily
the neighbors. At the reception of the echo by the neighbor
Vi (one per neighbor), eN gets as soon as possible its
associated system time S.[Vi] and sends it back to Vi in a
<ACK> message. Neighbors have a timer associated with
the sending of the echo. If the timer fires without receiving
this <ACK>, they send echo again. Each neighbor receiving
this <ACK> message stops until the next test. This ensures
that eN has processed all neighbors. It is necessary because
neither CSMA/CA nor the beacon mode are incorporated by
default in Micaz®. We only have the clear channel
assessment. At the end of a trial, eN sends S; and all S;[ V7] to
a wireless network “sniffer”. This “sniffer” captures all
exchanges too. S[ V7]-S; is the eN's delay D plus the Vi's one.

This procedure is repeated 30 times, every 5s, for
statistical analysis. The repetition rate is chosen to minimize
the influence of the clock drift while leaving time for nodes
to prepare for the next round.

The system time accuracy is estimated at 0,25 ms.

Table II shows that the nodes, even placed in the same
situation, do not necessarily behave in the same way (see 1
neighbor column). When the number of neighbors increases,
the mean delay, the standard deviation and the max value
increase but not evenly for all nodes. Nodes little bit more
reactive maintain relatively low values, but others not. With
3 or 4 neighbors, it is better to forecast 100 ms to gather data.
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Otherwise, one of the nodes does not have the time to send
data to its parent. This table gives also an idea of the needed
synchronization accuracy. It seems that accuracy around 5
ms is enough.

We must specify that all these results depend on the
chosen timer. Indeed, it is one of our future works to refine
the timer formulation.

TABLE II. EvoLuTiON OF DELAYS VS THE NUMBER OF NEIGHBORS
Evaluated node's delay + neighbor's delay
Number of Standard .
neighbors Neighbor Mean (ms) deviation Max value
(ms)
(ms)
“1” 3.1 2.1 7.3
1
or “2” 5.0 32 13.0
“1” 6.6 9.3 39.1
2
“2” 5.4 8.2 41.6
“1” 11.5 20.2 104.9
3 “2” 8.0 9.0 30.3
“3” 11.3 17.7 89.2
“1” 6.3 7.2 30.1
“2” 9.4 9.6 38.7
4
“3” 7.6 7.6 29.6
“4” 12.0 20.6 97.8

Table III shows the most important consequence when
the number of neighbors increases. Many messages are lost
by eN because it is busy by treating other message just
received.

TABLE III. EvoruTion oF PERCENTAGE OF LOST MESSAGES AND
RETRANSMISSIONS VS THE NUMBER OF NEIGHBORS

Number of Percentage of lost Percentage of
neighbors messages retransmissions
1 0 0
2 10 16 to 20
3 20 26 to 38
4 32 40 to 70

C. Clock skew

Two motes are programmed to send a message every
minute to the “sniffer”. Then, the mote's clock can be
compared to the computer's clock, which is supposed to be
accurate on the experiment's duration (about 80 h). The first
mote skews of +6.6 s (about +2.0 s per day or +23 ppm),
while the second one skews of +4.6 s (about +1.4 s per day
or +16 ppm). These results corroborate some previous works
[13].

V.  THe PROPOSED ALGORITHM

Our algorithm includes two phases:
® a backbone calculation + synchronization phase,
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® a data gathering + skew correction phase.

The first phase is repeated using several conditions. The
basic condition is the number of gatherings: each X
gatherings, a new backbone calculation is initiated by the
sink node. Other conditions to initiate a new backbone
calculation are relative to data loss (just one data or beyond a
percentage threshold). The choice of these conditions
depends on the application. The choice of X (not necessary a
constant) depends on the percentage of energy consumed
during a gathering phase.

The second phase must incorporate a signaling procedure
if a condition on data loss is used. Indeed, leaf nodes in
particular do not know if a gathering is complete or not, and
consequently if a new backbone calculation will be initiated
or not. Between 2 first phases, gatherings (second phases)
are repeated with a rhythm depending on the application.

A. The backbone calculation + synchronization phase

This phase also incorporates the neighbor discovery. This
is done by observing the ID of each received message.

There are 3 kinds of messages:

® <INV>: the “invitation” message, broadcasted. It

contains the backbone ID B, the sender ID, the sink
time T, the total waiting in the path W, the sender
level in the tree L, etc.

® <F>: the “parent” message, sent repeatedly to the

parent node until <ACK> is received, contains B, the
sender ID, etc.

® <ACK>: the acknowledge message, not mentioned

in Figure 2.

The principle of the backbone calculation is that each
node will choose as a parent in the backbone the first node
from which it received an “invitation” message. Since all the
nodes but the sink send their invitation after receiving one,
this ensures that we built a directed in-tree rooted at the sink.
Fine-tuning of the algorithm is done by the computation of
the delay w each sensor has to wait before sending an
invitation. The main idea is that less remaining energy the
node has, longer the delay is. Of course, if the delay
increases, the probability for a node that its <INV> will be
the first received by its neighbors decreases. Thereby, the
probability that the node belongs to the backbone decreases
too. This tends to calculate different backbones and equalize
the energy consumption of nodes. The main consequence is
an increasing of the network lifetime. More details can be
found in [1].

Note that if the delay is constant for all nodes, then this
phase is formally identical to a Breadth First Search (BFS)
with incorporated synchronization.

Finally, it is noteworthy that no additional message is
required to ensure the synchronization. The three ones are
necessary for the backbone calculation. And the additional
computations are very light.

B.  The gathering + skew correction phase

The backbone nodes wake up at the same time as its
child nodes because they must be ready to receive <DATA>.
This time is depending on the level in the backbone,
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following the staggered sleep scheduling scheme like in D-
MAC [14] but at the application level. Working at the
application level instead of the MAC level allows to reduce
the transmission slot duration as soon as possible.

For the sink node (also the reference time node) S,
send <INV> ; B++

For all other nodes N do:
® Receive the first <INV>:
(parent ID = sender's ID) and (N's L = L+1)
Note Ts, L[0]=L, T[0]=T-W, where T is the local
system time
Send <F>
Chose a delay w; W = W + w; wait w
Send <INV>

® Receive other <INV>:
If (L #L[0)), L[/]|=L, TIi|=T-W, nb_invt++, i++

® Receive a <F>:
N € backbone

® Just before go sleeping:
If (V is a parent of none node) then N & backbone
If (nb_inv > 0) apply Equation (1) else D =5 ms
Apply Equation (2) (with Tr = Ts)

Figure 2. The backbone calculation + synchronization phase

For the leaf nodes do:
Send <DATA> to its parent repeatedly until
<ACK> is received
T=1f
If (ALERT=Yes) for the first time, return to the
backbone calculation + synchronization phase in
C gatherings
else go sleeping until the next gathering

For the backbone's nodes do:
Receive <DATA> from a child N
Send <ACK> with its local system time 7f and
ALERT (ALERT=No by default) to N
Wait for the end of the gathering period (timer)
Behave as a leaf node

Figure 3. The gathering + skew correction phase

The simplest and energy saving manner for signaling a
new backbone calculation is to use an ALERT flag (see
Figure 2). ALERT is incorporated in <ACK> messages,
associated to the maximum depth in the tree (D7) and the
sender's time, i.e., the parent's time 7f.

It allows to change the node phase together with other
nodes through the counter C=D7-L. Note that DT gatherings
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are necessary before effectively initializing a new backbone
calculation. It is the main inconvenient of this method.
Another solution, when data are vital, is to keep all nodes
pending the decision of the sink. That means that all nodes
wait the end of the gathering for the ALERT signal,
consuming uselessly their energy.

The affectation 7=Tf may seem a bad formula to correct
the skew. Normally, the delay D must be taken into account.
But D may overestimate the real transmission time because
the context is usually more favorable. Then, at the next
gathering, the child may wake up before its parent, failing
the firsts sendings of data. It is thus preferable that leaf nodes
wake up after their parent.

Once again, no additional message and few additional
computations are necessary for the synchronization. The
main part of the work is needed to ensure the dependability,
the reliability of the data gathering.

The gathering period should last the time required for all
children to send their data, that is for example about 100 ms
for a network with 4 neighbors per node (see table II). Then,
a node in the backbone awakes about 115 ms (mean time)
while a leaf node awakes only about 15 ms (mean time) (see
table II). That is the reason for changing regularly the
backbone.

A time of 115 ms fulfills the recommendations made in
Section IV-A. If more than one gathering per minute is
expected, the gathering period should be decreased, i.e., the
medium access control should be improved (see Section IV-
B).

VI. VALIDATION OF THE SYNCHRONIZATION PROTOCOL ON
Micaz®

The backbone calculation + synchronization (BCS) phase
(Figure 2) is programmed on 5 motes. Another node is
programmed as a sink node. The nodes are switched on
randomly. The BCS phase starts automatically about 30 s
later the sink node has been switched on. For the
experiments purposes, each node has an additional
functionality: responding to a probe node. When the BCS
phase is ended, the probe node sends (broadcast) a special
message to all nodes including the sink node. Immediately,
nodes have to record their local time. Then, they have to
send it to the “sniffer”. Clocks, corrected by the calculated
offset, are compared to the sink's one, which is the time
reference.

The experimental network is presented Figure 4. It is
constructed such that several situations are treated:

® A node has only one neighbor (node 5), so nb_inv =

0 and D is fixed to 5 ms for this node (see Figure 2).
® Some nodes have 2 neighbors, at its same level or a
smaller level (nodes 2 and 4).

® Some nodes have many - 3 or 4 - neighbors (nodes 1
and 3).

® The backbone has several levels (3), which is the
maximum achievable with this experiment and only
2 “sniffers”.

® The backbone is always the same to make statistics

without influence of the resulting backbone.
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Figure 4. Experimental network

The results are presented in Table IV. They are good,
even if they are probably worse than those that have been
obtained with other synchronization protocols. They are of
the same order of the measured delay shown in Table II, and
this is what we hoped, even if the system time accuracy is
worse (slower clock rate).

TABLE IV. Crock DIFFERENCES BETWEEN THE SINK NODE AND THE OTHER
NobEs
Mean of clock .
Node differences (ms) Standard deviation (ms)
1 6.6 5.27
2 1.0 8.19
3 32 7.33
4 2.4 11.76
5 7.6 3.58

Some remarks should be noted.

First, as expected, and unlike other protocols, the mean
of the clock differences does not significantly increase with
the depth of the node in the tree. However, our results are
almost always positive implying that the delay is probably
systematically underestimated. This is probably due to
computation time that is not properly taken into account. An
optimization of the program should solve the problem.

Second, the number of neighbors influences differently
the mean and the standard deviation. When a node has many
neighbors, the mean tends to increase and the standard
deviation tends to decrease. This shows that our method
tends to converge, even if it is towards a value slightly
underestimated (cf. the first remark, with cumulative effects).

Third, node 5 is a special case. Its particularly low
standard deviation shows that the real delay is fairly stable
from one experiment to another. For cons, its mean shows
that the default value given to D is also slightly
underestimated.

VIL

In this paper, we presented a new protocol that realizes
both gathering and a new synchronization method in a
wireless sensor network. The load for the gathering is

ConcLusioN AND FuTurRE WoORKS
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distributed over all the nodes and there is no special message
needed for the synchronization.

The perspectives of this work are to refine the timer's
formulations and mainly the sleep scheduling for a more
deterministic one. Thereafter, the protocol will be tested with
a more complex experimental network.
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Abstract—This paper proposes a scalable grid-based local-
ization scheme for establishing relative coordinate system of
sensor networks. A distributed selection algorithm is proposed
to select a small number of nodes from the set of sensor nodes
as virtual grid nodes. The virtual grid nodes are then used
to establish grid coordinate system by using particle swarm
optimization. The grid coordinate system forms the backbone
of node localization. The other nodes, which are not selected
as grid nodes, can then compute (distributed) their locations
based on the grid coordinate system efficiently. The precision
of node localization is highly dependent on the number of
grid nodes and can be adaptively adjusted according to target
applications. Furthermore, the proposed localization scheme has
high scalability and can work without any assistance of GPS.
The simulation results show that about sixty percent of non-grid
nodes could be correctly positioned in terms of grid coordinates,
and nearly all of the non-grid nodes could be correctly be located
in one of nine grids surrounding their real positions.

Keywords—wireless sensor networks; localization; grid coordi-
nate system.

I. INTRODUCTION

In recent years, wireless sensor networks have become an
active research topic because of its wide variety of applications,
such as battlefield surveillance, smart environments, health-
care, disaster relief [1], [2]. Wireless sensor networks also
draw a lot of research challenges, such as sensing coverage
controls, energy-efficient communication protocols, and data
aggregations. The problem of localization aims to compute
the coordinates of nodes in the network. Geographic infor-
mation can be obtained by installing a Global Positioning
System (GPS) receiver on each node in the network. Feasi-
ble solutions, however, are to equip only a few nodes with
GPS, called anchor nodes, and the other nodes, using the
estimated distances between anchor nodes and them to infer
their position. Extensive studies have shown that the more
estimated distances used to compute the coordinates of nodes,
the higher accuracy of the established coordinate system,
because measurement errors in the estimation of distances can
be more effectively eliminated. However, the computational
complexity of establishing the coordinate system increases
exponentially with the number of distances used in calculating
the coordinates of nodes. Although location information is
crucial in wireless sensor networks, it is not necessary for
all nodes in the network to know their precise position. In
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fact, requirements of location accuracy is highly application
dependent in wireless sensor networks. For example, for many
location-based routing protocols [3]-[6], grid-based coordinate
system provides sufficient geographic information. Another
example is that, in many event-based applications, we are
interested in the region where an event takes places rather than
the precise location of the node issuing the event. In this case,
region-based coordinates are accurate enough for supporting
target applications.

In this paper, we propose a scalable grid-based localization
scheme for establishing relative coordinate system of sensor
networks. The basic idea of the localization scheme is to
establish a grid-based coordinate system by using a small
number of virtual grid nodes selected from a given set of sensor
nodes (In the following, those nodes that are not selected as
grid nodes will be referred to as non-grid nodes). The grid
coordinate system acts as the backbone of localization for the
non-grid nodes. That is, the non-grid nodes can compute their
positions via information exchange with their adjacent grid
nodes. The overall precision of node localization is highly
dependent on the number of grid nodes. The more the number
of grid nodes, the higher the accuracy of localization. In
such way, the localization scheme can be adaptively adjusted
to balance the tradeoff between computation complexity and
precision of the established coordinate system according to
target applications. In summary, the proposed localization
scheme has the following features:

1)  Adaptive: The precision of the grid-based localiza-
tion technique can be adjusted adaptively according
to the requirements of target applications so that all
nodes in the network could be positioned efficiently.

2)  Self-configurable: The grid-based localization tech-
nique establishes the local grid coordinate system
without the existence of anchor nodes (the sensor
nodes that know their global coordinates). The grid
coordinates, however, can also be transformed into
the global coordinates if there are at least three grid
nodes knowing their global position.

3)  Scalable: The grid-based localization scheme works
in large-scale sensor networks, e.g., more than 500
nodes.

The rest of this paper is organized as follows. Section
IT introduces the related works. In Section III, the proposed
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localization scheme is presented. The simulation results are
given in Section IV. Finally, we draw the conclusion of this
paper and the future work in Section V.

II. RELATED WORKS

DV-Hop approach assumes that the network comprises a
small number of anchor nodes [7]. The other non-anchor
nodes calculate their locations based on the averaged one-hop
distance to every anchor nodes in the network. Leng et al. [14]
addressed the problem of sensor localization in wireless net-
works in a multipath environment and proposed a distributed
and cooperative algorithm based on belief propagation, which
allows sensors to cooperatively self-localize with respect to a
single anchor node in the network, using range and direction
of arrival measurements. The research study [8] investigated
neighborhood collaboration based distributed cooperative lo-
calization of all sensors in a particular network with the con-
vex hull constraint. Three iterative self-positioning algorithms
were present for independent implementation at all individual
sensors of the considered network. Gu et al. [9] addressed
the localization with incompletely paired mutual distances
and proposed a Partially Paired Locality Correlation Analysis
(PPLCA) algorithm. Sugihara and Gupta [10] described a
novel SDP-based formulation for analyzing node localizability
and providing a deterministic upper bound of localization error.
The SDP-based formulation gives a sufficient condition for
unique node localizability for any frameworks. A compressive
sensing (CS) based approach for node localization in wireless
sensor networks was presented by Zhang et al. [15]. Low et
al. [16] proposed a localization system in which localization
information is obtained through a probability based algorithm
that requires the solving of a nonlinear optimization problem.
The authors used the particle swarm approach to solve the
nonlinear optimization problem.

III. THE PROPOSED GRID-BASED LOCALIZATION
ALGORITHM

Given a set of sensor nodes S deployed in an interested
region F', the coordinate system is established in two steps.
First, a small number of nodes are selected as grid nodes to
establish the grid coordinate system by using the proposed dis-
tributed selection algorithm. The grid nodes compute their grid
coordinates themselves by exchanging information between
each other and minimizing an error objective function. In this
paper, a Particle Swarm Optimization technique is proposed
to minimize the error objective function and to establish the
grid coordinate system. The grid coordinate system then serves
as the backbone of the coordinate system, whereby the other
nodes in the network can compute their own position according
to the grid coordinate system.

A. Grid Coordinate System Establishment

1) Distributed Grid Node Selection Algorithm: To create
the grid coordinate system, all the nodes in the network
need to estimate the distances between themselves and their
communication neighbors. There are several technologies that
can be used for this purpose, such as Received Signal Strength
(RSS) and Time-of-Arrival (ToA) [17]. Generally, RSS is
easier to implement, while ToA may have higher accuracy.
Let d; ; be the estimated distance between two adjacent nodes
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s; and s;. Let w be the grid width of the grid coordinate
system. We assume, without loss of generality, sensor nodes
are deployed in a L x L square region, where L is multiple of
w. To improve computation efficiency as well as localization
accuracy, if the estimated distance between two adjacent nodes
is smaller than the grid width w, only one of them is selected
as a grid node for establishing the grid coordinate system. Thus
we need to find the maximum set of nodes so that the distance
measurement between any two nodes in the set is larger than
or equal to the grid width w. Let G = (V, E) be a graph.
Each node s; € S is represented by a vertex v; € V. There is
an edge e € E between two vertices v; and v; if and only if
d;,; < w. An independent set of graph G is a subset V/ C V
vertices such that each edge in E' is incident on at most one
vertex in V. A maximal independent set is an independent set
V"’ such that for all vertices v € V — V', the set V U {v} is
not independent. The selection of maximum set of grid nodes
for creating the grid coordinate system is equivalent to one of
finding the maximum independent set of the graph G, which
is a NP-complete problem.

In this paper, we propose a distributed grid node selection
algorithm, similar to the one proposed by Luby [18]. Let N;
be the set of nodes that are within the transmission range of
node s;. Let NG; = {v;||Vv; € V and d;; < w} be the
set of nodes that their distances to s; is smaller than the grid
width. The distributed grid node selection algorithm proceeds
in rounds. In each round, every node sends to all its neighbors
a message containing its identity. When a node s; collects
all such messages from its neighbors, it becomes a grid node
(winner) if either of the following two conditions is satisfied:

1) NG; is nonempty (there exists at least one communi-
cation neighbor s; such that d; ; < w ). Moreover, s;
has the smallest Node ID when comparing its Node
ID with the received Node IDs of the nodes in NG;.

2) NG, is empty

Subsequently, grid nodes (winners) send to all their neighbors
a message specifying their winner state. A sensor that receives
such a message from one of its neighbors becomes a non-grid
node, loser. Winners and losers of a round do not participate in
subsequent rounds. The expected number of rounds is O(logn)
where n is the number of initial participants. An analysis of
the expected number of rounds and a proof of termination of
a similar algorithm can be found in Luby [18].

2) Particle Swarm Optimization (PSO) Algorithm: Let S’
be the set of grid nodes obtained by using the proposed
distributed grid node selection algorithm. In order to establish
the grid coordinate system, it is crucial to obtain the distance
measurement between two grid nodes in S’. If two grid nodes
are adjacent, ToA or RSS can be employed to estimate their
distances. However, the distance estimation becomes nontrivial
when the two grid nodes are not within the transmission range
of each other. In this paper, we employ a simple and effective
scheme to estimate the distance between two remote grid
nodes, called multi-hop distance estimation model [15]. The
model utilizes the correlation of the Euclidean distance and the
corresponding shortest path length between two nodes in the
network for a given node distribution. Based on this model, a
node s; can estimate the Euclidean distance to another node s;
by sending a control packet that includes a route length field
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Fig. 1.
local grid coordinate system. (d) The transformed grid coordinate system.

with initial value of zero. When an intermediate node receives
the control packet, it adds the one-hop distance between itself
and the previous node, obtained by using ToA or RSS, to the
route length field. Upon receiving the control packet, node s;
sends it back to node s;. After node s; receives the return
control packet from s;, it can read the route length field and
estimates the distance between s; and s; according to the
multi-hop distance estimation model. Here, we also use d; ; to
denote the estimated distance, obtained by using the multi-hop
estimation model, between two remote grid nodes s; and s;.
(If two nodes are adjacent, d; ; denotes the estimated distance
obtained by using ToA or RSS). We assume, without loss of
generality, the grid node with the lowest identify number, say
s1, will perform the calculation for creating the grid coordinate
system. Once a grid node s; has obtained a set K; of distances
to all other grid nodes, i.e., K; = {d; ;||Vs; € S’ and j # i}, it
sends K; to s;. Thus s; has the distance information between
any two grid nodes in the network. Our objective is to calculate
the grid coordinate system that minimizes the sum of the errors
of the distances between any two grid nodes. Let (g5, , gy, ) be
the grid coordinate of node s € S’. Then, the distance between
two grid nodes s; and s; in the established grid coordinate
system is

Dij = \/ (0, = 92,2 + (g5, — 90,)? ()
Without loss of generality, assuming that |S’| = M and S’ =
{sil|i = 1,2, ..., M}. The error function is defined as.
M M

«(X)= "3 "(Di; —di;)? 2)

i=1 j=1
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(d

Grid coordinate system establishment. (a) The constructed graph G(V, E) (b) The set of grid nodes for establishing the grid coordinate system. (c) The

Where X = {(gz:,94)|i =1,2,..., M}. A PSO algorithm is
applied to minimize the error function and give each node the
grid coordinate. PSO is an optimization technique developed
by Kennedy and Eberhart in 1995, inspired by social behavior
of organisms such as bird flocking and fish schooling [11]—
[13]. PSO is a population-based search method where individ-
uals, called particles, change their position with time. Particles
change their position by flying around in a multidimensional
problem space. During flight, each particle keeps track of its
coordinate that has the best solution encountered by itself so
far and modifies its position based on its own history and the
history of all other particles to make use of the best position.
Therefore, PSO combines local search methods with global
search methods. Here, each particle represents a solution set
of grid coordinates of nodes in S’. Each particle evaluates how
good the solution is according to the value, called fitness, of
the error objective function in (2). One of the advantages of
the proposed grid-based localization approach is that the PSO
algorithm can be calculated efficiently because the number of
grid nodes used to create the backbone of grid coordinate sys-
tem is usually small (e.g., 5 to 15 grid nodes). Specifically, the
number of grid nodes can be adjusted adaptively by setting the
grid width according to the requirements of target applications.
Furthermore, the grid-based coordinate system digitizes the
solution space of the PSO algorithm. Let K = (L/w)? be
the number of grid points in the established grid coordinate
system. The upper bound of position vectors needed to be
checked is

M
cr-M =[[(K —i+1) 3)
i=1
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Fig. 1(a)-(d) illustrate an example of the grid coordinate

system  establishment in the network  consisting
of ten nodes. Fig. 1(a) is the constructed graph
G(V,E), where V = {01,02,..,10} and E =

{(01,04), (01,05), (02, 04), (03,05), (03, 06), (04, 05), (05, 06)
,(05,08), (06,07), (06, 10), (07, 08), (07, 09), (07,10)}.

Fig. 1(b) shows the set of grid nodes S’ = {02,05,09,10}
for establishing the grid coordinate system. ~

€ = (do2,05 — do2,05) + (do2,00 — do2,00)* + (do2,10 — do2,10)* +
(dos,00 — dos,00)* + (dos,10 — dos,10)* + (dog,10 — do9,10)?
Fig. 1(c) shows the established local grid coordinate system.
Note that the coordinate system is relative coordinate system
and it can be arbitrary rotated or translated as long as the
relative distances between nodes remain unchanged. To
facilitate the comparison between the real positions of grid
nodes and the established grid coordinates, the coordinate
system in Fig. 1(c) is transformed to obtain Fig. 1(d). The
node with lowest ID is set to be the origin (0,0), the node
with the second lowest ID is set to be on positive X -axis with
coordinate (x,0) where > 0, and the node with the third
lowest ID is set to be on positive Y-axis. In 1(d), the small
circles (’0”) denote the real coordinates of the nodes and the
squares (’x”) represent the grid coordinates after coordinate
transformation.

B. The Non-grid Nodes

Let Grid(z,y) denote the grid shown in Fig. 2. Then,
(x + w/2,y + w/2) is the center coordinate of Grid(z,y).
Grid(z,y) is said to be within the R + € range of the grid
node s; if \/(z+w/2 —g;,)%+ (w+w/2— gy, )2 < R+e.
After the grid coordinate system is established, the non-grid
nodes compute their locations, i.e., the grid they are located in,
by sending a request message to the nearby grid nodes (within
the transmission range R) on demand. Let G; be the set of grid
nodes that receive the request message from non-grid node s;.
Upon receiving the request, every grid node s; € G; responses
a message containing its identity number, the grid coordinate
(92> 9y, ), and the set H; of grid coordinates that are within
the IR + € range of grid node s;. (¢ is a tunable parameter
used to tolerate possible measurement errors in estimation of
distance.) Let H = N, cq, H; be the intersection set of grid
coordinates. With the received information from nearby grid
nodes, s; calculates its own location (p, ¢) by calculating the
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following formula.
,q) = arg min T,
(p,q) g(m,y)eH{f( )}

where

flz,y) =
S (w2 - o)+ (v +w/2—g,)? - i)’
Een
4

The proposed localization scheme for the non-grid nodes is a
digitized triangulation approach. The advantage of this scheme
is that every non-grid node can be positioned efficiently
because the total number of grids needed to be evaluated in

(4) is bounded by (%) Since R and w are usually
constant in most wireless sensor networks, the computation
complexity of the localization approach for non-grid nodes
is O(1). For example, let R = 40,w = 15 and ¢ = 5
in a wireless sensor networks. Then, each regular node only
requires evaluating at most 28 grids to determine the best grid
in which they reside. Fig. 3 shows an example to illustrate
this scheme more clearly. Assume G; = {A,B,C}, R+ ¢ =
S,w = l,di7A = 1,di73 = 2, and di,C = 3. H =
{(1,1),(2,1),(3,1), (1,2), (2,2), (3,2), (2,3). £(2,2) ~ 3.3,

IV. SIMULATION

In this section, we evaluate the performance of the pro-
posed localization technique via extensive simulations. Partic-
ularly, we study the impact of several parameters of interest,
such as the number of grid nodes, grid width, and node density
(grid nodes plus non-grid nodes). The proposed grid-based
localization method was implemented in Matlab. Measurement
error in the estimation of distances between adjacent nodes
were modeled as zero-mean additive white Gaussian noise,
which was also adopted in [17]. In the following evaluations,
the sensor nodes are randomly deployed in a 100 x 100 square
area, i.e., L = 100.

A. Grid Nodes

1) Grid Width versus Number of Grid Nodes: Extensive
simulations have shown that the more distance measurements
used to locate nodes, the higher accuracy of the established
grid coordinate system, since the errors in the estimation of
distances could be smoothed out more effectively. However,
since the coordinate of every grid node is restricted by grid
coordinate (see the error function in (2)), this would bring
additional errors slightly, depending on the grid width and
the total number of grid nodes used in the establishment
of grid coordinate system. To evaluate the accuracy of the
established grid coordinate system, the grid coordinate system
is transformed by setting the node with lowest ID to be the
origin (0,0), the node with the second lowest ID to be on
positive X -axis with coordinate (x,0) where x > 0, and the
node with the third lowest ID to be on positive Y -axis. The
average error of the grid coordinate system is evaluated as

follows.
M
\/21:1 (m;

- gzz‘)z + (yl - gyi)Q

v = M

&)
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¥ = 8.4885, w = 20.

where (x;,y;) is the real coordinate of grid node s; and
(9z:» gy,) 1is the calculated grid coordinate after coordinate
transformation, and M 1is the total number of grid nodes.
Here, 1 represents the average of distance between the real
coordinates of grid nodes and the grid coordinates. Fig. 4
shows the average error of the grid coordinate system where
the X-axis represents grid width w and the Y'-axis denotes
the average error 1. As demonstrated in Fig. 4, ¢ increases
(approximately) linearly with grid width w and the average
error is no more than w/2 when M < 20 and 1 < w < 20.
(Note that M < (100/w)? in a 100 x 100 area.) Additionally,
1 increases about k- (M — M) - w (e.g., in our simulations,
k ~ 1/50) as M increases from M; to M. For example, 1
increases about 3 units when M changes from 10 to 20 and
w = 15.
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Fig. 6. The localization accuracy of non-grid nodes versus grid width.

2) Grid Coordinate System: Fig. 5(a)-(d) depicts the estab-
lished grid coordinate system with M = 15. The small circles
(’0”) denote the real coordinates of the nodes and the squares
(%) represent the calculated grid coordinates after coordinate
transformation. As shown in Fig. 5, the real coordinates are
very close to the estimated coordinates when w = 5 and 10.
As w increases, the differences between them become slightly
obvious, but the simulation results in Fig. 4 demonstrate that
the average error is no more than 10 units. This simulation
also verifies that our proposed grid-based localization indeed
establishes the local grid coordinate system.

B. Non-grid Nodes

We simulate networks containing 100 randomly distributed
sensor nodes. Fifteen nodes are selected to serve as grid nodes,
ie., M = 15, and the non-grid nodes communicate with
the nearby grid nodes to obtain necessary information. Then,
they determine which grid they belong to using (4). We set
R = 40 units so that each non-grid node has an average
of about five neighboring grid nodes. The non-grid nodes
that their real positions are near grid boundary in the grid
coordinate system may be located incorrectly due to errors
of the estimated distances between non-grid nodes and grid
nodes. Let (z;,y;) be the real grid coordinate in which node
s; is located and (Z;,¢;) be the estimated grid coordinate,
respectively. Let P; represent the percentage of non-grid nodes
that locate themselves correctly, i.e., (Z;,9;) = (i, y;). Let Py
denote the percentage of non-grid nodes that locate themselves
partially correct. The localization result of a node s; is said
to be partially correct if (Z;,9;) equals to one of eight grids
surrounding the real grid (x;,y;). Let P3 = P; + P». Fig. 6
demonstrates that P; increases slightly with grid width w.
About sixty percent of non-grid nodes locate themselves at
correct grid as w < 20. Significantly, although some of non-
grid nodes (near 40%) locate themselves incorrectly, almost all
of them are located correctly in one of eight grids surrounding
their real positions.

V. CONCLUSION

In this paper, we propose a scalable grid-based localization
technique to balance the tradeoff between computation com-
plexity and precision of localization. The simulation results
show that a small number of nodes, e.g., five to fifteen,
are usually enough for create the coordinate system with
acceptable localization accuracy for many applications. The
average error of the grid coordinate system is no more than
half the grid width. About sixty percent of non-grid nodes
could compute in which grids they are located correctly.
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Significantly, although some of non-grid nodes (near 40%)
locate themselves incorrectly, almost all of them are located
correctly in one of eight grids surrounding their real positions.
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Abstract—Reduced energy consumption and extension of net-
work lifetime are important challenges for wireless sensor net-
works, due to the energy-constraint properties of its elements.
To solve these problems, many studies have been conducted on
incorporating mobile sinks and controlled mobility into wireless
sensor networks. When a mobile sink relays data from a sensor
network to an operator, some sensors can save energy by reducing
the number of transmitted packets and the communication range.
Another important advantage is that sparse and disconnected
networks are better handled when a mobile node relays packets
between networks. In existing methods, however, all or some
nodes must know their own location through the use of devices
such as Global Positioning System (GPS) receivers. Yet it entails
a high cost when each node is equipped with a GPS receiver.
Moreover, GPS-based localization solutions cannot provide reli-
able location estimate in indoor environments, and in the presence
of obstacles. We propose a method for controlling the mobility
of a mobile sink so that it moves toward a targeted sensor node
without GPS. In the proposed method, a sensor node selected as a
target node broadcasts a control message, and each node records
a hop count from the target node so as to construct a gradient
field. A mobile sink can approach the target node using the
gradient field. We evaluate our method by computer simulation
and experiments using a cleaning robot that implements our
method. We show that a mobile node with our proposed method
can reach a target node in about 6 min.

Index Terms—mobile sink; controlled mobility; sensor net-
work.

I. INTRODUCTION

The main challenges for Wireless Sensor Networks (WSN5s)
include reduced energy consumption and lifetime extension.
To solve these problems, many controlled mobility protocols
have been studied [1-6]. A mobile node that moves to collect
information in WSNs is called a mobile sink. In controlled
mobility, an operator deploys mobile sinks, whose mobility is
dynamically controlled by received information from inside or
outside of networks.

When a mobile sink relays data from sensor networks to
an operator, some sensors can save energy from the reduced
number of transmitted packets and communication range.
Another important advantage is that sparse, disconnected net-
works can be better handled, since a mobile node can relay
packets from one network to another. However, in existing
methods, it is important to point out that all or some nodes
need to know their own location information using devices

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-296-7

such as GPS receivers. Yet, it entails a high cost when each
node is equipped with a GPS receiver. Moreover, GPS-based
localization solutions cannot provide reliable location estimate
in indoor environments, and in the presence of obstacles.

In this paper, we propose a method to control the mobility
of a mobile sink so that it moves toward a target sensor node
by using a gradient field. The concept of a gradient field has
been applied in gradient-based routing [7]. In gradient-based
routing, all nodes have a gradient, which is a value presenting
the direction through which the sink can be reached. Such a
gradient field can be set up according to different information,
such as hop count, energy consumption, or physical distance.
When each node forwards a data along the gradient field, the
data can reach the sink. In this paper, we use a gradient field
for guiding a mobile sink to a location where a specific node
is deployed. For example, a device such as a Personal Digital
Assistant (PDA) floods a message, and PDAs that receive the
message record the hop count from the flooding PDA. When
such a hop count is assigned to PDAs, they can guide a mobile
sink, such as a rescue robot, to the position where a person is
requesting help.

In the proposed method, a sensor node selected as a target
node floods a control message, and each node records a hop
count from the target node. Then, a gradient field towards the
target node is set up. When a mobile sink moves along the
gradient field, like a data flow in gradient-based routing, it
can reach the target node. For that, a mobile sink intercepts
hop count information exchanged in the network. It then
approaches the sensor node with smaller hop count and finally
reaches the target node.

In our method, a mobile sink does not use any GPS
receivers, but rather a Received Signal Strength Indication
(RSSI) of messages exchanged in the sensor network. Because
a gradient field is insufficient for a mobile sink to determine
the direction to the node, mobile sinks measure the RSSI of
a message from a sensor node, and searches for directions in
which the RSSI is larger. Specifically, if a mobile sink goes
straight and the RSSI increases, it continues to go straight
because it approaches the sensor node. When going straight
decreases the RSSI, the mobile sink measures RSSI while
turning, and heads in the direction in which the RSSI is largest.
By repeating these processes, a mobile sink can get closer to
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TABLE I
DESCRIPTION OF CONTROL MESSAGES
Information Description
node_id Sender’s node ID
hop_count | Hop count from sender to target
net_id Sender’s network ID

the sensor node.

The main advantage of using a gradient field is that a mobile
sink needs not know the global information of the whole
network. Instead, it only needs to know the local gradient
information. Therefore, all nodes do not have to communicate
over a long distance nor to send much information about a
network.

We evaluate our proposed method by computer simulation
and experiment using a cleaning robot. Our simulation and
experiment results show that a mobile sink can be guided to the
target node by using a gradient field. Since the main scope of
our method in this paper is the mobility control of the mobile
sink, our simulation and experiment focus on the capability of
the mobile sink to be guided toward the target node by using
a gradient field.

The rest of this paper is organized as follows: Section II
presents our proposed method of controlled mobility. In Sec-
tion III, we validate our method by computer simulation. Sec-
tion IV discusses implementation using a cleaning robot, and
we evaluate our method using the cleaning robot and sensors
in Section V. Finally, Section VI presents our conclusions.

II. CONTROLLED MOBILITY WITH A GRADIENT FIELD

In our protocol, each node has a hop count from a target
node, which is regarded as a gradient field. To assign a hop
count from the target node to each node and update it, all
sensor nodes send a control message to their neighbor nodes.
A target node assigns its hop count to zero and generates a
control message containing hop count that is initially set to
one and advanced in increments by the forwarding nodes. The
other node broadcasts the control message and assigns its hop
count to the hop count contained in it. If a node receives more
than one control message, the node assigns the hop count to
the smallest hop count and broadcasts the message containing
the smallest hop count. Table I shows the information included
in the control message. Each node is assumed to have a unique
identifier (node ID) to break ties, which can be easily removed
by allowing each node to choose a random number in a large
enough interval. Network ID is an identifier of the network
which is comprised of a node connected to the target node.
Mobile sinks intercept this control message to control their
own mobility.

When a mobile sink receives a control message, it starts to
control its own mobility along the gradient of the hop count
field. First, it checks whether the network ID of the control
message is the same as one it recorded. When the network
ID is different from the recorded one, it ignores the control
message. Otherwise, a mobile sink checks the hop count of
the control message, and compares it to the hop count which
it has recorded as the smallest one. If the received hop count
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is smaller than the currently recorded one, the mobile sink
records the sender’s node ID and its hop count, then tries
to approach the sender. After the mobile sink receives data
from a target node, it needs to restore its mobile algorithm
because it may deliver data to a base station or move to the
next network in which the other target node is located. When
a mobile sink receives the data from a target node, it therefore
records the network ID as the node that it has been arrived at
and ignores control messages containing the same network ID
as the recorded one.

However, a mobile sink cannot determine the direction
of the sensor node because of feature of non-directional
radio. We thus propose a controlled mobility using an RSSI.
Our proposed method is applicable when mobile sinks are
equipped with a non-directional antenna, but it can determine
the direction more precisely when equipped with a directional
antenna. Figure 1 shows the algorithm, which describes the
operation of the controlled mobility. In that algorithm, h,,;,, is
a hop count, node,,;, is a node ID, and RSSI,,,;, is an RSSI,
when a mobile sink receives a control message containing a
hop count that is the smallest it has received. net;q is the
network ID of the target node that a mobile sink needs to
approach to currently.

When a mobile sink receives a control message, it checks
whether the sender is a target node (lines 1 and 2). If so, the
mobile sink communicates with the target node and restores
its own mobile algorithm (lines 3—6). Otherwise, the mobile
sink checks the network ID included in the control message
whether it is the same as net;q. If the network ID is different
from net;y, a mobile sink ignores the control message (lines
8 and 9). Otherwise, the mobile sink checks the hop count
included in the control message. If the received hop count is
smaller than h,,;,, the mobile sink updates h,,;,, node,,;y,
and RSSI,,;,, because it needs to approach the sender (lines
11-14). The mobile sink then searches for the direction to
the sender (line 15). The operation of the searching direction
to the node is described in Figure 2. If the received hop
count is larger than h,,;,, the mobile sink ignores the control
message (lines 16—18). If the received hop count is the same
as h,,;n, the mobile sink checks the node ID included in the
control message. If the node ID of the sender is different
from node,,;,, the mobile sink ignores the control message
and goes straight (lines 19 and 20). If the node ID of the
sender is the same as node,,;,, the mobile sink checks the
RSSI included in the control message. If the received RSSI
is larger than RSSL,,;,, the mobile sink continues to go
straight because it is approaching the sender (lines 21-23).
Otherwise, the mobile sink searches for the direction to the
sender, because it is getting farther from the sender (line 25).

In the following section, we use computer simulation to
show that the proposed method can realize controlled mobility.

ITI. VERIFICATION OF CONTROLLED MOBILITY BY
COMPUTER SIMULATION

We evaluate our method by computer simulation to show
that the mobility of a mobile sink can be controlled. The
monitoring area is 120 x 80 m. Seven sensor nodes and one
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Algorithm 1 A mobile sink approaches a target node

1: receive message m

2: if the mobile sink receives m from target node then
the mobile sink receives data from target node
the mobile sink records m.net_id

the mobile sink moves according to the usual mobile
algorithm

return

. end if

. if net;q # m.net_id then

9:  return

10: end if

11: if hyyin > m.hop then

12: hyin <= m.hop

13:  node,,;n < m.node_id

14 RSSL,,in < m.RSSI

15:  search direction

16: else if h,,;, < m.hop then

17:  Go straight

BANE

18: else

19:  if node,;,, # m.node_id then
20: Go straight

21:  else if RSSI,,,;,, < m.RSSI then
22: RSSL,,.in <= m.RSSI

23: Go straight

24:  else

25: search direction

26:  end if

27: end if

Fig. 1. Approach algorithm toward a target node

Algorithm 2 A mobile sink searches for the direction to the
sender
1: The mobile sink moves on the circumference centering
on the current position (L_c) and records the position
(L_max) where the mobile sink receives the message with
the maximum RSSI.
2: The mobile sink returns to (L_c).
3: The mobile sink goes straight in the direction toward
position (L_max).

Fig. 2. Direction search algorithm toward the sender

mobile sink are deployed at random places, and one of seven
sensor nodes behaves as a target node. The model of radio
attenuation is the free space model [8] and we assumed that
no noise exists.

Our method is implemented in the OMNeT++ 4.1 [9]
network simulator. We evaluate 7T},,,c, Which is the time
required for the mobile sink to approach the target node and
to receive a control message from the target node. The default
mobility algorithm of the mobile sink is the random way point
model [10], which switches to the mobility algorithm shown in
Section II, when it receives a control message from a sensor
node. A mobile sink is deployed at random place in initial
settings. The mobility based on the random way point model
is shown in following.

1) A mobile sink selects the random place in the monitoring
area.

2) It goes straight towards the selected place at constant
velocity.
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TABLE II
SIMULATION CONFIGURATION
Parameter Value
Control message send time | 1s
Communication range | 50 m
Data packet size | 128 byte
Bandwidth | 250 kbps
Mobile sink velocity | 1 m/s
Mobile sink angular velocity % rad/s
TABLE I
SIMULATION RESULTS
T’VTLO’UE

138.78 £ 67.17 s
308.30 £ 102.58 s

with controlled mobility
without controlled mobility

3) When it reaches the selected place, its mobility process
returns to 1).

When a mobile sink goes straight and hits against a boundary
of a monitoring area, it goes straight to the reflection direction.
‘When a mobile sink searches direction to the node, it moves in
a circle. When it moves in a circle and hits against a boundary
of a monitoring area, it turns around in reverse. The details of
the simulation configuration are summarized in Table II.

To compare the influence of our method, we evaluate T},,5¢
when the mobile sink moves only according to the random way
point model. Table III shows simulation results. The number
of trials is 50, and the confidence interval is 95%.

Tinove 18 smaller when our method is implemented, so
controlled mobility using a gradient field can be realized. The
confidence interval when not using our method is larger due
to the randomness of the random way point model, but the
ratio between the confidence interval and the average T, ,ve
is larger under our method. This is because the number of
circular movements when searching for a direction varies
considerably according to the location where the mobile sink
first receives a control message.

IV. IMPLEMENTATION OF CONTROLLED MOBILITY USING
A GRADIENT FIELD

In this section, we describe how to implement controlled
mobility in a mobile sink. We present an outline, and then
details regarding configuration and system implementation.

A. Outline

For method implementation, as a mobile sink we use a
patrolling robot such as an automatic cleaning robot. When
the cleaning robot receives a control message from a sensor
node while cleaning, it is guided to a target node along the
gradient field. In our experimentation, the robot restores its
mobility for cleaning after receiving a control message from
the target node.

B. Configuration

In our experiment, we use a Roomba 790 (iRobot Corp.),
an automatic cleaning robot with a publicly documented
serial interface [11]. For sensor nodes we use the IRIS Mote
XM2100 (Crossbow Technology) [12]. IRIS wireless modules
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FT232RL
serial conversion module

Laptop for
mobility control

Connected via serial port

Fig. 3. Components of the mobile sink

TABLE IV
ROOMBA MOBILE PHASES

Phase
FIND_NEWIRIS
APPROACH_IRIS
REACH_TARGET
CLEAN

Description
Find an s-IRIS with smaller hop count
Approach the s-IRIS with recorded node ID
Reach target node
Do not control mobility and move based on
default mobile strategy

are widely used for WSN development, are IEEE 802.15.4
compliant, and can be programmed using C#, Java, and other
languages. We implement two types of IRIS with different
functions. One is an s-IRIS (sensing IRIS), which generates
sensing data and constructs the gradient field. The other is a
b-IRIS (base station IRIS), which intercepts control messages
and RSSI, and forwards them to the Roomba’s mobility
controller. We prepare a laptop computer for controlling the
mobility of Roomba and attach it on the Roomba. The lap-
top computer decides the strategy of the mobility based on
received information.

We used devices connected as shown in Figure 3. The b-
IRIS was connected with a laptop computer via a serial port,
and the laptop was connected with the Roomba via a serial
conversion module (FT232RL). The laptop sends commands to
the Roomba via the FT232RL, which serializes the command
and forwards the results.

C. Implementation

Our proposed controlled mobility consists of three phases.
The b-IRIS selects the next mobile phase based on information
received from an s-IRIS. The b-IRIS then sends the next
mobile phase and RSSI of <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>